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lsmpio -1 hdiskl

FETE
name path id status path status parent connection
hdiskl 8 Enabled Sel,Opt nvmel?2 fcnvmeO, 9
hdiskl 9 Enabled Sel,Non nvme65 fcnvmel, 9
hdiskl 10 Enabled Sel,Opt nvme37 fcnvmel, 9
hdiskl 11 Enabled Sel,Non nvme60 fcnvmeO, 9

$EF 2 . 827 NVMe/FC

EEEA VIOS A Broadcom/Emulex BACESECE NVMe/FC » (A7 VIOS R E#ICMEE (VFC) AT
NVMe/FC t#EX1E o BhE FC HTE:REA NVMe/FC HEZIE ©

1. "B IS IETE AR IEVERCER" ©
2. SEEVERAEREE -

lsmap -all -npiv

g

Name Physloc ClntID ClntName
ClntOS

vfchostO U9105.22A.785DB61-V2-C2 4 s1022-iop-
mcc—- AIX

Status:LOGGED IN

FC name: fcs4 FC loc code:U78DA.NDO.WZS01UY-PO-C7-
TO

Ports logged in:3
Flags:0xea<LOGGED IN, STRIP MERGE,SCSI CLIENT,NVME CLIENT>

VFC client name:fcsO VFC client DRC:U9105.22A.785DB61-V4-
C2

3. ENEELEHITUREE NVMe / FC EEHBERNZHE ioscli vicetrl 7 VIOS EHITHS :
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vfcctrl -enable -protocol nvme -vadapter vfchostO

wH A

The "nvme" protocol for "vfchost0" is enabled.

4. ERREENE R LRAXE

lsattr -E1 vfchostO

)
alt site wwpn WWPN to use - Only set after migration
current wwpn O WWPN to use - Only set after migration
enable nvme yes Enable or disable NVME protocol for NPIV
label User defined label
limit intr false Limit NPIV Interrupt Sources
map_port fcs4 Physical FC Port
num per nvme 0 Number of NPIV NVME queues per range
num per range 0 Number of NPIV SCSI queues per range

S. AFRBETEEEVE NVMe / FC EEtHE :
a. BE dflt enabl nvme WBME viosnpiv0 HERIEEHXE yes ©
. B enable nvme BMEZE yes HAMRA VFC EHESE o

chdev -1 viosnpiv0 -a dflt enabl nvme=yes

lsattr -El viosnpivO0

False
False
True
True
True
False
True

True



&

bufs per cmd 10 NPIV Number of local bufs per cmd

True

dflt enabl nvme yes Default NVME Protocol setting for a new NPIV
adapter True

num local cmds 5 NPIV Number of local cmds per channel

True
num per nvme 8 NPIV Number of NVME queues per range
True
num per range 8 NPIV Number of SCSI queues per range
True

secure va info no NPIV Secure Virtual Adapter Information

True

- BELRAFTENE R NVMe / FC 87 E enable nvme VFC FHEEEBI4EMIE yes ©

. 35MESY FC-NVMe Protocol Device BE{EIR2S T :

lsdev |grep fcnvme

#flE
fcnvmeO Available 00-00-02 FC-NVMe Protocol Device
fcnvmel Available 00-01-02 FC-NVMe Protocol Device

- EfAIARERECEREE NQN -

lsattr -E1 fcnvmeO

g

attach switch

How this adapter is connected False

autoconfig available

Configuration State True

host ngn ngn.2014-08.org.nvmexpress:uuid: 64e039bd-27d2-421c-858d-
8a378dec31e8 Host NON (NVMe Qualified Name) True



lsattr -E1 fcnvmel

g

attach switch

How this adapter is connected False

autoconfig available

Configuration State True

host ngn ngn.2014-08.org.nvmexpress:uuid: 64e039bd-27d2-421c-858d-
8a378dec31e8 Host NON (NVMe Qualified Name) True

9. 1EEH NQN ~ R ERTS ONTAP @5 EHETF RARIEW NQN F & ¢

vserver nvme subsystem host show -vserver vs s922-55-lpar2

wHEER)

Vserver Subsystem Host NON

vs s5922-55-1par2 subsystem s922-55-1parZ2 ngn.2014-
08.org.nvmexpress:uuid: 64e039bd-27d2-421c-858d-8a378dec31e8

10. FESTRNENSREHEC BN IEE T  IEJ BRI BRE S

ST EF 3 . EwsE NVMe/FC
ER:EONTAPS A ZEEEHY NVMe/FC BCE 2T 1EFE ©

1. BRs8ONTAPS R ZEHE B EFERBRE T L -

lsdev -Cc disk |grep NVMe

Larfaaf el

hdiskl Available 00-00-02 NVMe 4K Disk

2. (A8) BEZSREIKE



lsmpio -1 hdiskl

Ll
name path id status path status
hdiskl Enabled Sel,Opt
hdiskl Enabled Sel,Non
hdiskl 10 Enabled Sel,Opt
hdiskl 11 Enabled Sel,Non
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parent connection

nvmel?2 fcnvmeO, 9

nvme65 fcnvmel, 9
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sEA
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ZEAT ESXi 8.x £1 ONTAP B NVMe F #4407

AT LATE#AT ESXi 8.x 1 ONTAP BYENEN2s £ 14 58 € NVMe over Fabrics ( NVMe of
) EABE o

EAEST
* WRIBTER 0 FTARILA NVMe st ZEREERE AT ONTAP 9 ° 16.1 AR ZERDAC ©

* %t ONTAP 9.9.1 P3 Bfi#4 ~ ESXi 8 KB #hRA<Z1E NVMe / FC EREHE
* /%t ONTAP 9.10.1 B4 ~ ONTAP %3& NVMe / TCP E#iiAE o

* ESXi BB TS BERNNE FERE « BRFHIT NVMe / FC F FCP 2 o 3528 "Hardware
Universe" MBS SZRAIFCHERMZERIZRAE © 5H2 R "NetApp BEMEHRE T A" UESRMBIIRE
REMARASAER o

* H ESXi 8.0 ®REMRA « HPP (BRMEESMIMER) 2 NVMe RERTARIMIER o

BENPRH!
* 7% & RDM HIfE o

EXFENVMe/FC
7£ vSphere HrZsH# ~ NVMe / FC FE:R AR ©

BesE 1% NQN
T JARE ESXi 1 NQN F & ~ WFESDE B ONTAP &5 EHEF RERIER NQN FERAEFRT

# esxcli nvme info get

FLHELA

Host NQN: ngn.2014-08.org.nvmexpress:uuid:62al9711-ba8c-475d-c954-
0000c9flad36

# vserver nvme subsystem host show -vserver nvme fc

wHEE A
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Vserver Subsystem Host NON

nvme fc nvme ss ngn.2014-08.org.nvmexpress:uuid:62al9711-ba8c-475d-c954-
0000c9flad36

R FHE NQN FRAFHERT ~ BEZER vserver nvme subsystem host add AR EIEE ONTAP
NVMe F# 4 _EIEFEF1E NQN FEMG L o

%€ Broadcom/Emulex #1 Marvell/Qlogic

o 1pfc EBENIFZTNH qlnativefc vSphere 8.x HAYEEENTZ TN TEER Z EXA NVMe / FC IHAE ©
2R EEEHBRTAE DIRERIHEN RS EIRMERE -

ER:ENVMe/FC

CRILAE AR 527 2R BEEE NVMe / FC o

1. HEs® ESXi 1 EEFH NVMe / FC TEIE .

# esxcli nvme adapter list

B ELH

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vmhba64 aqgn:1lpfc:100000109b579£f11 2C lpfc
vmhba65 agn:1lpfc:100000109p579f12 EC lpfc
vmhba66 agn:glnativefc:2100f4e9d456e286 FC glnativefc
vimhba67 agn:glnativefc:2100£4e9d456e287 FC glnativefc

2. IR IEREERII NVMe / FC #p44 28R :

THEAFHUUIDHRNVMe / FCERRZEMEE ©
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# esxcfg-mpath -b
uuid.llecb7ed99e574a0faf35ac2ecl115969d
(uuid.ll6cb7ed9%9e574a0faf35ac2ecl15969d)

NVMe Fibre Channel Disk

vmhba64:C0:TO0:L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:£f£:7f:4a:50 WWPN: 21:00:00:24:£ff:7£:4a:50 Target: WWNN:
20:04:d0:39%:ea:3a:b2:1f WWPN: 20:05:d0:39:ea:3a:b2:1f
vmhba64:C0:T1:1L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:£f£:7f:4a:50 WWPN: 21:00:00:24:£f£f:7f£:4a:50 Target: WWNN:
20:04:d0:39%:ea:3a:b2:1f WWPN: 20:07:d0:39:ea:3a:b2:1f
vmhba65:C0:T1:1L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:ff:7f:4a:51 WWPN: 21:00:00:24:£ff:7f:4a:51 Target: WWNN:
20:04:d0:39%9:ea:3a:b2:1f WWPN: 20:08:d0:3%9:ea:3a:b2:1f
vmhba65:C0:T0:L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:ff:7f:4a:51 WWPN: 21:00:00:24:£ff:7f:4a:51 Target: WWNN:
20:04:d0:39%9:ea:3a:b2:1f WWPN: 20:06:d0:39:ea:3a:b2:1f

®

7£ ONTAP 9.7 1 ~ NVMe / FC fra ERMTEREIRA/NA 4K o IEFERA/NAESXIAE
A o [t ~ £% ESXi BIiIsn % ZEME « M ARG R EREIRANGS 512B o AU

HITUEEIE vserver nvme namespace create RS ©
b

A -

M'Vserver NVMe#ds % Z=Rcreate -vserver vvs 1 -path /vol/nslov/namespace1 -size 100g
-osttype VMware -block-size 512B

A2R e FMEONTAP" UBISEZFMEL

3. ExsR{ERINVMe / FCan Z=E IS B AIE R ANARRFEIRAE
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# esxcli storage hpp path list -d uuid.df960bebb5a74a3eaaalae55e6b3411d

£fc.20000024£f£f7£4a50:21000024£ff7£4a50~-
£fc.2004d039%ea3ab21f:2005d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba64:C0:T0:L3

Device: uuid.df960bebb5a74a3eaaalaebbebb3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebb5a74a3ecaaalae55e6b3411d)

Path State: active unoptimized
Path Config: {ANA GRP id=4,ANA GRP_state=ANO, health=UP}

£c.20000024ff7f4a51:21000024£ff7£f4a51-
£fc.2004d039%ea3ab21f:2008d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba65:C0:T1:L3

Device: uuid.df960bebbba74a3eaaalaeb55e6b3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebbb5a74a3caaalae55e06b3411d)

Path State: active
Path Config: {ANA GRP id=4,ANA GRP_state=AO, health=UP}

£fc.20000024£f£f7£4a51:21000024ff7f4a51~
£c.2004d039%ea3ab21f:2006d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba65:C0:T0:L3

Device: uuid.df960bebb5a74a3eaaalaebbebb3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebb5a74a3eaaalaeb5e6b3411d)

Path State: active unoptimized
Path Config: {ANA GRP id=4,ANA GRP_state=ANO, health=UP}

£c.20000024ff7f4a50:21000024££f7£f4a50-
£fc.2004d039%ea3ab21f:2007d039%ea3ab21f-
uuid.df960bebb5a74a3ecaaalaebbe6b3411d

Runtime Name: vmhba64:C0:T1:L3

Device: uuid.df960bebb5a74a3eaaalae55e6b3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebbba74a3caaalae55e0b3411d)

Path State: active
Path Config: {ANA_GRP_id:4,ANA_GRP_state=AO,health=UP}
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ZFZENVMe/TCP

7£ ESXi 8.x H ~ FERFEAFTER NVMe / TCP 1E4H - EEREHEEH NVMe / TCP /T ~ 52 VMware
vSphere X & o

EZZENVMe/TCP
SR AEA T2 2ER:E NVMe / TCP o

1. E#38 NVMe / TCP N ERBIARES

esxcli nvme adapter list

wLHELA

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vmhba65 agn:nvmetcp:ec-2a-72-0f-e2-30-T TCP nvmetcp
vmnicO
vmhba66 agn:nvmetcp:34-80-0d4d-30-d1-a0-T TCP nvmetcp
vmnic?2
vmhba67 agqn:nvmetcp:34-80-0d-30-dl1-al-T TCP nvmetcp
vmnic3

2. #EEN NVMe / TCP 45588

esxcli nvme controller list

wLHELA
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Name Controller Number
Adapter Transport Type Is Online Is VVOL

ngn.2014-08.org.nvmexpress.discovery#vmhba64#192.168.100.166:8009 256

vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89%pbla28a89%alled8a88d03%ea263f93:subsystem.nvme ss#vmhb
a644192.168.100.165:4420 258 vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89pbla28a89alled8a88d039%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.168:4420 259 vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89%pbla28a89%alled8a88d03%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.166:4420 260 vmhba64 TCP true false
ngn.2014-08.org.nvmexpress.discovery#vmhba64#192.168.100.165:8009 261
vmhba64 TCP true false
ngn.2014-08.org.nvmexpress.discovery#vmhba65#192.168.100.155:8009 262
vmhba65 TCP true false

ngn.1992-
08.com.netapp:sn.89%bla28a89%alled8a88d039%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.167:4420 264 vmhba64 TCP true false

3. #EX NVMe s EMHRISHEIFE !

esxcli storage hpp path list -d uuid.f4f14337c3ad4a639%9edf0e21de8b88bf

B ELA |



tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.165:4420-
uuid.f4f14337c3ad4a639%9edf0e21de8b88bf

Runtime Name: vmhba64:C0:T0:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%9edf0e21de8b88bf)

Path State: active

Path Config: {ANA GRP id=6,ANA GRP_state=AO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.168:4420-
uuid.f4f14337c3ad4a639%df0e21de8b88bf

Runtime Name: vmhba64:C0:T3:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a63%edf0e21de8b88bf)

Path State: active unoptimized

Path Config: {ANA GRP id=6,ANA GRP_state=ANO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.166:4420-
uuid.f4£f14337c3ad4a639%9edf0e21de8b88bf

Runtime Name: vmhba64:C0:T2:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a63%edf0e21de8b88bf)

Path State: active unoptimized

Path Config: {ANA GRP id=6,ANA GRP_state=ANO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.167:4420-
uuid.f4f14337c3ad4a639%edf0e21de8b88bf

Runtime Name: vmhba64:C0:T1:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%edf0e21de8b88bf)

Path State: active

Path Config: {ANA GRP id=6,ANA GRP_state=AO, health=UP}

NVMe BUH 2 BL

7€ ONTAP 9.16.1 KEHhRAH > ESXi 8.0u2 KEHhRAZ1E NVMe BUHOECH S ©

NVMe @na ER—EEEABUH AL IE - BUHDEC AR R FERMATE VMFS BERERE LT TBUEE
fE) (BEFEA e ) 1E¥ - BUHDBEC/EXETET MBI ABEENENER » AABEEIRABEaIEN
B o A% HEASMAUBKRELEERNEIR » UEEEMM S FERGELEZR o

TER
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1. 72 ESXi L - B85E DSM WRER S EBCHDEC » M323& TP4040 !
esxcfg-advcfg -g /Scsi/NVmeUseDsmTp4040
FAERE# 0 ©

2. BAALL TP4040 SZHRBUHECE DSM HYRRTE !
esxcfg-advcfg -s 1 /Scsi/NvmeUseDsmTp4040

3. FESRERRAFEMA TP4040 EEUHACE DSM HIRE :
esxcfg-advcfg -g /Scsi/NVmeUseDsmTp4040

TEHREA 1 °
4N%E VMware vSphere F1 NVMe BUHBCE AVEAE T » 552 [ "vSphere FREYETF 2= [E]UL"

BHIRE
ESXi 8.x 1&fC ONTAP B9 NVMe FH4HAEE T4 S XA ¢

NetAppiasel 1F& Bkl
D

"1420654" ONTAP £fiZ57E ONTAP 9.9.1 Bk fEF NVMe ONTAP 9.9.1 B4 NVMe THhik) &%
| FC {88t E R LB 1 1B o & ONTAP Y B| b1k s AFhIEIETE
SHEHAEBMHHSH NVMe RS S0 -
ONTAP EiZ5Fi &t - IE{ER NVMe RS
% (FIgn ESX ) FNEE (FC) H&@mm
FHEA GRS o

1543660 EF vNVMe /TEERY Linux VM BERERE #11T vSphere 8.x K F#iR4s ~ M {E M EH#E

BY All Paths Down (APD) fR%EF « i &% NVMe (vNVMe) EEH Linux VM &2

4 1/0 $832 4 1/0 #3832 ~ AARETER  vNVMe EHE
X¥2EH c ATHRTEFREREEE (APD
) AREZ /0 BEHEAR - ERITERIZO
Linux VM EZERAHER « VMware #EH T 7] 8
1 T VSCSIDisableNvmeRetry | K=
vNVMe E{ {2 -

FERAE

"VMware vSphere 22 ONTAP" "VMware vSphere 5.x * 6. x5 7.x32#ENetApp MetroCluster ZH8E (2031038) "
"VMware vSphere 6.x £2 7.x S2#& NetApp SnapMirror EE#[EZ"

A ESXi 7.xBINVMe T #40%E - ONTAP SITHEEAR S

AT ATEEAT ESXi 7.x F1 ONTAP BYERENES 44 28 NVMe over Fabrics ( NVMe of
) EABIZE o
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XIERES

* EONTAP Z#EVMware vSphere 9.7B8%4 i 125 3ENVMe over Fibre Channel (NVMe / FC) E9VMware
vSpherefs o
* #£7.0U3cRA%A ~ STHEESXi HypervisorfINVMe/TCPIIAE ©

* ONTAP ZIEMIHAEER {498 AE59.10.15984 ~ ONTAP S IEMIIHAEANVMe/TCP ©

THAE

* ESXiEi@as E 4 rEBARMNN EREEE - ERFBITNVMe/FCHIFCPRE o MEZIE FC N EFMIT
Hl2H B E ~ 552[ "Hardware Universe" o WX BAAREFRANERITNEE » AR D@ EHEERT A" o

* fEVMwareZRAIARASSRZA0 ~ 99.1 ~ P3BFAYAONTAP ~ ESXi 7.0 #hR4x32#ENVMe / FCINAE ©
* HIRESXi 7.0KEHfhRkZs ~ HPP (SRAESMIMET) ENVMeRERTARIMIMEL o
ERIPRE
FXIEBETHIAER
* RDM¥$FE
* VWols
EXFANVMe/FC
1. IRBESXiEMNQNF R  MHESTEEONTAP VMware ESXifE5!_E ¥ FEF 24T EHENQNF SHABFRT

# esxcli nvme info get
Host NQN: ngn.2014-08.com.vmware:nvme:nvme-esx

# vserver nvme subsystem host show -vserver vserver nvme

Vserver Subsystem Host NON

vserver nvme ss_vserver nvme ngn.2014-08.com.vmware:nvme:nvme-esx

% EBroadcom / Emulex

1. F2REEEHBRTA" BEMENRSHER / FIRESEAESE -

2. BEIFCEBBITZR B Tiffc_enable_FC4 type=3] ~ MUETE Mffc"EBENTE NP ERANVM/FCXIE « SABEIEX
BE o

@ #tvSphere 7.0 #73RH%8 ~ Tbremnvmefc"SBENENEEIAMER o At « Tiffc BEHIFEIREER
E5cHiBE Tbremnvmefcl EEENFZIRHEAINVMe over Fibre Channel (NVMe / FC) IHEE o

@ LPe35000RFNEETERGRE (lfc_enable FC4 type=3] 28 o L% 7EHELPe32000%75
FLPe31000R N EFFHHE FIIGm<T ©
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# esxcli system module parameters set -m lpfc -p lpfc enable fc4 type=3

#esxcli system module parameters list -m lpfc | grep lpfc enable fc4 type
lpfc _enable fc4 type int 3 Defines what FC4 types
are supported

#esxcli storage core adapter list
HBA Name Driver Link State UID

Capabilities Description

vmhbal lpfc link-up £c.200000109b95456£:100000109095456f
Second Level Lun ID (0000:86:00.0) Emulex Corporation Emulex LPe36000
Fibre Channel Adapter FC HBA

vmhba?2 lpfc link-up £c.200000109b954570:1000001090954570
Second Level Lun ID (0000:86:00.1) Emulex Corporation Emulex LPe36000
Fibre Channel Adapter FC HBA

vmhba 64 lpfc link-up £c.2000001090b95456£:100000109095456f

(0000:86:00.0) Emulex Corporation Emulex LPe36000 Fibre Channel Adapter
NVMe HBA

vmhba65 lpfc link-up £c.200000109b954570:1000001090954570
(0000:86:00.1) Emulex Corporation Emulex LPe36000 Fibre Channel Adapter
NVMe HBA

S EMarvell / QLogic
1. E2RAEEEHERTAE"  EMENESER / L ZIEAERE -

2. ¥ Tqlnativefc) EBENTEZTN2E Tgl2xnvmesupport=1] :RESTE Mqlnativefc) EEENFER HEIAENvM/FCZ
&~ REEHMRE TR -

kol

Ks

'# esxcfg-module-s 'gl2xnvmesupport=1' glnativefc'

@ QLE 277x%<§lmﬁ+ié§§@ E Tlqlnativefc) ERENFZNSE o N BHIT RIS ~ LAFE)
FJ/EQLE 277xRFINTEF ©

esxcfg-module -1 | grep glnativefc
glnativefc 4 1912
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#esxcli storage core adapter list

HBA Name Driver Link State
Capabilities Description
vmhba3 glnativefc link-up
Second Level Lun ID (0000:5e:00.

Fibre Channel to PCIe Adapter
vmhba4
Second Level Lun ID

link-up
(0000:5e:00
Fibre Channel to PCIe Adapter FC
vmhba 64 glnativefc
(0000:5e:00.0)
NVMe FC Adapter
link-up

glnativefc

link-up

Adapter
vmhba 65 glnativefc
(0000:5e:00.1)

Adapter NVMe FC Adapter

EZZENVMe/FC

1. FESPESXiEH EEFIENVMe / FCAEE -

# esxcli nvme adapter list
Adapter Adapter Qualified Name
Associated Devices

UID

£fc.20000024£f£f1817ae:21000024££f1817ae
0) QLogic Corp QLE2742 Dual Port 32Gb

FC Adapter

£fc.20000024££f1817af:21000024£ff1817af
.1) QLogic Corp QLE2742 Dual Port 32Gb

Adapter

£fc.20000024£ff1817ae:21000024££f1817ae
QLogic Corp QLE2742 Dual Port 32Gb Fibre Channel to PCIe

£fc.20000024££f1817af:21000024££f1817af
QLogic Corp QLE2742 Dual Port 32Gb Fibre Channel to PCIe

Transport Type

vmhba6d4 agn:glnativefc:21000024ff1817ae FC
vmhba65 agn:glnativefc:21000024£f£f1817af FC
vmhba66 agn:1pfc:100000109b579d9c FC
vmmhba67 agn:1pfc:100000109b579d9d FC

2. BB IEREEIINVMe /| FCHRZERT -
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Driver

glnativefc
glnativefc
lpfc
lpfc



# esxcfg-mpath -b
uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd’e)

20:
20:

20:
20:

20:
20:

20:
:17:00:a20:98:df:e3:d1

20

®

EeRtl]

vmhba65:C0:TO:L1 LUN
00:34:80:0d:6d:72:69
17:00:a0:98:df:e3:d1

vmhba65:C0:T1:L1 LUN:

00:34:80:0d:6d:72:69
17:00:a0:98:df:e3:d1

vmhba64:C0:T0:L1 LUN:

00:34:80:0d:6d:72:68
17:00:a20:98:df:e3:d1

vmhba64:C0:T1:L1 LUN:

00:34:80:0d:6d:72:68

:1 state:active
WWPN: 21:00:34:
WWPN: 20:2£:00:
1 state:active
WWPN: 21:00:34:
WWPN: 20:1a:00:

1 state:active
WWPN: 21:00:34:
WWPN: 20:18:00:
1 state:active
WWPN: 21:00:34:
WWPN: 20:19:00:

NVMe Fibre

fc

80:
al:

fc

80:
al:

fc

80:
al:

fc

80:
al:

Adapter:

Od:6d:72:
98:df:e3:

Adapter:

Od:6d:72:
98:df:e3:

Adapter:

Od:6d:72:
98:df:e3:

Adapter:

Od:6d:72:
98:df:e3:

Channel Disk

WWNN :
69
dl
WWNN :
69
dl
WWNN :
68
dl
WWNN :
68
dl

Target:

Target:

Target:

Target:

WWNN :

WWNN :

WWNN :

WWNN :

AR ETENTIEEIRI.7HONTAP « NVMe / FCAi & ERIMITESR @I A/NA4K o tEFE

RANEESXIAIRE o A « FEZILESXian R ZEMET -

512B o {&RILUEMA Tvserver NVMeri a2 ficreate] sn< R TULENE ©

LB an s ZE P @ B A/ e A

N'Vserver NVMetn %4 Z= Ecreate -vserver vvs 1 -path /vol/nslov/inamespace1 -size 100g -osttype VMware
-block-size 512B

A2H "15< FMEONTAP" UEUSEZHAER

. ERsB1ERINVMe / FCApa =M EAVERIANARRIEAREE ©
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https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html
https://docs.netapp.com/ontap-9/index.jsp?topic=%2Fcom.netapp.doc.dot-cm-cmpr%2FGUID-5CB10C70-AC11-41C0-8C16-B4D0DF916E9B.html

esxcli storage hpp path list -d uuid.5084e29%a6bb24fbcabbal76eda8ecd’e
£c.200034800d6d7268:210034800d6d7268~
£fc.201700a098dfe3d1:201800a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba64:C0:T0:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%9a6bb24fbcabbal76eda8ecd’e)

Path State: active
Path Config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

£c.200034800d6d7269:210034800d6d7269~-
£fc.201700a098dfe3d1:201a00a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba65:C0:T1:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%a6bb24fbcabSbal76eda8ecd’e)

Path State: active
Path Config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

£c.200034800d6d7269:210034800d6d7269~-
£c.201700a098dfe3d1:202f00a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba65:C0:T0:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd’e)

Path State: active unoptimized

Path Config: {TPG id=0,TPG state=ANO,RTP_ id=0, health=UP}

£c.200034800d6d7268:210034800d6d7268~-
£c.201700a098dfe3d1:201900a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba64:C0:T1:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%a6bb24fbcabSbal76eda8ecd’e)

Path State: active unoptimized

Path Config: {TPG id=0,TPG state=ANO,RTP id=0,health=UP}

FRENVMe/TCP

#£7.0U3cRaA ~ FERZEHAFTERINVMe/TCPIEAE o AR EMEANVMe/TCPAEF - :5Z2EVMware
vSphereX 4§ o
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§2:ENVMe/TCP

1. E&ZBNVMe / TCPEEHIAKEE o

[root@R650-8-45:~] esxcli nvme adapter list

Adapter Adapter Qualified Name

vmhba 64 agn:nvmetcp:34-80-0d-30-ca-e0-T
vmhba65 agn:nvmetc:34-80-13d-30-ca-el-T
list

Transport Type Driver Associated Devices
TCP nvmetcp vmnzc?2

TCP nvmetcp vmnzc3

2. FEFIHNVMe | TCPIESS « =R TFAIMS :

3.

+.

+

[root@R650-8-45:~] esxcli nvme controller list
Name

ngn.1992-
08.com.netapp:sn.5e347cf68e0511lec9ec2d039%eal3ebed: subsystem.vs name tcp
ss#vmhba64#192.168.100.11:4420
ngn.1992-

08.com.netapp:sn.5e347cf68e0511lec9ec2d039%eal3ebed: subsystem.vs name tcp
ss#vmhba64#192.168.101.11:4420

Controller Number Adapter Transport Type
1580 vmhba64 TCP

1588 vmhba 65 TCP

5| HNVMers R EMMREHE « SFEA TGS !

IS Online
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[root@R650-8-45:~] esxcli storage hpp path list -d
uuid.400bf333abf74ab8b96dcl8ffadc3£99
tcp.vmnic2:34:80:0d:30:ca:eo-tcp.unknown-
uuid.400bf333abf74ab8b96dcl8ffadc3£99

Runtime Name: vmhba64:C0:T0:L3

Device: uuid.400bf333abf74ab8b96dcl8ffadc3£99

Device Display Name: NVMe TCP Disk
(uuid.400b£f333abf74ab8b9%6dcl8ffadc3£99)

Path State: active unoptimized

Path config: {TPG id=0,TPG state=ANO,RTP id=0, health=UP}

tcp.vmnic3:34:80:0d:30:ca:el-tcp.unknown-
uuid.400bf333abf74ab8b96dcl8ffadc3£99

Runtime Name: vmhba65:C0:T1:L3

Device: uuid.400bf333abf74ab8b96dcl8ffadc3£99

Device Display Name: NVMe TCP Disk
(uuid.400bf333abf74ab8b9%6dcl8ffadc3£99)

Path State: active

Path config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

B
f£F ONTAP B9 ESXi 7.x Y NVMe EHAEREHE T3S A !

NetAppigsRl 1Z%E EFEEHE
D
"1420654" ONTAP EiZ57F ONTAP 9.9.1 iR {EH NVMe @B IWEIE FHZSE A ERIABREIR-E - TR
| FC 1S8R E R £ B g%éiﬁﬁ‘éfﬁb s BB FHR E RMEIE IR ARV S /T2
I [o]

e

"VMware vSphere &8 ONTAP" "VMware vSphere 5.x » 6.x57.x32#&ENetApp MetroCluster IHEE (2031038) "
"VMware vSphere 6.x £1 7.x 7#% NetApp ® SnapMirror EF[EH"

Oracle Linux

T HRONTAPY Oracle Linux 1% IEFINEE o

£ NVMe over Fabrics (NVMe-oF ) 21T F HEEC B Pz 3R BITHREEIONTAPAN Oracle Linux
HIRRZSTI 2 ©

LETE Oracle Linux F#fkZA&<  ONTAP hikZs
Oracle Linux %M ONTAPIZHI23 > 358 9.4 ESHRZA 9.12.1 HEHRRZA

NVMe/TCP 1B Z2HNHERN B 5 EE o
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https://mysupport.netapp.com/site/bugs-online/product/ONTAP/BURT/1420654
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B Oracle Linux F1#ik4&x  ONTAP Rz

NVMe/TCP 22— 2 B ERINEE 9.0 HFESHRE 9.10.1 HEFhRZA
NVMe/TCP {ERREEmAEMRM R nvme-cli' 8.2 E SRR 9.10.1 HESHRAS
ax

ERE—F# 18 NVMe 1 SCSI 2 > NVMe-oF &5 7.7 SRESRRZS 9.4 HESHRZA

ZZERI{ER NVMe ZI&1E » SCSILUN A dm &

g 0

@ NetApp sanlun NVMe-oF FziZFHERER o B UERAE nvme-cli BRI PIBE NVMe-
oF {3 o

ER AR E PRI THIONTAPHRZA A > ONTAPSZIELLT SAN EHINAE ©

LEZES Oracle Linux F14kR7s
nvme-cli BEEHFFMELE udev FEIZA NVMe ZERIEIRHE(TIRE & & F 9.6 WESHRZA

SAN E{ENEEiB NVMe/FC HERKFA 9.5 S EShRA
ZiIOH NVMe ZRRIRINEETARE NVMe sp R ZEfERLA o 8.3 HESA
iE nvme-cli MO B S BEEENA > BEE =M= o 8.3 HEFhRA
nvme-cli EEEEHFRIRE udev FRAIZ NVMe 2RISR (im0 5 8T 8.3 UE=HRA

() sWEERBOHEEE  FSWTEEEERTA -

T

IR K Oracle Linux fRAE2Z... THR...

9% "4 Oracle Linux 9.x it & NVMe"
8%7% "% Oracle Linux 8.x it & NVMe"
7375 "2A Oracle Linux 7.x Bt & NVMe"
HERAE N

"7 RRUN{ATEEIE NVMe 15"

BcE Oracle Linux 9.x #1 NVMe-oF L AR ONTAP7Ef#

Oracle Linux £ Z B CEERN NVMe (NVMe/FC) FIEFL TCP BY NVMe
(NVMe/TCP) tis% ° fﬂtfi?ﬁglz%$ﬁnp%w&ﬁﬁﬂy (ANA) o ANA g2 iSCSI 1 FCP IRi%
FRRYIES T8 SR B /7 AN (ALUA) ML IRIETHAE o
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T #R3N1a] %4 Oracle Linux 9.x Bt B NVMe over Fabrics (NVMe-oF) F#% - INEE S X BMINAERER » 528
"Oracle Linux ONTAPZ B EAIHFE" o

NVMe-oF i Oracle Linux 9.x BT EXIREE :

* 3& "nvme disconnect-all' ltEF S L EFARIERZR BN EBERIER RS > A TERRFEFETE c BNEEE
NVMe-TCP 8§ NVMe-FC #nfa 21 SAN BB R _E BT TIEIR(E -

DER 1 1 IEEERA SAN R

ISR LR E M LAER SAN BiENRES{CEB IR S AIIETTM o A" BEGHER TR EELH Linux F¥£%
45 EHLEERBEERCSS (HBA) ~ HBA #JB2 « HBA EX&) BIOS FIONTAPRRZAZ B 218 SAN EXEf o

1. "3 NVMe dp R =M AF HE RS 1" o

2. 7£1A)R2S BIOS H 2 SAN Ei#hdn & =R FERpYEIZIRRUE SAN BiE -
WNEMNEIEIEAHBA BIOSHIAEREE N ~ sA 2 R H BRI ©
3. ENEE M R FE AR T EREN IEEET

HER 2 . 28 Oracle Linux 1 NVMe #0821 B B
ERUT P ERERE X ERIRE Oracle Linux 9.x FXEEhRZS ©

1. 7£1AlAR8S £ &4t Oracle Linux 9.x o ZE5ERLE » BERIEHITIIEISER Oracle Linux 9.x #&iy ©

uname -—-r

Oracle Linux #ZiCRr A< :

6.12.0-1.23.3.2.el9%uek.x86 64

2. &% TNVMe-CLI (NVMe - CLI) Eff :

rpm -ga|grep nvme-cli

TEMNHIFRBTT nvme-cli B2 ERZ :

nvme-cli-2.11-5.e19.x86 64

3. ZH 1ibnvme EfF ©
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https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html

rpm —-gal|grep libnvme

THHAIFESRT libnvme EASELIRZS

libnvme-1.11.1-1.e19.x86 64

4. 7£ Oracle Linux 9.x E# I » #%& nostngn FH&H " /etc/nvme/hostngn :

cat /etc/nvme/hostngn

TEHFIFRRT hostngn kA :

ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-1lec-b8d1l-3a68dd6lalcbh

5. TEONTAPRAEH » BEs8 A TE | “hostngn FEULEL "hostngn’ ONTAPREF REHHEFRANFE !

vserver nvme subsystem host show -vserver vs 203
R E Al

Vserver Subsystem Priority Host NON

vs 203 Nvmel regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
NvmelO regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmell regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8dl-3a68dd6lalcb
Nvmel2 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68ddelalcb
Nvmel3 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmel4 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8dl-3a68dd6lalcb

UNE hostngn FEAHEFRT > ERILUFER “vserver modify @S<LEKEH hostngn ¥
(D) 1 ovrar BHIFRMLEMTS  EHEEH EWTHR /etc/nvne/mostngn 1B

"hostngn °
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HER 3 . 3%F NVMe/FC 1 NVMe/TCP

88/ Broadcom/Emulex 3% Marvell/QLogic FEECAsAcE NVMe/FC » S F B SEIRMEIHIRERRE
NVMe/TCP °
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NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. SRR RN TEREE

a. BEmREIALTE .
cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe36002-M64-D
LPe36002-M64-D

b. BRTRELEM |
cat /sys/class/scsi_host/host*/modeldesc
TR G BB TE#ARES -

Emulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter
FEmulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. FAmARghRZS :
cat /sys/class/scsi_host/host*/fwrev
MU T EBFIFREIRShR S

14.4.576.17, sli-4:6:d
14.4.576.17, sli-4:6:d

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version
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LT EERIERTR T BREh2 TR

0:14.4.0.8

=+
MEENNERERBREAMIRERENRMNFE > 2R EEEHRERTA" -

. sAMESS lpfc_enable fc4 type 5%74% 3 -

cat /sys/module/lpfc/parameters/lpfc _enable fc4 type

- SRR LURAR R ED 2RI IRIR ¢

cat /sys/class/fc host/host*/<port name>

LUT s Em BRI AR R, -

0x2100f4c7aa9d7c5c
0x2100f4c7aa9d7c5d

- R R ERIRE SR L ¢

cat /sys/class/fc host/host*/port state

TREZEEE THEHEL

Online

Online

- FESUERUA NVMe / FC RiEhasiEi1E - HERERIBAIR ¢

cat /sys/class/scsi_host/host*/nvme info


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

&

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x100000620b3c0869 WWNN

DID x080e00
NVME RPORT
DID x021401
NVME RPORT
DID x02141f
NVME RPORT
DID x021429
NVME RPORT
DID x021003
NVME RPORT
DID x02100f
NVME RPORT
DID x021015

ONLINE

WWPN x2001d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e2d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2011d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2002d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e4d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2012d039eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000027ccf Cmpl 0000027cca Abort 00000014

LS XMIT:

Err 00000005

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

%200000620b3c0869

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

xb 00000014 Err 00000014

Total FCP Cmpl 00000000000613ff Issue 00000000000613fc OutIO
fffffffffffffffd

abort 00000007 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 0000000a Err 0000000d

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000620b3c086a WWNN

DID x080000
NVME RPORT
DID x021501
NVME RPORT
DID x02150f
NVME RPORT
DID x021515
NVME RPORT
DID x02110b
NVME RPORT
DID x02111f
NVME RPORT
DID x021129

ONLINE

WWPN x2004d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e3d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2014d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2003d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e5d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2013d039eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000620b3c086a

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f
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LS: Xmt 0000027ca3 Cmpl 0000027ca2 Abort 00000017

LS XMIT: Err 00000001 CMPL: xb 00000017 Err 00000017

Total FCP Cmpl 000000000006369d Issue 000000000006369a OutIO
fEffEffffffffffd

abort 00000007 noxri 00000000 nondlp 00000011 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000008 Err 0000000c

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T ER&&E NVMe / FC ©

1. HROHITHE BN A-EEB R R :

cat /sys/class/fc host/host*/symbolic name

LUF g fI#m 7 Beghie VAN 8RSk s

QLE2872 FW:v9.15.03 DVR:v10.02.09.300-k

2. :EMEER gl2xnvmeenable BERE © 1= AI:E Marvell T E-EEA NVMe / FC EREN3E(E .

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

TRHRELHAS 1 o

NVMe / TCP

NVMe/TCP 3 EAR 15 B EIEAFIR(E o 1K » EAILUEB#HIT NVMe/TCP KE#IR NVMe/TCP F& &M
%Z=f8 “connect @& “connect-all FENIR(E o

5
1. R BN A S EAINVMe/TCP LIFR iR SR e E Y -

nvme discover -t tcp -w host-traddr -a traddr



&

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.31.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.064a9b19b3eell1f09dcad039%eabac370:discovery
traddr: 192.168.30.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.31.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.30.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.31.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 6

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:subsystem. subs

ys_kvm
traddr: 192.168.30.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem. subs
ys kvm



traddr: 192.168.31.98
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.30.98
eflags: none

sectype: none

2. FERREAEY NVMe / TCP E(E)#83 B 1R LIF B SR U ERRACEr B EE A

nvme discover -t tcp -w host-traddr -a traddr

FETEEH

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.59

3. 31T nvme connect-all EFAAETIERN NVMe / TCP EXEh8sBIZE e fiTH < ©

nvme connect-all -t tcp -w host-traddr -a traddr

&

nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.59



1} Oracle Linux 9.4 F%4 > NVMe/TCP FYs&E “ctrl_loss_tmo timeout BEN:&E A FAR” - EIt :

* EARECRARSY (BRES) -

* BAREEFHEEFEN ctrl_loss_tmo timeout EABFE "nvme connect I#& "nvme connect-all &8 % (3
IH-) o

* WNRBEREHIE > NVMe/TCP $EFIZZ A S AR - i B SR REM RITELR o

S 4. (%) 1B udev FHEAIFHY iopolicy

1 _F#Y Oracle Linux 9.x #& NVMe-oF HYFE:EE iopolicy 3222 round-robin © ¢ Oracle Linux 9.6 Bi%4 » (&
AL iopolicy B8 2 queue-depth FEEIELK udev FREIIE o

1. {5F root HEMRTEX FAREERS T RIRL udev FRAE !

/usr/lib/udev/rules.d/71l-nvmf-netapp.rules

TREZEEZ THEHL ¢

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. $EIERENetApp ONTAPIZHIZS iopolicy BIARITIZTUAS ©

LFEHIRR T —ReEHIFRA

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. {EBFRA] » LUE round-robin 8] " queue-depth :

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. EFHE AudeVviFB L EREE :

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

O. FAMEFRMABVBA /0 KB o HIU0 » BI<FRHIR> nvme-subsys0 ©

34



cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TEZEEEITIEHL ¢

queue-depth.

() #i iopolicy @EBEMMIBRHHINetAPp ONTAPIEFISS R « MBRIE o

$B% 5 . °J3E » BYF NVMe/FC B9 1MB 1/0

ONTAPTEBIEHIZS E R hIRE R A B RMRE A/ (MDTS) & 8 c EEMKER K I/0 AR A/NAE 1MB - BE
@ Broadcom NVMe/FC 2% 1MB AT 110 B3R » IEEZE 1*7][] ‘Ipfc’ FI(E(E "Ipfc_sg_seg_cnt 2EtTE

R{E 64 BrA% 256 °

()  EeEsEmERAR Qogic NVMe / FC 1 -

TR

1. # "Ipfc_sg_seg_cnt 2ERES 256 :

cat /etc/modprobe.d/lpfc.conf

TEZEE R THAREL -

options lpfc lpfc sg seg cnt=256

2. 34T “dracut -F @n 2 > ABEMERSIEM o
3. HEETHYME “Ipfc_sg_seg_cnt 7 256

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

$ 8% 6 . Baz5 NVMe EXEIARTS

¢ Oracle Linux 9.5 B4 »

‘nvmefc-boot-connections.service # “nvmf-autoconnect.service' NVMe/FC A S

BUBSENARTS “nvme-cli' R ERENFRT S BESIRUAHEEE -

BXE5ER 1% > E§35 “nvmefc-boot-connections.service #1 “nvmf-autoconnect.service' EXENIRFSERLA °

1. #3% “nvmf-autoconnect.service' BRI :
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systemctl status nvmf-autoconnect.service

mErEfmh

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically

during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)
Active: inactive (dead) since Tue 2025-10-07 09:48:11

week 0 days ago

Main PID: 2620 (code=exited, status=0/SUCCESS)

CPU: 19ms

Oct 07 09:48:11 R650xs5-13-211 systemd[1l]:

subsystems automatically during boot...

Oct 07 09:48:11 R650xs-13-211 systemd[1]:

Deactivated successfully.

Oct 07 09:48:11 R650xs-13-211 systemd[1l]:

subsystems automatically during boot.

2. FEER “nvmefc-boot-connections.service' B EYA -

36

Starting Connect

nvmf-autoconnect.

Finished Connect

systemctl status nvmefc-boot-connections.service

EDT; 1

NVMe-oF

service:

NVMe-oF



mEfmh

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-10-07 09:47:07 EDT; 1
week 0 days ago

Main PID: 1651 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

SER 7 | BRER AR E
ESSRIZIOAEE NVMe ZERRIEARAE » ANA AREEF] ONTAP s 2 RIS EA NVMe 4HEAE o

1. RERMAZOAE NVMe ZERTE !

cat /sys/module/nvme core/parameters/multipath

TREZEEEITIEHL ¢

2. EasH{E R ONTAP 4 ZEIRVEE NVMe 278 (FIUN ~ FREEETE % NetApp ONTAP #5238 « B & T
iopolicing SR EABIR) BEEMRMAEEH L :

a. BARFARMA .

cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEE TIEHEL ¢



3.

NetApp ONTAP Controller
NetApp ONTAP Controller

b. REREREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

1S FEZFILAE R iopolicy {ERE » 10 :

queue-depth
queue-depth

BT LTI IFRERRGA AR ¢

nvme list

B
Node Generic
Namespace Usage
/dev/nvmel02nl /dev/ngl02nl
Controller Ox1 2.25
9.17.1
/dev/nvmel02n2 /dev/ngl02n2
Controller 0x2 2.25
9.17.1
/dev/nvmel06nl /dev/nglO6énl
Controller Ox1 2.25
9.17.1
/dev/nvmel06n2 /dev/ngl06n2
Controller 0x2 2.25
9.17.1

SN
Format

81LLgNYTindCAAAAAAAk NetApp ONTAP
GB/ 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAk NetApp ONTAP
GB/ 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAs NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAs NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

4. FEDEERRRAVIERIRREIS R AN - BEABERIANAKA :
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NVMe / FC

nvme list-subsys /dev/nvmedn5

T

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.f9¢c6d0cb4fefl11£f08579d03%aa8l138c:discovery
hostngn=ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-
3a68dd6lalcb \ +- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live non-optimized

+- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live optimized

NVMe / TCP

nvme list-subsys /dev/nvmelnl
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nvme-subsys98 - NQN=ngn.1992-
08.com.netapp:sn.f9¢c6d0cb4fefl11£f08579d039%eaa8138c:subsystem
9
hostngn=ngn.2014-

08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
\

+- nvmel00 fc traddr=nn-0x20lad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live non-optimized

+- nvmelOl fc traddr=nn-0x20lad039%eabac36f:pn-
0x201cd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme98 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme99 fc traddr=nn-0x201ad039%eabac36f:pn-
0x20led039%ecabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live optimized

[root@SR630-13-203 ~1#

5. BRFENetAppIMIER BB EBONTAP EhRA LB MK ERIERE !
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ki

nvme netapp ontapdevices -o column

g Efl
Device Vserver Namespace Path NSID UUID
Size
/dev/nvmel02nl vs 203 /vol/Nvmevol35/ns35 1
00e760c9-edca-4d9f-b1d4-e9a930bf53c0 5.37GB
/dev/nvmel02n2 vs 203 /vol/Nvmevol83/ns83 2

1£fa97524-7dc2-4dbc-b4cf-5ddaS8e7095c0 5.37GB

JSON

nvme netapp ontapdevices -0 json

mEEER

"ONTAPdevices": [
{

"Device":"/dev/nvmellnl",
"Vserver":"vs 203",
"Namespace Path":"/vol/Nvmevoll6/nslé",
"NSID":1,
"UUID":"18a88771-8b5b-4eb7-bff0-2ae261£488e4",
"LBA Size":409¢6,
"Namespace Size":5368709120,
"UsedBytes":2262282240,
"Version":"9.17.1"

}
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FEF 8 REREHRNIDERE
Oracle Linux 9.x E#FONTAPIZHI23 2 BFEE NVMe/TCP T EZ2HNHEANEH RS o

BB E TR 23 ER L R EL—(E DH-HMAC-CHAP £ i8R » A AeB2 1L X2 1EeE o DH-HMAC-CHAP £i#2
NVMe EiaiizEH2589 NON REESRENFRZRBIES - K THREHNFHED > NVMe EHEIERSFL
ZEmlllZa e alia) i

65/ CLI SR/ E JSONif RRTELZE2NTRE MRS - WRFEEATRNFRFAIEE AR dhchap &% » 55
&£/ config JSON #E28
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CLI
fEA CLI REZERIERNERE o

1. B3 EHE NON
cat /etc/nvme/hostngn

2. % Linux E#ES dhchap &8 ©

T5#iHERBA "gen-dhchap-key 68 S 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

ET5EEIF - FELE—EREA dhchap £58 - E HMAC 584 3 (SHA-512) ©

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c4c04£f425633
DHHC-

1:03:xhAfbADSIVLZDx1VbMFEOASJZ3F/ERQTXhHZZQJKgkYkTbPI9dhRyVtr4dBD+SG
iAJO3by4FbnVtovlLlmk+86+nNc6k=:

3. 7£ ONTAP #Efil2g L - ¥ E I35 EM1E dhchap &% -

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. IS IEMERE L ERMER o T LE - BARE ONTAP 583 « WIRIRFMENERE S A15E
dhchap £§8 :



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. B#5% nvme connect authentication #p<BREE EHEAIZHIZS dhchap &8 :

a. BgsB 1 dhchap &% .

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR BV L S

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmtTGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt3TIQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

b. EZzBHEHI28 dhchap 128 :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



AR RAHRR RV EE A

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzq4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

JSON
= ONTAP #ZfH254HRE E B Z(E NVMe FRAARIHERE « Gl USRS A=

/etc/nvme/config.json ¥&ZFE ‘nvme connect-all °
R "0 EETER AL JSON 155 - NB/EZHAIEE > 5525 NVMe Connect All FE o

1. H/EIsontEZE .
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&

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-
5410-8048-c4c04£425633",
"hostid":"4c4c4544-0056-5410-8048-c4c04£425633",
"dhchap key":"DHHC-
1:01:nFg06gVOFNpXqoiLOFO0L+swULQpZU/PjU9v/McDeJHJTZF1F: ",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.09035a8d8c8011f0ac0fd039%eabac370:subsystem.subs
ys",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.30.69",

"host traddr":"192.168.30.10",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS0O9kQ1
/bvZij+Bo3rdHh3xPXeP6adxyhcRygdds=:"

}

@ £ L& > dhchap key ¥R “dhchap secret ’ W dhchap ctrl key'
HFEE “dhchap ctrl secret©

2. {FFF4EAE JSON HEZEE4RE ONTAP %528 ¢

nvme connect-all -J /etc/nvme/config.json

3. IR EASETRAAVERZESRISIELAE dhchap #%
a. BgsE 1% dhchap &8 :

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret
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MU TERIZERT dhchap &8

DHHC-1:01:nFg06gV0FNpXqoiLOFOL+swULQpZU/PjU9v/McDeJH]JTZF1F:

b. Ezz81EHI28 dhchap %5

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

TREZE B ERLUATEARES -

DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS09kQl /bvZz
J+Bo3rdHh3xPXePbadxyhcRygdds=:

TER9 : tERIE A
BEBEHMRE o

AcE Oracle Linux 8.x 1 NVMe-oF XA ONTAPTZ{##

Oracle Linux £ I EMYLMEER NVMe (NVMe/FC) F1E R TCP BY NVMe
(NVMe/TCP) 5% > ﬂts‘z?ﬁaﬁﬁﬁnp%&“%ﬁﬁﬂy (ANA) o ANA 12181 iSCSI #] FCP IR1E
RRYIEHTEREER B To/ZEN (ALUA) AL RRIEINAE o

T #RAN{a 2 Oracle Linux 8.x B2 & NVMe over Fabrics (NVMe-oF ) 1% - IIEEE L L EMINFERE R » 526
"Oracle Linux ONTAPSZ 2 EATHAE" o

NVMe-oF i Oracle Linux 8.x BT EXIPRE4! :

* R 1B(ER NVMe-oF t#E#TT SAN EX&) o

* NetApp sanlun IH%’\FH&_ETSE% Oracle Linux 8.x 1% FHJ NVMe-oF ° # » S LUKBAE P a S
BINetAppi@EtF "nvme-cli' BRI FTB NVMe-oF EEINEH o

* #5? Oracle Linux 8.2 RERRRZS > nvme-cli BABEE PR IRMHERAE NVMe/FC B ENELZMIZ o £ HBA 1#
FER R HRYSMNER B ENEAR IS ©

* HH? Oracle Linux 8.2 RERHRZA > FERAE %A NVMe ZIREENARAE EFE - EEEAILIIEE » sAFifE
THFER o 4R udev #HEI o

8% 1 . 8 Oracle Linux #1 NVMe #8152 :8 AL E
EARALL T ERERE T HEMIRIE Oracle Linux 8.x EXRERRZ ©
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. TEfRIARES L% Oracle Linux 8.x © ZEESERLTE » sBMERIGHITHIEISERY Oracle Linux 8.x Zil ©

uname -—r

Oracle Linux #ZOHRZASEEH :

5.15.0-206.153.7.1.el8uek.x86 64
. Z#t TNVMe-CLI (NVMe -CLI) Ef}:
rpm -galgrep nvme-cli

TEHNGIFETRT nvme-cli BREEEIRAS :
nvme-cli-1.16-9.e18.x86 64

3. HH Oracle Linux 8.2 RERhRA > :FHMIE TFFRIERERER udev FRA ©
/lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules ° B EIR T NVMe ZEEHY

EmR B BT o

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP
ACTION=="add", SUBSYSTEMS=="nvme-subsystem",

Controller", ATTR{iopolicy}="round-robin"

ATTRS{model }=="NetApp ONTAP

4. 1£ Oracle Linux 8.x 1% I » % hostngn F&H " /etc/nvme/hostnan :

cat /etc/nvme/hostngn

TEHFIFRTRT hostngn kA :

ngn.2014-08.org.nvmexpress:uuid:edd38060-00£f7-47aa-a9%dc-4d8ael0cd969a
S. 7ZEONTAPZRMEH > BEEE LA T &N | “hostngn FERULEL "hostngn ONTAPRETF R HEF RRRIFH ©

vserver nvme subsystem host show -vserver vs coexistence LPE36002
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&

Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
nvme2
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
nvme3
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
4 entries were displayed.

UNER hostngn FRAFIERT » sAER “vserver modify L EM “hostngn HIE
(D ontar BAIFRHLENTS > UHAEMENT /ctc/nvme/hostnan &

"hostngn °

6. S > BT ER—E T EFRRFHIT NVMe F1 SCSI SRE > NetAppiE:ZEONTAPE & ZERIEA % NVMe
Z I o “dm-multipath 73 B ¥ FEONTAP LUN o SHkFEZP] LU ONTAPER & =B BEFRTEIM © “dm-
multipath ¥pE1E “dm-multipath’ {E48 2 EAONTAP#r %4 ZE %1 ©

a. 710 “enable_foreign %€ /etc/multipath.conf X4 °

cat /etc/multipath.conf
defaults {
enable foreign NONE

b. EFELE) “multipathd FEZNERAERE o

systemctl restart multipathd

HER 2 . 327 NVMe/FC 1 NVMe/TCP

f$£F8 Broadcom/Emulex 3% Marvell/QLogic ZBECasECE NVMe/FC » S FH) S IRMEIHRERERE
NVMe/TCP °
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FC——Broadcom/Emulex
7 Broadcom / Emulex T EEE&E NVMe / FC o

1. B EANE RN EREE

a. BMRELATE

cat /sys/class/scsi _host/host*/modelname

TREZEEEI THEHEL :

LPe36002-M64
LPe36002-M64

b. BETRERI M

cat /sys/class/scsi _host/host*/modeldesc

TEZEE R THARE@EL -

Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BB AN 2 EENBroadcom 1pfc FEEE I EERSTE -

a. FRRIRRhRAS

cat /sys/class/scsi_host/host*/fwrev

LUF BB mENRe RS

14.4.317.10, sli-4:06:d
14.4.317.10, sli-4:6:d

b. BRI EERBNTRIChRAS

cat /sys/module/lpfc/version



LT EERIERTR T BREh2 TR

0:14.2.0.13

=+
MEENNERERBREAMIRERENRMNFE > 2R EEEHRERTA" -

2B “Ipfc_enable fc4 type' :RES 3 )
cat /sys/module/lpfc/parameters/lpfc enable fc4 type
- ST P LUSRAR RIEN 83 4R ¢
cat /sys/class/fc_host/host*/<port name>
MU S AIRERE BT,

0x100000109p£0449c
0x1000001090£0449d

- EREERE AR RIR R AR L ¢
cat /sys/class/fc host/host*/port state
TREZEEEITIEE

Online

Online

SOBRA NVMe / FC RiEhasE1%IR « BEERERIBAIR !

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfcO WWPN x1000001090£f0449c WWNN x200000109bf0449c
DID x061500 ONLINE

NVME RPORT WWPN x200bd039%ecab3le9c WWNN x2005d039eab3ledc
DID x020e06 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2006d039%eab31e9c WWNN x2005d039%9eab31le9c

DID x020a0a TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 000000002c Cmpl 000000002c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000000008ffe8 Issue 000000000008ffb9 OutIO
ffffffffffffffdl
abort 0000000c noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 0000000c Err 0000000c
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x1000001090f0449d WWNN x2000001090f0449d
DID x062d00 ONLINE

NVME RPORT WWPN x201£d039%eab31le9c WWNN x2005d039%eab31le9c
DID x02090a TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200cd039%eab3le9c WWNN x2005d039eab3ledc

DID x020d06 TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 0000000041 Cmpl 0000000041 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000936bf Issue 000000000009369%9a OutIO
ffffffffffffffdb
abort 00000016 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000016 Err 00000016

FC——Marvell/QLogic
# Marvell/QLogic /T EIR&&E NVMe / FC ©

IR
1. BRI HITH R BN ERESTE A NEEAR A

cat /sys/class/fc _host/host*/symbolic_ name



LT EEAIERTR T BeEh2 UM BIRShRZS

QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k
QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k

2. ;AR gl2xnvmeenable BERE © 5 0I:E Marvell N EIREA NVMe / FC EXBHESE(E -

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

TRERELLAS 1 o

TCP

NVMe/TCP 1% E A2 & BBNEAFIR(E - Kk > EoILUBBEETT NVMe/TCP 2317 NVMe/TCP FR 4 an
4,228 “connect' HF “connect-all FEHR(E o

1. DR IE A R IEAINVMe/TCP LIF R RSl B EEH |

nvme discover -t tcp -w <host-traddr> -a <traddr>
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&

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24 Discovery
Log Number of Records 20, Generation counter 45

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d039%eab3le9d:discovery
traddr: 192.168.6.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef9%ab8d03%eab31le9d:discovery
traddr: 192.168.5.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d03%ab3le9d:discovery
traddr: 192.168.6.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized
treq: not specified
portid: 2

trsvcid: 8009

subngn: ngn.1992-



08.com.netapp:sn.e6cd438e66ac2llef%9ab8d03%ab3le9d:discovery
traddr: 192.168.5.25
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac21l1ef%ab8d039%eab31e9d:subsystem.nvme
_tcp 4

traddr: 192.168.6.25
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%9ab8d039%eab31e9d: subsystem.nvme
tcp 4

2. BATFRAEANE NVMe | TCP BXBHESEE LIF M & AR ISR I R EEmEk -

nvme discover -t tcp -w <host-traddr> -a <traddr>

e

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24
nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.25
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.24
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.25

3. 1T nvme connect-all BFIEEETIERN NVMe / TCP BN B 2L EHITHS ©



nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

FETEER

nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.24
=1 =1
nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.25
=1 =i
nvme connect-all -t tcp -w 192.168.6.1 -a 192.168.6.24
=1 =1
nvme connect-all -t tcp -w 192.168.6.1 -a 192.168.6.25
=1 =1

NetAppE:ERE “ctrl-loss-tmo option'El| *-1"&E#k » BER{CIELER » NVMe/TCP R ERIMEATIHE
AR o

4 B% 3 . A% > BYF NVMe/FC B9 1MB 1/O

ONTAPTE B HIBS E R IR E R A B EMRE A/ (MDTS) A& 8 c EEMKER K I/0 AR A/NAE 1MB - BE
@ Broadcom NVMe/FC FE#E2H 1MB A/ 110 B3R » IEEZE i"‘?]l] ‘Ipfc’ BIE(E “Ipfc_sg_seg_cnt 2EtTE
5%1E 64 FEIN% 256 ©

()  EeEsSETmRER Qogic NVMe / FC 14 -

1. ¥ “Ipfc_sg_seg_cnt BEERTES 256

cat /etc/modprobe.d/lpfc.conf

CREZE BB TE# AL

options lpfc lpfc sg seg cnt=256

2. 34T “dracut -F @2 > ABEMERSIEM ©
3. HEETAYME “Ipfc_sg_seg_cnt 7 256
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

TER 4 BRIESRKRE
EREEAZI0 N EE NVMe ZERRISHRAE » ANA ARBEF] ONTAP Si 2 ERIE T EAT NVMe 4B5E o

1. EED’UEE&%*;-ILJ\WL NVMe yiﬁg«« .

cat /sys/module/nvme core/parameters/multipath

TREZEAT T :

2. BgsE{ER) ONTAP np%”ﬂF‘EﬁE’JLEE NVMe &€ (0 ~ B TE A NetApp ONTAP #4238 « B & T8
iopolicing SREATEIR) BEEMKRMETHELE :

a. BBmFRS

cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEE THEHEL ¢

NetApp ONTAP Controller
NetApp ONTAP Controller

b. FE/REREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TEZEEEITIEHL ¢

round-robin

round-robin

3. MBI EE UM IFRRRGRZER

57



nvme list

g

/dev/nvmeOnl 814vWBNRwf9HAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn2 814vWBNRwfOHAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn3 814vWBNRwfOHAAAAAAABR NetApp ONTAP Controller

Namespace Usage Format FW Rev
1 85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFFFE
85.90 GB / 85.90 GB 24 KiB + 0 B FFFFFFFF
85.90 GB / 85.90 GBR 4 KiB + 0 B EBEEBEEE

4. HESDEERREAVIERISZREIS R AN - BEABERIANAKAE :

nvme list-subsys /dev/nvmeOnl

B~ NVMe/FC il

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
4b4d82566aabllef9ab8d039%9eab31e9d: subsystem.nvme\

+- nvmel fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ad039%eab31lelc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live
optimized

+- nvme2 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203cd039%eab31lelc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live
optimized

+- nvme3 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ed039%eab31ledc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live non-
optimized

+- nvme7 fc traddr=nn-0x2038d039%eab31le9c:pn-0x2039d039%eab31lelc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live non-
optimized
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B~ NVMe/TCP &5

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
sn.e6c438e66ac2llef9ab8d03%eab3le9d:subsystem.nvme tcp 4

\
+- nvmel tecp traddr=192.
host traddr=192.168.5.1

168.5.25 trsvcid=4420
src _addr=192.168.5.1 live

+- nvmelO tecp traddr=192.168.6.24 trsvcid=4420

host traddr=192.168.6.1
+- nvme2 tcp traddr=192.
host traddr=192.168.5.1
+- nvme9 tecp traddr=192.
host traddr=192.168.6.1

src_addr=192.168.6.1 live
168.5.24 trsvcid=4420
src addr=192.168.5.1 live
168.6.25 trsvcid=4420
src _addr=192.168.6.1 live

5. BRFENetAppIMIER BT T EONTAP ERR AL B ME B IERE !

optimized

optimized

non-optimized

non-optimized
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ki

nvme netapp ontapdevices -o column

Rafl
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmelnl vs_coexistence QLE2772
/vol/fcnvme 1 1 0/fcnvme ns 1 159f9f88-be00-4828-aef6-
197d289d4bd9 10.74GB
/dev/nvme0On2 vs_coexistence QLE2772
/vol/fcnvme 1 1 1/fcnvme ns 2 2clef769-10c0-497d-86d7-
e848lled2df6 10.74GB
/dev/nvmeln3 vs_coexistence QLE2772
/vol/fcnvme 1 1 2/fcnvme ns 3 9b49bfla-8a08-4fa8-bafl-

cec6332ad5a4 10.74GB

JSON

nvme netapp ontapdevices -0 json



&

"ONTAPdevices" : |

{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 0/fcnvme ns",
"NSID" : 1,
"UUID" : "159f9f88-be00-4828-aef6-197d289d4bd9",
"Size" : "10.74GBR",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn2",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 1/fcnvme ns",
"NSID" : 2,
"UUID" : "2clef769-10c0-497d-86d7-e84811led2df6",
"Size" : "10.74GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn4",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 3/fcnvme ns",
"NSID" : 4,
"UUID" : "£f3572189-2968-41bc-972a-9eed42dfaed’",
"Size"™ : "10.74GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

WER 5. A% » B{A 1MB 1/0 X/

ONTAP7E#BIEHISS BRI PIRE R AZTEMEH A/ (MDTS) 2 8 c EEMKERK I/0 :FRA/NAIE IMB c BE
@ Broadcom NVMe/FC FE#EEEH 1MB A/ 1/0 3K » (RFEZZIENN "Ipfc’ BIETE “Ipfc_sg_seg_cnt 2EETE
5% {H 64 FEH# 256 ©

()  meEsmmERR Qlogic NVMe / FC i -
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HER
1. # “Ipfc_sg_seg_cnt BEERES 256 :

cat /etc/modprobe.d/lpfc.conf

TREZEEIHRLUATEABES -

options lpfc lpfc sg seg cnt=256

2. 31T ‘dracut -F < » RBEMERSI T o
3. FE:DHYME “Ipfc_sg_seg_cnt'Z 256

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

TR 6  BRENEE

ELEIEEXREE
NetApp#&:2ID 12RE s FA
"1479047" Oracle Linux 8.x NVMe-oF F1#Z217E#EM 7£ NVMe-oF Fi% t » IEATLIER nvme

A ZEIRPERIZ3 (PDC) discover -p 5% REIL PDC o fEMILE
152 SEZEES-BEREERERILI—
& PDC - B2 » MR EIEFEEH NVMe-oF
1Y Oracle Linux 8.x L#1T » BIE X #
1T nvme discover -p FRESEEIIEEMN
PDC - E2EN TN BIZEE TSR
TRAEHHFER o

ACE Oracle Linux 7.x 1 NVMe-oF LA FONTAPTZ{#

Oracle Linux B8 ER NVMe (NVMe/FC) FIEFL TCP B9 NVMe
(NVMe/TCP) 5% » M Z3RIFEEITEAR A ZERETEEN (ANA) © ANA 12111 iSCSI 1 FCP IRIR
PRV IEEFBEEE B /7 EY (ALUA) AL BRISTHAE o

T #RN1a] 4 Oracle Linux 7.x it  NVMe over Fabrics (NVMe-oF) 14 o IEE L X IBMINEERE B » 352
"Oracle Linux ONTAPSZ 1B EATARE" o

\\)ft

(5

NVMe-oF Ei Oracle Linux 7.x BT E41fREH! :

* RZIEER NVMe-oF 13 E#TT SAN EXE o

* NetApp sanlun IH%’&FH&TTSE% Oracle Linux 7.x 1% I NVMe-oF ° 8 > S MUKBAE P E S
BINetAppiffE "nvme-cli TR FTA NVMe-oF EEHMEH o

* NVMe - CLIEfFHREHMEENVMe / FCEBNERISTE o EFAHBAREIRHAVSMNE B EERIELH ©
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* NVMe ZRRETRRARAIRAGEHTE - SE2RABILIIEE © 5F4RST udev 3RE -

ZER 1 1 Z% Oracle Linux 7] NVMe #E Il B8 IERIFC &

EARAL T L ERERE R MR Oracle Linux 7.x EXBERRZ ©

TR
1. 7E(EARES L L% Oracle Linux 7.x © RETRHE »

AIESRHITIIZIEER] Oracle Linux 7.x #&ity ©
uname -r
Oracle Linux fZ/IC RS #E 6 -
5.4.17-2011.6.2.el7uek.x86 64
2. Z#& TNVMe-CLI (NVMe - CLI) Eff :
rpom -ga | grep nvme-cli
TEMFIFETRT nvme-cli BRAEEHRZS

nvme-cli-1.8.1-3.el7.x86_ 64

3. BT RIS A BB udev #3RAI /1ib/udev/rules.d/71-nvme-iopolicy-netapp-
ONTAP.rules ° BHMBEIRT NVMe SIS0 & T o

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP
ACTION=="add", SUBSYSTEMS=="nvme-subsystem",

Controller", ATTR{iopolicy}="round-robin"

ATTRS {model }=="NetApp ONTAP

4. 7£ Oracle Linux 7.x E# I » #%& nostngn F&H " /etc/nvme/hostngn :
cat /etc/nvme/hostngn

TEMFFRRT hostngn irZs :

ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

5. ZEONTAPRAEH » BgsE A TEHN ¢ “hostngn'FEHILAL hostngn' ONTAPEF RSP HEFRANFE !
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*> vserver nvme subsystem host show -vserver vs nvme 10

g

Vserver Subsystem Host NON

ol 157 nvme ss 10 0
ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

R hostngn FRAFHERT > 5AER vserver modify @S EM “hostngn HIE
(D ontar BRIFRHLENTS > UHAEMENTF /etc/nvme/hostnan &

"hostngn °

6. ERTRRENEM ©

P 2 | 527 NVMe/FC
723 Broadcom / Emulex /TEEE NVMe / FC o
1. BERERANEEN T ERE .

a. FAmiRBIALTE ¢
cat /sys/class/scsi host/host*/modelname
TREZEETTYE@L :

LPe32002-M2
LPe32002-M2

b. FEETRIEEIHEM
cat /sys/class/scsi_host/host*/modeldesc
TREZEEZRLLTEHAIREL

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. B Ipfc_enable_fc4_type' :2EA 3]
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cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

3. ZRMER Ipfc BENEARMWA

rpm -ivh nvmefc-connect-12.8.264.0-1.noarch.rpm

4. MR EHBEGRNAERE !

rpm -ga | grep nvmefc

TEZEEEITIEHL ¢

nvmefc-connect-12.8.264.0-1.noarch

o. EFERIE S EIRIRR AR L ¢

a. BTNERRIBRIE ¢

cat /sys/class/fc _host/host*/port name

TREZEEZ THEHEL ¢

0x10000090faelecol
0x10000090faeleco62

b. BETEIZIBRE

cat /sys/class/fc host/host*/port state

TEZEEEITIEE

Online

Online

6. FESIERAE NVMe / FC BiEheEiEie - BEEEREAR ¢

cat /sys/class/scsi _host/host*/nvme info
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NVME Initiator Enabled

XRI Dist lpfcO Total 6144 NVME 2947 SCSI 2947 ELS 250

NVME LPORT 1lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID
x012000 ONLINE

NVME RPORT WWPN x202d00a098c80£f09 WWNN x202c00a098c80£09 DID x010201
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x203100a098c80f09 WWNN x202c00a098c80£f09 DID x010601
TARGET DISCSRVC ONLINE

8% 3 . BJ3E > BYA NVMe/FC B9 1MB 1/0

ONTAP7E#BIEHISS BRI PIRERAZRMEH A/ (MDTS) 2 8 c EEMKERK I/0 FHRA/NEIE IMB - BE
@ Broadcom NVMe/FC FE#3EH 1MB A/N8Y 1/0 E3K » fEFEZ LN “Ipfc BIEE "Ipfc_sg_seg_cnt 28 1ETE
218 64 k%A 256 ©

(D BELSEBARERAR Qlogic NVMe / FC 1 o

TER
1. # "Ipfc_sg_seg_cnt REEES 256 :

cat /etc/modprobe.d/lpfc.conf
TrEZEE R BRLUATEHANEL

options lpfc lpfc sg seg cnt=256

2. $1T “dracut -F s < » RBEMERBI T
3. HEFRHIME “Ipfc_sg_seg_cnt 7 256 :

cat /sys/module/lpfc/parameters/lpfc sg seg cnt
TR 4 BEZREEE

EREEA 0 N EE NVMe ZERRISHREE » ANA ARBEF] ONTAP i 2 RSB EAT NVMe 4B5E o

iﬁ%
EEDIUEE&ﬁH*g’-’LJ\WL NVMe 9%%1«( .
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cat /sys/module/nvme core/parameters/multipath

TREZEEREITET

2. E5ZB{ER ONTAP np%“FﬁE’JLE NVMe =ZE (FIEN0 ~ H#EAIZETE 2 NetApp ONTAP 1%54128 « B8 Tk
iopolicing BREAEIR) BREMKRMETHEL :

a. BRTRAR:
cat /sys/class/nvme-subsystem/nvme-subsys*/model
TREZEET Ty @Y :

NetApp ONTAP Controller
NetApp ONTAP Controller

b. AR :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TCEZEEEI T EE -

round-robin

round-robin

EEE!UE:TEE*&J:L_L:IIEEEER/\DF%D:EFEE :

nvme list

FETREER

Node SN Model Namespace Usage Format FW Rev

/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB
/ 53.69 GB 4 KiB + 0 B FFFFFFFF
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4. DS ERREAVIERISRREIS R AR - BEAEBERIANAKEE :

nvme list-subsys /dev/nvmeOnl

mETEE

Nvme-subsysf0 - NQN=ngn.1992-
08.com.netapp:sn.341541339b9511e8a9%0500a098c80£09:subsystem.ol 157 n
vme ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80f09:pn-0x202d00a098c80£f09

host traddr=nn-0x20000090faelec6l:pn-0x10000090faeleco6l live
optimized

+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfdd91l

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfdd91

host traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live
optimized

+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

5. BRsENetAppIMIER BB EONTAP EhR AL B MR B IERE !
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nvme netapp ontapdevices -o column

g

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmelnl vs_nvme 10
/vol/rhel 141 vol 10 0/ol 157 ns 10 0 1 55baf453-£629-
4a18-9364-boaee3f50dad 53.69GB
JSON
nvme netapp ontapdevices -o json
e ]
{
"ONTAPdevices" : [
{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",
"Namespace Path"
"/vol/rhel 141 vol 10 0/ol 157 ns 10 0",
"NSID" : 1,
"UUID" : "55baf453-f629-4a18-9364-bbaece3f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 13107200

S5 EEENEE
REENERE -



= R

T2 Proxmox 15 ONTAP Bz iZEATINRE

£ NVMe over Fabrics (NVMe-oF) 21T FE & EC BT 2 1R BYTHREEIONTAPHI Proxmox HY
AR o

ONTAPIHAE Proxmox I #HR s ONTAP Ky 7z
NVMe/TCP @—IBR 2 IEM ¥ RINE 9.0 9.10.1 XESHRA
{ERESINFEIRE NVMe/FC 1 NVMe/TCP #5 8.0 9.10.1 HESHRZA
%A ZERIFIONTAPEEAH(E B "nvme-cli B ©

EE—F# 18 NVMe 1 SCSI g 8.0 9.4 L E SRR

> NVMe-oF #r&aZef{#EHA NVMe LR
» SCSI LUN fEA dm &K o

ERARARTEDPHITHIONTAPRRZAS & {7] » ONTAPSZIELLT SAN EHEINAE o

LEZES Proxmox 3tk 2x
iE nvme-cli BEEEE S BHERNE  BEFE =M o 9.0

il

nvme-cli BEEHPHERE udev RIS NVMe ZSRERMRAEH TE 90

BREUARYE NVMe ZERIE o 8.0

() sWEERBOHEEE  BSETEEEERTA -

T

IR T Proxmox VE FRZASE... THR...

9%%! "% Proxmox VE 9.x fitE& NVMe"
8%% "% Proxmox VE 8.x Bit & NVMe"
FEREE

"TERANEIEIE NVMe 175"

BZE Proxmox VE 9.x U 1E NVMe-oF F1ONTAPZ{:#

Proxmox VE 9.x F BB Y @EER NVMe (NVMe/FC) F1E 7 TCP B NVMe
(NVMe/TCP) ##5% > Wiz IRIFE T ZEMETFE (ANA) © ANA $E{HE2 iSCSI I FCP IRIR
PRV IEH FBEEE B /7 EY (ALUA) EHHY L BRIETHAE o

T BRAN{A %A Proxmox VE 9.x 327E NVMe over Fabrics (NVMe-oF ) 1 o i B L XEMINGERE R > A2
"ONTAPSZIEFIIHAEE"
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NVMe-oF £ Proxmox VE 9.x BT EXIFES :

* R#E NVMe-FC # SAN EEHACE o

FEE 1 . 2% Proxmox VE #1 NVMe Eigaill 55 G ECE
EEA NVMe-oF REXH » (REELHE T NVMe EREE6] > BAZ RS » MEFE T NQN BE

1. 7E1EAR2S L2 2 Proxmox VE 9.x ° REE5ER1E @ sEEsRICHITHYEFIEERY Proxmox VE 9.x #Zi0h -

uname -—-r

Proxmox VE 9.x #ZiCMRZASEE ) :

6.14.8-2-pve

2. 24t TNVMe-CLI (NVMe - CLI) Eff :

apt list|grep nvme-cli

TERNFIFRTT nvme-cli EXEEEIRRZA :

nvme-cli/stable,now 2.13-2 amd64

3. Z# 1ibnvme EHF ©

apt list|grep libnvme

THHAIFESRT libnvme EASELIRES !

libnvme-dev/stable 1.13-2 amdé64

4. 7EEH L > #8% hostngn FE /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TEMFIFRBRT hostngn EfE :



ngn.2014-08.org.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a524c

5. ZEONTAPZARH » EEsE A TEEN © “hostngn FEULAC "hostngn' ONTAPPEZ| R EF R AR F &R -

::> vserver nvme subsystem host show -vserver vs proxmox FC NVMeFC
mEEER

Vserver Subsystem Priority Host NQN

vs_proxmox FC NVMeFC
sub 176
regular ngn.2014-
08.org.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a4834
regular ngn.2014-
08.org.nvmexpress:uuid:39333550-3333-4753-4844-32594d4a524c
2 entries were displayed

(D YN “hostngn' FEBARULES » 5fEM “vserver modify &8 2R EH “hostngn HEONTAP{TE £
BT 24 _ERVF B LUCEL “hostngn' F & 2K E “/etc/nvme/hostngn’ EFEE L ©

8% 2 . B NVMe/FC #1 NVMe/TCP

£/ Broadcom/Emulex 3% Marvell/QLogic A E NVMe/FC » S FH) S IRMNEIHRERRTE
NVMe/TCP °
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NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. EREERANEREN T E R
a. BEmREIALTE .
cat /sys/class/scsi host/host*/modelname

TrEZEEE THEHEL ¢

SN1700E2P
SN1700E2P

b. BERIERI M

cat /sys/class/scsi_host/host*/modeldesc
TR G BB TE#ARES -

HPE SN1700E 64Gb 2p FC HBA
HPE SN1700E 64Gb 2p FC HBA

2. BB IER 2R Broadcom 1pfc FIFER N EEREE -
a. FAmARghRZS :
cat /sys/class/scsi_host/host*/fwrev
Zin RO ERShR A

14.4.473.14,

sli-4:6:d
14.4.473.14,

sli-4:6:d

R ERREN A2 TURRAS

cat /sys/module/lpfc/version
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LT EERIERTR T BREh2 TR

0:14.4.0.7

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

3. 3SR 1pfc_enable fcd type 584 3 -

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. FESDIC R LUAR R EN 2R IR ¢

cat /sys/class/fc _host/host*/port name

TREZE A EIRLUN TRV

0x10005ced8c531948
0x10005ced8c531949

O EFERIE S EIBIRR AR L

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

6. HEIERAE NVMe / FC RIENERRE « BEERERIBAIR ©

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005ced8c531948 WWNN x20005ced8c531948
DID x082400 ONLINE

NVME RPORT WWPN x200ed03%eac79573 WWNN x200d4d039%9eac79573
DID x060902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2001d039eac79573 WWNN x2000d039%eac79573

DID x060904 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000034 Cmpl 0000000034 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000142cfb Issue 0000000000142cfc OutIO
0000000000000001
abort 00000005 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000005 Err 00000005

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x10005ced8c531949 WWNN x20005ced8c531949
DID x082500 ONLINE

NVME RPORT WWPN x2010d03%eac79573 WWNN x200dd039%eac79573
DID x062902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2007d039%eac79573 WWNN x2000d039eac79573

DID x062904 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000034 Cmpl 0000000034 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000d39f1 Issue 00000000000d39f2 OutIO
0000000000000001
abort 00000005 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000005 Err 00000005

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T EIF&&E NVMe / FC o

TER
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cat /sys/class/fc host/host*/symbolic name

W EERERT 7 BREh 2 UM BIREhR A

SN1700Q FW:v9.15.05 DVR:v10.02.09.400-k
SN1700Q FW:v9.15.05 DVR:v10.02.09.400-k

2. ;5HE8 ql2xnvmeenable BERAE © & Al:E Marvell N ER{EZ NVMe / FC RIBIZSE(E !
cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

RIS 1 o

NVMe / TCP

NVMe/TCP 13 EAR 15 B EEAFIR(E o 1K > EAILUEB#HIT NVMe/TCP KR NVMe/TCP F& &M s
%Z=f8 “connect @& “connect-all FENIR(E o

1. BB SR 2R 0l SR IEM NVMe/TCP LIF Ev8 IR HEmER ¢

nvme discover -t tcp -w host-traddr -a traddr



&

nvme discover -t tcp -w 192.168.165.72 -a 192.168.165.51
Discovery Log Number of Records 4, Generation counter 47

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811f0b624d03%ac809%ba:discovery
traddr: 192.168.165.51

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811f0b624d03%ac809%ba:discovery
traddr: 192.168.166.50

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811£f0b624d039%eac809%ba:subsystem.sub

176
traddr: 192.168.165.51
eflags: none

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.c770be5d934811f0b624d039%eac809%ba:subsystem.sub

176
traddr: 192.168.166.50
eflags: none

sectype: none

2. 11T nvme connect-all EBFAAEEEZIERN NVMe / TCP B2 B 24 migHiTa

nvme connect-all -t tcp -w host-traddr -a traddr
ZE ]

nvme connect-all -t tcp -w 192.168.166.73 -a 192.168.166.50
nvme connect-all -t tcp -w 192.168.166.73 -a 192.168.166.51
nvme connect-all -t tcp -w 192.168.165.73 -a 192.168.165.50
nvme connect-all -t tcp -w 192.168.165.73 -a 192.168.165.51

NVMe/TCP BYE&E “ctrl_loss_tmo timeout' BEh=RE 2 BAR” o FUt :

* EARECRARSY (BRES) -

* BAFREFHEERIED ctrl_loss_tmo timeout AR "nvme connect & ‘nvme connect-all' #5< (3
HA) o

* WNRBEREHE > NVMe/TCP $EFIZZ A S AR - i B S REIM RITELR o

B 3 . AJ¥E > BYA NVMe/FC BY 1MB 1/0

ONTAPTE#AIEHI S B iR E R KEREH A/ (MDTS) % 8 ©
i@ Broadcom NVMe/FC E##E5H 1MB A/ 1/10 B3R » (R fEZ Tt
%18 64 EiA 256 ©

EEKERK IO FHRA/NE IMB - EE
%10 Ipfc BIE(E “Ipfc_sg_seg_cnt 2ETE

()  EeEsmTmRR Qogic NVMe / FC 4 -
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1. #& “Ipfc_sg_seg_cnt BERESA 256 :

cat /etc/modprobe.d/lpfc.conf

TREZEEIHRLUATEABES -

options lpfc lpfc sg seg cnt=256

2. #&17 "update-initramfs 85 % I EFTEREN T 14 o
3. FEsBRY{E “Ipfc_sg_seg_cnt' 7 256 :

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

HER 4 © EBzE NVMe ERENARTS

=2 “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC 85 HIEREIARTE "nvme-cli' %

SENENET - MBS E R BEIEA o
EXESER1E » B855 “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' BIEIARFSEERFR ©

1. BE&% “nvmf-autoconnect.service' EEUE :

systemctl status nvmf-autoconnect.service
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mEfmh

o nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: enabled)

Active: inactive (dead) since Thu 2025-10-16 18:00:39 IST;

days ago
Invocation: el46e0b2c339432aad6e0555a528872c¢
Process: 1787 ExecStart=/usr/sbin/nvme connect-all
-—context=autoconnect (code=exited, status=0/SUCCESS)
Main PID: 1787 (code=exited, status=0/SUCCESS)
Mem peak: 2.4M

CPU: 12ms
Oct 16 18:00:39 HPE-DL365-14-176 systemd[l]: Starting nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically

during boot...

Oct 16 18:00:39 HPE-DL365-14-176 systemd[l]: nvmf-
autoconnect.service: Deactivated successfully.

Oct 16 18:00:39 HPE-DL365-14-176 systemd[1l]: Finished nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot.

2. 7% “nvmefc-boot-connections.service' BEEYA -

80

systemctl status nvmefc-boot-connections.service
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mEfmh

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Thu 2025-10-16 18:00:35 IST; 6
days ago
Invocation: acf73aclef7a402198d6ecc4d075fab0
Process: 1173 ExecStart=/bin/sh -c echo add >
/sys/class/fc/fc_udev_device/nvme discovery (code=exited,
status=0/SUCCESS)
Main PID: 1173 (code=exited, status=0/SUCCESS)
Mem peak: 2.1M
CPU: 1lms

Oct 16 18:00:35 HPE-DL365-14-176 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 16 18:00:35 HPE-DL365-14-176 systemd[1l]: Finished nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices

found during boot.

SE 5 BESRCRE
BBRORER NVMe % EEITHREE © ANA JRASFH] ONTAP s RIS TEAIH NVMe 4REE o

1. EERAZOANE NVMe ZERE !

cat /sys/module/nvme core/parameters/multipath

TrEZEEE THEHL ¢

2. BRsE T F R RIEHERET T ONTAPE & ZEBI894EE NVMe-oF RE (It > % BSRER E A NetApp ONTAP
Controller » & & &% iopolicy 32 E 2 round-robin)
a. BRFERY%

cat /sys/class/nvme-subsystem/nvme-subsys*/model
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/|_,\ /L.\I:l/( = lJ—FgIJ EHJH:II

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BT

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TEZEEE Ty @Y -

queue-depth
queue-depth

3. REEFH LR IFRRRGRER !

82

nvme list

Ul
Node Generic SN Model
Namespace Usage Format FW Rev

/dev/nvme2nl /dev/ng2nl 81PgYFYgq2aVAAAAAAAAB NetApp ONTAP

Controller 0x1 17.88 GB / 171.80 GB 4 KiB +
9.17.1

B ERERIERIZSARRII A AR - BAAIERBANARE !

0

B



NVMe / FC

nvme list-subsys /dev/nvme3n9

T

nvme-subsys3 - NQN=ngn.1992-
08.com.netapp:sn.94929fdb84ebl1f0b624d039%eac809%ba:subsystem.sub
176
hostngn=ngn.2014-08.org.nvmexpress:uuid:39333550-

3333-4753-4844-32594d4a524c

\

+- nvmel fc traddr=nn-0x200dd039%eac79573:pn-
0x2010d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live optimized

+- nvme3 fc traddr=nn-0x200dd039%eac79573:pn-
0x200ed039eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live optimized
+- nvmeb5 fc traddr=nn-0x200dd039%eac79573:pn-
0x200£d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live non-optimized

+- nvme7 fc traddr=nn-0x200dd039%eac79573:pn-
0x2011d039%eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live non-optimized

NVMe / TCP

nvme list-subsys /dev/nvme2n3



&

nvme-subsys2 - NQN=nqgn.1992-
08.com.netapp:sn.c770be5d934811£0b624d039%eac809%ba:subsystem.sub
176
hostngn=ngn.2014-08.org.nvmexpress:uuid: 39333550~

3333-4753-4844-32594d4a524c

\

+- nvme2 tcp

traddr=192.168.166.50, trsvcid=4420,host traddr=192.168.166.73,sr
c addr=192.168.166.73 live optimized

+- nvme4d tcp

traddr=192.168.165.51, trsvcid=4420,host traddr=192.168.165.73,sr
c addr=192.168.165.73 live optimized

+- nvmeb6 tcp

traddr=192.168.166.51, trsvcid=4420,host traddr=192.168.166.73,sr
c addr=192.168.166.73 live non-optimized

+- nvme8 tcp

traddr=192.168.165.50, trsvcid=4420,host traddr=192.168.165.73,sr
c addr=192.168.165.73 live non-optimized

S. EgsENetAppIMIE ZE DR REONTAP EhR A BB E MR ERNIERE :
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nvme netapp ontapdevices -o column

g

Device Vserver Namespace Path

/dev/nvme2n9 vs proxmox FC NVMeFC /vol/vol 180 data nvmefc4/ns

NSID UuID Size
1 e3d3d544-de8b-4787-93af-bfec7769e909 32.21GB
JSON

nvme netapp ontapdevices -o json

T

"Device":"/dev/nvme2n9",
"Vserver":"vs proxmox FC NVMeFC",
"Subsystem":"sub 176",

"Namespace Path":"/vol/vol 180 data nvmefc4/ns",
"NSID":9,
"UUID":"e3d3d544-de8b-4787-93af-bfec7769909",
"LBA Size":409¢,

"Namespace Size'":32212254720,
"UsedBytes":67899392,

"Version":"9.17.1"

TR 6  BREMEE
REEHEE -
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ACE Proxmox VE 8.x UL Z3E NVMe-oF FIONTAPTE(#

Proxmox VE 8.x 1B ii@5E LAY NVMe (NVMe/FC) #1 TCP _EAY NVMe
(NVMe/TCP) 5% > jti'z%#*iﬁﬁup%”‘“%ﬁﬁﬂy (ANA) o ANA 1281 iSCSI #] FCP IR1%
FRRYIEHTEREEE B To/ZEN (ALUA) AL RRIEINAE o

T #RN1a] % Proxmox VE 8.x 327 NVMe over Fabrics (NVMe-oF) 1 o i1 E L HIEMINAEE S » FHRE
"ONTAPZIRFIINRE" ©

NVMe-oF £ Proxmox VE 8.x BT EX1EH :

* %% NVMe-FC #9 SAN EREHACE

ZER 1 . R Proxmox VE # NVMe #Ea il 555 (CRIACE
EE7 NVMe-oF REEH > MREBLE TN NVMe BREEE » RIS IR » WEST T NQN RE

1. 7£(EBRES L &4 Proxmox 8.x ° RESTAE » AT IEBMITAIZIEERY Proxmox 8.x #&il !

uname -r
W TFEFIZERT Proxmox fZIDHRES
6.8.12-10-pve
2. 228t TNVMe-CLI (NVMe - CLI) Eff:
apt list|grep nvme-cli
TERNGIFETRT nvme-cli BRASEIARA :
nvme-cli/oldstable,now 2.4+really2.3-3 amd64
3. 24 libnvme Eff :
apt list|grep libnvme
TEMNGIFRTRT libnvme BASERRES

libnvmel/oldstable,now 1.3-1+debl2ul amdé4
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4. £ L > % hostngn & /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TENFIFRETT hostngn'B& :

ngn.2014-08.o0rg.nvmexpress:uuid:1536c9%9a6-f954-11ea-b24d-0a%4efbdceaf

5. ZEONTAPZAH » BREEUUTEH © “hostngn FEITELD "hostngn’ ONTAPPEZ! ¥t fEF R AHIF &

::> vserver nvme subsystem host show -vserver proxmox 120 122
]

Vserver Subsystem Priority Host NQN
proxmox 120 122
proxmox 120 122
regular ngn.2014-
08.org.nvmexpress:uuid:1536c9%9a6-£954-11ea-b24d-0a9%4efbdbeaf
regular ngn.2014-
08.org.nvmexpress:uuid:991a7476-£f9%pf-11ea-8b73-0a9%94efbd6c3b
proxmox 120 122 tcp
regular ngn.2014-
08.org.nvmexpress:uuid:1536c%a6-£954-11ea-b24d-0a9%4efbidbeaf
regular nqgn.2014-08.org.nvmexpress:uuid:991a7476-
f9bf-11ea-8b73-0a94efbd6c3b
2 entries were displayed.

(D U128 “hostngn' FERAILEL » 551ER “vserver modify 889 3K E# "hostngn B EEONTAPETE &
RF R ERIFEBRIUITAD “hostngn' F &R E /etc/nvme/hostngn’ £ L ©

HER 2 . 527 NVMe/FC #1 NVMe/TCP

&£/ Broadcom/Emulex 3¢ Marvell/QLogic FBECasAcE NVMe/FC » ¢ F S IRMEIRIRERRE
NVMe/TCP °
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NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. SRR RN TEREE

a. BEmREIALTE .
cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe35002-M2
LPe35002-M2

b. BRTRELEM |
cat /sys/class/scsi_host/host*/modeldesc
TR G BB TE#ARES -

Emulex LPe35002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LPe35002-M2 2-Port 32Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. FAmARghRZS :
cat /sys/class/scsi_host/host*/fwrev
Zin RO ERShR A

14.0.505.12, sli-4:6:d
14.0.505.12, sli-4:6:d

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version



LT EERIERTR T BREh2 TR

0:14.2.0.17

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

. 5AfEse lpfc_enable fc4 type 4% 3 -

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- FESDIS AT AR RN Eh S iR

cat /sys/class/fc _host/host*/port name

TREZE A EIRLUN TRV

0x100000109b95467e
0x100000109b95467f£

- R E SR ERIRE SR L ¢

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

- FESDE R NVMe / FC RiEha3Ei%IR « BEERERIBAR !

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005ced8c531948 WWNN x20005ced8c531948
DID x082400

ONLINE

NVME RPORT WWPN x200ed039%eac79573 WWNN x200dd039%eac79573 DID
x060902

TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2001d039eac79573 WWNN x2000d03%eac79573 DID
x060904

TARGET DISCSRVC ONLINE

NVME Statistics LS: Xmt 0000000034 Cmpl 0000000034 Abort
00000000 LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000142cfb Issue 0000000000142cfc OutIO
0000000000000001 abort 00000005 noxri 00000000 nondlp 00000000
gdepth 00000000 wgerr 00000000 err 00000000 FCP CMPL: xb
00000005 Err 00000005 NVME Initiator Enabled XRI Dist lpfcl
Total 6144 IO 5894 ELS 250 NVME LPORT lpfcl WWPN
x10005ced8c531949 WWNN x20005ced8c531949 DID x082500

ONLINE

NVME RPORT WWPN x2010d039eac79573 WWNN x200dd039%eac79573 DID
x062902

TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2007d039eac79573 WWNN x2000d03%eac79573 DID
x062904

TARGET DISCSRVC ONLINE

NVME Statistics LS: Xmt 0000000034 Cmpl 0000000034 Abort
00000000 LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000d39f1 Issue 00000000000d39f2 OutIO
0000000000000001 abort 00000005 noxri 00000000 nondlp 00000000
gdepth 00000000 wgerr 00000000 err 00000000 FCP CMPL: xb
00000005 Err 00000005

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T EIR&&E NVMe / FC ©

Shne (& E AR BEC AR R B TM IR E R IR

cat /sys/class/fc host/host*/symbolic name

LUF B8 7 BeEhie VA 8RS kRS



QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. ;5HESR ql2xnvmeenable BERE © & nl:E Marvell N EE{E2A NVMe / FC EIENSE(E :

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

TREREILHA 1 o

NVMe / TCP

NVMe/TCP 1#E A2 1E BENEAFIRIE - Kk > EOILUBEETT NVMe/TCP K317 NVMe/TCP FZ& 4 6n
2%f “connect (& “connect-all FEHIR(E o

1. TR REER T AT BRI NVMe/TCP LIF BVSRIRAREEmER

nvme discover -t tcp -w host-traddr -a traddr
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&

nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.30

Discovery Log Number of Records 12, Generation counter 13

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 10

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a9%e891c:discovery
traddr: 192.168.2.30

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 9

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a9%e891c:discovery
traddr: 192.168.1.30

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 12

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%a%e891c:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 11

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d03%a%e891c:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 10

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122

traddr: 192.168.2.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 9

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%ea%e891c:subsystem.prox
mox 120 122

traddr: 192.168.1.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 12

trsveid: 4420

subngn: ngn.1992-
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08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122

traddr: 192.168.2.25

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 11

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecl1ef8751d039%ea%e891c:subsystem.prox
mox 120 122

traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 10

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.2.30
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 9

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%ca%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.1.30
eflags: none

sectype: none

trtype: tcp



adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 12

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%ea%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 11

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecll1ef8751d03%a%e891c:subsystem.prox
mox 120 122 tcp

traddr: 192.168.1.25
eflags: none

sectype: none

2. EgsEH M NVMe/TCP Ri#h23-B4% LIF ARSI ERZFR A EEER !

nvme discover -t tcp -w host-traddr -a traddr

g

nvme discover -t tcp -w 192.168.1.22 -a 192.168.1.30
nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.30
nvme discover -t tcp -w 192.168.1.22 -a 192.168.1.25
nvme discover -t tcp -w 192.168.2.22 -a 192.168.2.25

3. 11T nvme connect-all EFAAEEIER NVMe / TCP EXEN3sBEZE e fiTaHm< ©

nvme connect-all -t tcp -w host-traddr -a traddr



&

nvme connect-all -t tcp -w 192.168.1.22 -a 192.168.1.30
nvme connect-all -t tcp -w 192.168.2.22 -a 192.168.2.30
nvme connect-all -t tcp -w 192.168.1.22 -a 192.168.1.25
nvme connect-all -t tcp -w 192.168.2.22 -a 192.168.2.25

NVMe/TCP BJ5& & “ctrl_loss_tmo timeout' BENE% € Z&“BIR” o FEILE :

* ERRERARS (ERESR) -

* BAFBEFHERERTEH ctrl_loss_tmo timeout FEAEFR "'nvme connect’ & “nvme connect-all' i< (3
IH-l) o

* WNRIBEERIEHEE - NVMe/TCP $EHISZ A S AR - I B EHERERM RIGTELR o

$ 8% 3 . BJ%E > BYF NVMe/FC HJ 1MB /0 ©

ONTAPTEH B2 Bk hiR 5 R A B EMEE A/ (MDTS) A& 8 c EREMER KA /0 BHRA/NTTE 1MB - HE
@ Broadcom NVMe/FC FE#EEEH 1MB A/ 1/0 B3R » (RFEZZIENN "Ipfc’ BIETE “Ipfc_sg_seg_cnt 2EUETE
52{H 64 FH#A 256 ©

@ BELSERERAR Qlogic NVMe / FC 14 o

TR
1. ¥ "Ipfc_sg_seg_cnt BEBES 256 :

cat /etc/modprobe.d/lpfc.conf
TrEZEEIELUATEHAINGEL
options lpfc lpfc sg seg cnt=256

2. 3817 "update-initramfs' #3% It EHTRIEN T o
3. HESRHY{E “Ipfc_sg_seg_cnt' % 256

cat /sys/module/lpfc/parameters/lpfc sg seg cnt
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HEF 4 . B535 NVMe EXEIARTS

{8 Proxmox 8.x » ‘nvmefc-boot-connections.service #1 “nvmf-autoconnect.service'NVMe/FC &1 HIERE)

BRFE “nvme-cli RARFEE BHIEREEEE ©
B EI5ER 1% » ESsE “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' EXENERFE ERLA °

TER
1. B2 “nvmf-autoconnect.service' EEUE :

systemctl status nvmf-autoconnect.service

e el

0 nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot

Loaded: loaded (/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: i1nactive (dead) since Fri 2025-11-21 19:59:10 IST; 8s
ago

Process: 256613 ExecStartPre=/sbin/modprobe nvme-fabrics
(code=exited, status=0/SUCCESS)

Process: 256614 ExecStart=/usr/sbin/nvme connect-all
(code=exited, status=0/SUCCESS)

Main PID: 256614 (code=exited, status=0/SUCCESS)

CPU: 18ms
Nov 21 19:59:07 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Starting nvmf-autoconnect.service - Connect NVMe-oF subsystems

automatically during boot...

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in nvme[256614]:
Failed to write to /dev/nvme-fabrics: Invalid argument

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in nvme[256614]:
Failed to write to /dev/nvme-fabrics: Invalid argument

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Nov 21 19:59:10 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Finished nvmf-autoconnect.service - Connect NVMe-oF subsystems
automatically during boot.

2. #:T “nvmefc-boot-connections.service' BEEYA -

systemctl status nvmefc-boot-connections.service
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mEfmh

o0 nvmefc-boot-connections.service - Auto-connect to subsystems on
FC-NVME devices found during boot
Loaded: loaded (/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Thu 2025-11-20 17:48:29 IST; 1
day 2h ago
Process: 1381 ExecStart=/bin/sh -c echo add >
/sys/class/fc/fc_udev_device/nvme discovery (code=exited,
status=0/SUCCESS)
Main PID: 1381 (code=exited, status=0/SUCCESS)
CPU: 3ms

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
Starting nvmefc-boot-connections.service - Auto-connect to
subsystems on FC-NVME devices found during boot..

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1l]:
nvmefc-boot-connections.service: Deactivated successfully.

Nov 20 17:48:29 SR665-14-122.lab.eng.btc.netapp.in systemd[1]:
Finished nvmefc-boot-connections.service - Auto-connect to
subsystems on FC-NVME devices found during boot...

WEE 5 BRI ERE
EREEZIO IR NVMe ZERREIREE » ANA ARREF] ONTAP MBI B BEAN NVMe 4HRE o

TR
1. EEUb\EE&ﬁH*leWL NVMe 9%%1«( .

cat /sys/module/nvme core/parameters/multipath

n_,\ /L.\I:l/( = U—F§|J EEJ H:II

2. B Et% ERTIERAET T ONTAPE B ZERRARME NVMe-oF FRE (BIAN - #ALSRERTEFNetApp ONTAP
Controller » Y& & £ F % iopolicy 52 E 2 round-robin)

a. BT &R -

98



cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEE TFEE

NetApp ONTAP Controller
NetApp ONTAP Controller

b. BT !

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREZEEZ THHL :

round-robin

round-robin

3. EREEFH RN IFRRRGRZER !

nvme list

Ll
Node Generic
Model
Format FW Rev
/dev/nvme2n20 /dev/ng2n20
NetApp ONTAP Controller
91.27 GB 4 KiB + 0 B 9.18.1

4. DS ERREAVIERISZREIS R AR - BEABERIANAKAE

SN

Namespace Usage

81K13BUDdygsAAAAAAAG
10 5.56 GB /
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NVMe / FC

nvme list-subsys /dev/nvme2n20

T

nvme-subsys2 - NQN= ngn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122 tcp

\

+- nvmel fc traddr=nn-0x200dd039%eac79573:pn-
0x2010d039eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live optimized

+- nvme3 fc traddr=nn-0x200dd039%eac79573:pn-
0x200ed03%eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live optimized

+- nvmeb5 fc traddr=nn-0x200dd039%eac79573:pn-
0x200£d03%eac79573,host traddr=nn-0x20005ced8c531949:pn-
0x10005ced8c531949 live non-optimized

+- nvme7 fc traddr=nn-0x200dd039%eac79573:pn-
0x2011d03%eac79573,host traddr=nn-0x20005ced8c531948:pn-
0x10005ced8c531948 live non-optimized

NVMe / TCP

nvme list-subsys /dev/nvme2n3
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&

nvme-subsys?2 - NQN= gn.1992-
08.com.netapp:sn.ae9f2d55a7ecllef8751d039%a%e891c:subsystem.prox
mox 120 122 tcp

\

+- nvme2 tcp

traddr=192.168.1.30,trsvcid=4420,host traddr=192.168.1.22,src ad
dr=192.168.1.22 live optimized

+- nvmed tcp

traddr=192.168.2.30,trsvcid=4420,host traddr=192.168.2.22,src ad
dr=192.168.2.22 live optimized

+- nvmeb6 tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.22,src ad
dr=192.168.1.22 live non-optimized

+- nvme8 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.22,src ad
dr=192.168.2.22 live non-optimized

5. BRFENetAppIMIER BT EBONTAP EhRAL B MK ERIERE !
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ki

nvme netapp ontapdevices -o column

BmE
Device Vserver Namespace Path
/dev/nvme2nll proxmox 120 122 / /vol/vml20 tcpl/ns
NSID UuUID Size
1 S5aefea74-£f0cf-4794-a7e9-ell3c465%aca 37.58GB
JSON

nvme netapp ontapdevices -o json

T

"Device":"/dev/nvme2nll",
"Vserver":"proxmox 120 122",

"Namespace Path":"/vol/vml20 tcpl/ns",
"NSID":1,
"UUID":"5aefea74-f0cf-4794-a7e¢9-e113c465%aca",
“Size”:”37.58GB”,

"LBA Data Size":4096,

"Namespace Size'":32212254720

TE 6 | RRABMME
REENRERE -
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RHEL

7 fRONTAP%t RHEL F1%RI7 18 NIhAE

£/ NVMe over Fabrics (NVMe-oF ) 21T EHEECEFT 2 1RBITNRE EEIONTAPA] RHEL AY
HRATE o

LEZES RHEL F1#hR7s ONTAP ks
RHEL TH#4EAONTAPIZH2S > 9518 NVMe/TCP 1B 9.3 S E S HR4A 9.12.1 HEFRRZA
Z2MERERE o

NVMe/TCP R E % =R MHH A ZER nvme-cli’ 8.2 ESHRAS 9.10.1 HESHRZS
2L

NVMe/TCP @—IBR 2B ¥ RINE 9.0 LEFhRZA 9.10.1 HESHRES
ERE—F# 18 NVMe 1 SCSI 2 > NVMe-oF &5 8.2 SRE SRR 9.4 ESHRZA

% Z=RIfEA NVMe ZE81E » SCSI LUN M dm 2§

g0

R RRRTEPHITHIONTAPHRZA %1 > ONTAPSZIELLT SAN EHEINAE o

B RHEL F##hx7s
FERRERYFEREA NVMe ZHRIE o 10.0 HE SR

nvme-cli EEEHPMERSE udev FREIA NVMe ZRERBMTIREEH FE 9.6 AESHRAE

SAN EEh 258 NVMe/FC #HERE 9.4 ESHRZA
iE nvme-cl B RE B E S BEEENA - EEE=FWE o 8.2 ESHRAE
nvme-cli FEEEHHMNEA udev FREIA NVMe Z R HER:0 & & T % 8.2 EF R~

() swMSsEREOHEEE > B2 DEEERETA -

%

NREM RHEL fRZAEE... THRES...

10%:7% "% RHEL 10.x :22E NVMe"
9%:%! "% RHEL 9.x 5% NVMe"
8A75 "% RHEL 8.x 5% NVMe"
HERAE N

"TERANEIEIE NVMe 177:5"
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ACE RHEL 10.x LU NVMe-oF FIONTAPZ(#

Red Hat Enterpirse Linux (RHEL) F1%z1Z A B IF¥TEr 4= E7FE (ANA) B NVMe over
Fibre Channel (NVMe/FC) 1 NVMe over TCP (NVMe/TCP) t#E o ANA 12 iSCSI #
FCP IRIEHHIFEE FBIBEE B ST AN (ALUA) FMMIZ BRIETHAE ©

T EEAN{A2A RHEL 10.x 38 NVMe over Fabrics (NVMe-oF) 1% c BT L HIEMINEEE S » 5528 "RHEL
ONTAPZIREIIfFE" o

NVMe-oF £1 RHEL 10.x B FEXPREH :

* 35 ‘nvme disconnect-all’ ttf L ZENFRIRIER AR ERIERRL > e TERNRRTIBE c SANEER
NVMe-TCP 8§ NVMe-FC #nfa 21 SAN BB R _E BT TIEIRIE -

TER1 | BHELRLA SAN Bt

ISR AR E M LAER SAN BiENZRES{CEPBAIR S AIIETT M o A" BEEHER TR EELH Linux F¥£%
45~ EHEERBEERZES (HBA) ~ HBA BJB2 « HBA EX(E) BIOS FIONTAPRRZAZE 218 SAN B o

1. "3 NVMe dp R =M AF HE R 1" o

2. 1Z{AAR23 BIOS %% SAN EiEhan = FEZIAVERHERR A SAN BRE) o
INTEINAIRRFAHBA BIOSHIMERAE R « A2 R EMAIXf
3. BRI RSB P AR R ERBNLIETTET

HER 2 | L4t RHEL 1 NVMe ErBE 0 ES B (RS
EE75 NVMe-oF RE T » MEBLE T NVMe EREEE > BB ZIRE » WEGE T NQN BE °

1. 7EEBREZ L %8 RHEL 10.x - REETEM 2 - FAHREDEHITRIZAIEN RHEL 10.x &

uname -—-r

RHEL #Z O R 2451

6.12.0-124.8.1.e110 1.x86 64
2. 224 TNVMe-CLI (NVMe - CLI) Eff:
rpm -gal|grep nvme-cli

TENFFEBTT nvme-cli EiBEEIRRZ :
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nvme-cli-2.13-2.e110.x86 64

. 28 1ibnvme EH -

rpm -galgrep libnvme

TENGFETT libnvme BEEERRZS :

libnvme-1.13-1.e110.x86 64

- EEHE > E hostngn F & /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TENGIFRTRT hostngn kR4 :

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£425633

- TEONTAPZARH » BEs8 LA TEE | “hostngn FERILAL “hostngn’ ONTAPEF R HEF RAMFE !

::> vserver nvme subsystem host show -vserver vs coexistence QLE2872

g

Vserver Subsystem Priority Host NQON

vs coexistence QLE2872
subsystem 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
subsystem 10
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
subsystem 11
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
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@ R “hostngn' FHEARILEL » 5 "vserver modify #5<3REHT “hostngn B FEONTAPHATF R 4T
F R ERNFBELULES hostngn' FE 2K B /etc/nvme/hostngn’ FEE % E o

HE% 3 . B2 NVMe/FC #1 NVMe/TCP

853 Broadcom/Emulex % Marvell/QLogic BECESECE NVMe/FC » S {EF FENEIRFEIZFIRERRT
NVMe/TCP o
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NVMe/FC - {&3@/Emulex

7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. RBERANR SR AR

a. BmIEERE

cat /sys/class/scsi host/host*/modelname
CREZEETTYE@Y :

SN1700E2P
SN1700E2P

FETE R A

cat /sys/class/scsi_host/host*/modeldesc

TREZEE R TEAIMEL

HPE SN1700E 64CGb 2p FC HBA
HPE SN1700E 64CGb 2p FC HBA
2. ERIBR

= N
[FAS AN

fEAMEEZRBroadcom 1pfc FEZHI M EERENZT !
a. BRREIREhRAS

cat /sys/class/scsi_host/host*/fwrev

ZEn LR EIENRERRAS |

14.4.393.25,

sli-4:6:d
14.4.393.25,

sli-4:6:d

- BRI EBRENRZ TURRZS

cat /sys/module/lpfc/version
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LT EERIERTR T BREh2 TR

0:14.4.0.9

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

3. 3SR 1pfc_enable fcd type 584 3 -

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. FESDIC R LUAR R EN 2R IR ¢

cat /sys/class/fc _host/host*/port name

TREZE A EIRLUN TRV

0x10005cba2cfca7de
0x10005cba2cfca77df

O EFERIE S EIBIRR AR L

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

6. HEIERAE NVMe / FC RIENERRE « BEERERIBAIR ©

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005cbaZ2cfca7de WWNN x20005cba2cfca7de
DID x080f00 ONLINE

NVME RPORT WWPN x2023d039%9eac03c33 WWNN x2021d039%eac03c33
DID x082209 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200ed039%eac03c33 WWNN x200cd039eac03c33
DID x082203 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2022d039eac03c33 WWNN x2021d039%eac03c33
DID x082609 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200dd039%9eac03c33 WWNN x200cd039%eac03c33

DID x082604 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000501 Cmpl 0000000501 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000000583b7 Issue 000000000005840d OutIO
0000000000000056

abort 0000010f noxri 00000000 nondlp 00000000 gdepth 00000000
wgerr 00000000 err 00000000

FCP CMPL: xb 0000010f Err 0000010f

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x10005cbaZ2cfca7df WWNN x20005cbaZ2cfca’7df
DID x080b00 ONLINE

NVME RPORT WWPN x2024d039eac03c33 WWNN x2021d03%eac03c33
DID x082309 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200£d039%eac03c33 WWNN x200cd039eac03c33
DID x082304 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2025d039%9eac03c33 WWNN x2021d039%eac03c33
DID x082708 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2010d039%eac03c33 WWNN x200cd039eac03c33

DID x082703 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 00000006eb Cmpl 00000006eb Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000000004d600 Issue 000000000004d65f OutIO
000000000000005f

abort 000001cl noxri 00000000 nondlp 00000000 gdepth 00000000
wgerr 00000000 err 00000000

FCP CMPL: xb 000001cl Err 000001c2
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NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T EIR&&E NVMe / FC ©

1. BRI AR B RE XN IRRAERER IR

cat /sys/class/fc _host/host*/symbolic name

LUF B8R 7 BeEh i VA 8RS kRS

QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k
QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k

2. :BMEER gl2xnvmeenable BERE ° & FI:E Marvell N EE{EA NVMe / FC BRE8SE(E ©

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

RIS 1 o

NVMe / TCP

NVMe/TCP t#E AR 1E B BIEARIRIE o 1R > ERILUEBEHIT NVMe/TCP 2318 NVMe/TCP FR& 4
% %= “connect (& “connect-all FENIR(E o

1. BT EN S E IR R U ESIERN NVMe/TCP LIF SBIRHFEEmER ¢

nvme discover -t tcp -w host-traddr -a traddr
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&

nvme discover -t tcp -w 192.168.20.21 -a 192.168.20.28
Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:discovery
traddr: 192.168.21.29

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.20.29

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.21.28

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:discovery
traddr: 192.168.20.28

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.21.29
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.20.29
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7f11f09545d03%eac03c33:subsystem.Bidi



rectional DHCP 1 O
traddr: 192.168.21.28
eflags: none

sectype: none

trtyp
adrfa
subty
treq:
porti

trsvc

e: tcp

m: ipv4

pe: nvme subsystem
not specified

d: 5

id: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d039%ac03c33:subsystem.Bidi

rectional DHCP 1 O
traddr: 192.168.20.
eflags: none

sectype: non

28

2. ERzEEMh NVMe/TCP BiEh23-B1E LIF A8 2R UM RERAGETRER

nvme discover -t tcp -w host-traddr -a traddr

e

nvme
nvme
nvme

nvme

3. 1T nvme

discover -t tcp —-w
discover -t tcp -w
discover -t tcp -w
discover -t tcp —-w

connect-all EEFfAEIELZIER NVMe / TCP EXEh23 BiZ4 dnfk

192.168.
192.168.
192.168.
192.168.

20
21
20.
21.

.21 -a 192.
.21 -a 192.
21 —-a 192.
21 -a 192.

168.20.
168.21.
168.20.
168.21.

nvme connect-all -t tcp -w host-traddr -a traddr

mEEE

nvme
nvme
nvme

nvme

connect-all
connect-all
connect-all
connect-all

tcp -w
tcp —-w
tcp -w

tcp -w

192.
192.
192.
192.

168
168
168
168

.20.21
.21.21
.20.21
.21.21

L]
=

HIT

28
28
29
29

192.
192.
192.
192.

AN .
IR

168.20.
168.21.
168.20.
168.21.

28
28
29
29
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% RHEL 9.4 FA%4 > NVMe/TCP BYE&E “ctrl_loss_tmo timeout’ BENER E A “BART” o FIt :

* EARECRARSY (BRES) -

* BAREEFHEEFEN ctrl_loss_tmo timeout EARFE "'nvme connect I & "nvme connect-all &8 % (&
IH-) o

* WNRBEREHIE > NVMe/TCP $EFIZZ A G AR - i B S RAIM RITELR o

S 4. (%) 1B udev FHEAIFHY iopolicy

RHEL 10.0 #& NVMe-oF BYF8:% iopolicy :2E% round-robin o M1REERAME RHEL 10.0 Mt HAEAEEX
iopolicy » T TIRIE | "queue-depth 182X udev FRAFEINT :

1. {53 root #ERTEX FHREEZR TR udev RAE

/usr/lib/udev/rules.d/71-nvmf-netapp.rules

TREZEEE THEHEL

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. $EIZ&NetApp ONTAPHEEHIZIERE iopolicy BI1T » SN FHIFFT

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. BXFRA » LUE round-robin #A queue-depth :

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. BHEAudeviRAILEREE !

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

o. FBMEFRMABIE T I/0 ZREE o B0 » B<FRE> nvme-subsys0 ©

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy
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TEZEEEITIEHL ¢

queue-depth.

() #iopolicy BEBEMIIERIIINetAPD ONTAPHEIS 1A - mMERL o

HB% 5 . BJ3E > BYF NVMe/FC B9 1MB 1/0

ONTAPTEBIEHIZS E R hIRE R A B EMRE A/ (MDTS) & 8 c EEMKER K I/0 AR A/NAE 1MB - BE
@ Broadcom NVMe/FC 2% 1MB AT 110 B3R » IEEZE 1*7][] ‘Ipfc’ FI(E(E "Ipfc_sg_seg_cnt 2EtTE
%1H 64 FEN% 256 ©

@ B B REAR Qlogic NVMe / FC 1 o

1. H% ‘Ipfc_sg_seg_cnt 2ERES 256 :

cat /etc/modprobe.d/lpfc.conf

TEZE AR TEAIREL

options lpfc lpfc sg seg cnt=256

2. #17 ‘dracut - i< > SRBEMEEIEM o
3. FE:DHYME “Ipfc_sg_seg_cnt'Z 256 :

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

$ 8% 6 . B6z5 NVMe EXEIARTS

= “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC FE ZHIENENARTS "nvme-cli’ &

SENENET  EXREE 2 BEIEA o
B E5ER 1% > E§35 “nvmefc-boot-connections.service #1 “nvmf-autoconnect.service' EXENIRFSERLA °

1. #3% “nvmf-autoconnect.service' 2RI :

systemctl status nvmf-autoconnect.service
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mEfmh

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)
Active: inactive (dead) since Sun 2025-10-12 19:41:15 IST; 1
day 1lh ago
Invocation: 7b5b99929c6b41199d493fa25b629f6¢C
Main PID: 10043 (code=exited, status=0/SUCCESS)
Mem peak: 2.9M
CPU: 50ms

Oct 12 19:41:15 localhost.localdomain systemd[1l]: Starting nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot...

Oct 12 19:41:15 localhost.localdomain systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Oct 12 19:41:15 localhost.localdomain systemd[1l]: Finished nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot.

2. F#s® “nvmefc-boot-connections.service' EEXA :

systemctl status nvmefc-boot-connections.service
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mEfmh

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Sun 2025-10-12 19:40:33 IST; 1
day 1lh ago
Invocation: 0ec258a9f8c342ffb82408086d409%bcb
Main PID: 4151 (code=exited, status=0/SUCCESS)
Mem peak: 2.9M
CPU: 17ms

Oct 12 19:40:33 localhost systemd[1l]: Starting nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot...

Oct 12 19:40:33 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 12 19:40:33 localhost systemd[l]: Finished nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot.

S 7 BB RCEE
BBRORER NVMe % EEITHREE © ANA JRASFH] ONTAP s RIS TEAIH NVMe 4REE o

1. EgsB i F R T IFHEEET 7 HFEONTAPRR R ZERIAY NVMe-oF :RE (a0 » &AL 8EE8 E & NetApp ONTAP

Controller » i f& & &7 iopolicy :jE 4 queue-depth)
a. BmTFRY:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

TEZEEE TAEE

NetApp ONTAP Controller
NetApp ONTAP Controller

b. REREREK :
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cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREZEEE TFEE

queue-depth
queue-depth

2. REAEEH R IFRRRRZER

nvme list

e
Node Generic SN
Model
/dev/nvmellnl /dev/ngllnl 810cqJIXhgWt sAAAAAAAT

NetApp ONTAP Controller

Namespace Usage Format FW Rev

Ox1 951.90 MB / 21.47 GB 4 KiB + 0 B 9.18.1

3. HEEBEREHNEHRIIKEEAEY « BERBIEMAIANAIREE
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NVMe / FC

nvme list-subsys /dev/nvme9n2

T

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.7¢c34ab26675e11f0a6c0d03%ac03c33:subsystem. subs
ystem 46
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4cd4544-

0056-5410-8048-c7c04£425633

\

+- nvmel05 fc traddr=nn-0x2018d039eac03c33:pn-
0x201bd039eac03c33,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmelO07 f£c traddr=nn-0x2018d039eac03c33:pn-
0x2019d039eac03c33,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

+- nvmed2 fc traddr=nn-0x2018d039%eac03c33:pn-
0x201cd039eac03c33,host traddr=nn-0x2000f4c7aalcd/c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmed44d fc traddr=nn-0x2018d039%eac03c33:pn-
0x201ad039eac03c33,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

NVMe / TCP

nvme list-subsys /dev/nvmedn?2
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&

nvme-subsys4 - NQN=nqgn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0054-5110-8039-c3c04£523034

\

+- nvme4d tcp
traddr=192.168.20.28, trsvcid=4420, host traddr=192.168.20.21,src_
addr=192.168.20.21 live optimized

+- nvmeb tcp
traddr=192.168.20.29, trsvcid=4420, host traddr=192.168.20.21,src_
addr=192.168.20.21 live optimized

+- nvme6 tcp
traddr=192.168.21.28, trsvcid=4420,host traddr=192.168.21.21,src_
addr=192.168.21.21 live optimized

+- nvme7 tcp
traddr=192.168.21.29, trsvcid=4420,host traddr=192.168.21.21,src_
addr=192.168.21.21 live optimized

4. EEZENetAppSMIME BB RETESONTAP (B A BB BRI IEFEE !
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ki

nvme netapp ontapdevices -o column

g

Device Vserver Subsystem
Namespace Path

/dev/nvmeOnl vs_nvme sanboot tcp rhel sanboot tcpl70
tcp 97
NSID UUID Size
1 982c0f2a-6b8b-11f0-a6c0-d039%eac03c33 322.12GB
JSON

nvme netapp ontapdevices -0 json

EmEfl
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs nvme sanboot tcp",

"Subsystem":"rhel sanboot tcpl70",

"Namespace Path":"tcp 97",

"NSID":1,
"UuUID":"982c0f2a-6b8b-11f0-a6c0-d039%9eac03c33",
"LBA Size":409¢,

"Namespace Size":322122547200,
"UsedBytes":16285069312,

"Version":"9.18.1"
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FEF 8 REREHRNIDERE
%1253 NVMe/TCP £ RHEL 10.x i ONTAPIZHISS 7 BT ENERNE 5 o

SEFE TS SR RE—(E DH-HMAC-CHAP £i8RBE X2 HF 17558 © 'DH-HMAC-CHAP £i8Z NVMe
FHEEERIZEE NON HEE SR ENS MR TRAVES - E2REHNFIRE - NVMe TR XA
Rl B F IR R AR RA R 48 o

M CLI SR E JSON EEREREFTREHEEE - IREFED/TRNFRFIRE AR dhchap £58 - 8l
WZE(EFAERE JSON 182 ©

122



CLI
fEA CLI REZERIERNERE o

1. B3 EHE NON
cat /etc/nvme/hostngn

2. 7 RHEL 10.x E#ZE4% dhchap £1&

MU T3 T "gen-dhchap-key sS85 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

-m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

ET5EEIF - FELE—EREA dhchap £58 - E HMAC 584 3 (SHA-512) ©

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0054-5110-8039-c3c04£523034
DHHC-

1:03:AppJdHkJIygA6ZCABxyQNtIST+4k4TI0v4 TMAJkOXxBITWFOHIC2nV/uEO4RoSpylz2
SXYgNW1lbhLe9nhJ+MDHigGexaG2Ig=:

3. 7£ ONTAP #Efil2g L - ¥ E I35 EM1E dhchap &% -

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. IS IEMERE L ERMER o T LE - BARE ONTAP 583 « WIRIRFMENERE S A15E
dhchap £§8 :
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. B#5% nvme connect authentication #p<BREE EHEAIZHIZS dhchap &8 :

a. BgsB 1 dhchap &% .

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR BV L S

cat /sys/class/nvme-subsystem/nvme-subsys4/nvme*/dhchap secret
DHHC-1:01:2G71sg9PMO00h1IWf1g4QtPOXT11kREzOgVulLm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/qg:
DHHC-1:01:2G71sg9PMO00h1IWf1g4QtPOXT11kREzOgVulLm2xvZdbaWR/g:

b. E&:BIZHI28 dhchap 1% :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

R EmAERRR LS

cat /sys/class/nvme-subsystem/nvme-
subsys4/nvme*/dhchap ctrl secret

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHdAG1Tnv
EJ81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNGg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHdAG1Tnv
EJ81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHdG1Tnv
EJ81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHAG1Tnv
EJ81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:



JSON
EONTAPHER2% LB 218 NVMe FRAARTAEF » KAILAER “/etc/nvme/config.json’ SX{HEL “nvme

connect-all'#p% ©
fEF -0 EIBRAESLE JSON 182 - BRIE ZEE/AEIE » 552 NVMe connect-all FE o

1. Fi2® JSON 182 -

(D TELLTEERIA » dhchap_key‘?‘_fﬁgﬁ’:\ \dhchap_secret\ﬁl “dhchap ctrl key®
HFEH “dhchap ctrl secret ©
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&

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0054-
5110-8039-c3c04£523034",
"hostid":"44454c4c-5400-1051-8039-c3c04£523034",
"dhchap key":"DHHC-
1:01:2G71sg9PMO00h1IWf1g4QtPOXT11kREZzOgVuLm2xvzdbaWR/g:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.5857¢c8c9022411£08d0ed039%ac03c33:subsystem.Bidi
rectional DHCP_1 0",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.20.28",

"host traddr":"192.168.20.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1MNG95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAGLTnvEJ
81HDjBb+fGteUgInOfj8ASHZIgkuFIx8=:"

by
{

"transport":"tcp",

"traddr":"192.168.20.29",

"host traddr":"192.168.20.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ
81HDjBb+£fGteUgIn0fj8ASHZIgkuFIx8=:"

by
{

"transport":"tcp",

"traddr":"192.168.21.28",

"host traddr":"192.168.21.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNGg95pkiUAwWayiO+IvrALZR8HpeJIHWw3xyHAG1TnvEJ
81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:"

by
{

"transport":"tcp",
"traddr":"192.168.21.29",



"host traddr":"192.168.21.21",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:03:5CgWULVNUSHUOWP1MNG95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ

81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:"

}

2. {EF4ERE JSON 1EZEE4RE ONTAP 1Z4H85 -

nvme connect-all -J /etc/nvme/config.json

e

traddr=192.168.20.28
traddr=192.168.20.28
traddr=192.168.20.29
traddr=192.168.20.29

is
is
is

is

already
already
already
already

connected
connected
connected
connected

3. s A F RMAVEREIEHIBS 2T ERUA dhchap % -

a. ERsE 1% dhchap £48 :

cat /sys/class/nvme-subsystem/nvme-subsys4/nvme4/dhchap secret

U TEHIEETRT dhchap &1 -

DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:

b. Egz81EHI28 dhchap %5

cat /sys/class/nvme-subsystem/nvme-

subsys4/nvme4/dhchap ctrl secret

TEZEE TR TEHAIMEL
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DHHC-
1:03:5CgWULVNUSHUOWPIMNg95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ81HD
JBb+fGteUgInOfj8ASHZIgkuFIx8=:

FTER 9 | RRABMMEE
REENRERE o

ACE RHEL 9.x LLfEF NVMe-oF HIONTAPZ(

Red Hat Enterpirse Linux (RHEL) TR BB IEEHTE % ZTRI7FE (ANA) B9 NVMe over
Fibre Channel (NVMe/FC) 1 NVMe over TCP (NVMe/TCP) t#E o ANA 121 iSCSI
FCP IRIEFPRVIEEI #8588 jo 17 EN (ALUA) FHVZ BRIETORE ©

T RN A RHEL 9.x 527 NVMe over Fabrics (NVMe-oF) i o iITEE L EMINGEE R » 5528 "RHEL
ONTAPSZ IR EITHAE" o

NVMe-oF Ei RHEL 9.x BT EXIRE :

* 5= ‘nvme disconnect-all’ ltEF 2 ZEIFARIERZ R BN BELHERRL » AIETERRFETIET c BNESE
NVMe-TCP 3 NVMe-FC #raZEfHE SAN BIEIRI R4 _EBITIEIR(E -

TER1 [ BEELRA SAN Bt

ISR LR E M LUER SAN BiENRES{C2EBAIR S AR M o A" BEEHER TR EBELH Linux F¥£%
45 THEERBEERCSS (HBA) ~ HBA EJB2 « HBA EX&) BIOS FIONTAPRRZAZ B 18 SAN EXEf o

HER
1. "#217 NVMe & =R AF L HERI " o
2. £{AIR2S BIOS H2A SAN Ei#hdn 4 o FE R fYE IR RUE SAN B o

YNFE IR AHBA BIOSHIAERAE N « FE2 R R BRI o
3. ENRE IR (FERRE S ERBLIEEET -

HER 2 . 228t RHEL 1 NVMe ERBEER:5 CMECE
EE2A NVMe-oF BREFH » MEBELHE TN NVMe BiEE > BUAZ R » WEREFH NQN RE

1. 7EfEARES L %8 RHEL 9.x ° ZE5THE » AN EHITHEHRR RHEL 9.x #Zil !

uname -r
RHEL O hRASE6
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5.14.0-611.5.1.e19 7.x86 64

. 224 TNVMe-CLI (NVMe - CLI) Ef4 .

rpm -gal|grep nvme-cli

TENGIFERTT nvme-cli BREEERRZA :

nvme-cli-2.13-1.e19.x86 64

. 28 1ipnvme B .

rpm -galgrep libnvme

TENGIFETRT ‘libnvme EASEIRRZS :

libnvme-1.13-1.e19.x86 64

- EEH E > #E hostngn F & /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TENGIFRTRT hostngn kR4 :

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-09c04£f425633

- TEONTAPZRARH » BEsE A&  “hostngn  FETLED "hostngn’ ONTAPIEF AT HEFRANFE :

::> vserver nvme subsystem host show -vserver vs 188
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&

Vserver Subsystem Priority Host NOQN

vs 188 Nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
NvmelO
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
Nvmell
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
Nvmel?2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
48 entries were displayed.

@ 1R “hostngn' FERARULEL » 55 “vserver modify 852 ZKEHT "hostngn HFEONTAPETE R4
TR EHNFBLUCE hostngn' FE 2K B “/etc/nvme/hostngn’ TEE 1 E o

HER 3 . 3%7F NVMe/FC 1 NVMe/TCP

f$£F8 Broadcom/Emulex 3% Marvell/QLogic ZEECasEE NVMe/FC » S FH) EIRMEHRERRE
NVMe/TCP °
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NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. SRR RN TEREE

a. BEmREIALTE .
cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe36002-M64
LPe36002-M64

b. BRTRELEM |
cat /sys/class/scsi_host/host*/modeldesc
TR G BB TE#ARES -

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. FAmARghRZS :
cat /sys/class/scsi_host/host*/fwrev
Zin RO ERShR A

14.4.393.53, sli-4:6:d
14.4.393.53, sli-4:6:d

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version
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LT EERIERTR T BREh2 TR

0:14.4.0.9

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

3. 3SR 1pfc_enable fcd type 584 3 -

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. FESDIC R LUAR R EN 2R IR ¢

cat /sys/class/fc _host/host*/port name

LUT s B IR AR, -

0x100000109b£f044b1
0x100000109b£044b2

O EFERIE S EIBIRR AR L

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

6. HEIERAE NVMe / FC RIENERRE « BEERERIBAIR ©

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b954518 WWNN x200000109b954518
DID x020700 ONLINE

NVME RPORT WWPN x2022d03%eaa7dfc8 WWNN x201£d039%eaa7dfc8
DID x020b03 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2023d039%e¢aa7dfc8 WWNN x201fd039%eaa7dfc8

DID x020103 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000548 Cmpl 0000000548 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000001a68 Issue 0000000000001a68 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090954519 WWNN x2000001090954519
DID x020500 ONLINE

NVME RPORT WWPN x2027d039%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x020b01 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000005ab Cmpl 00000005ab Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000086cel Issue 0000000000086ce2 OutIO
0000000000000001
abort 0000009c noxri 00000000 nondlp 00000002 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000000b8 Err 000000b8

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x1000001090f044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x2027d03%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x020b01 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2011d03%eaa7dfc8 WWNN x200£d039eaa7dfc8
DID x020b02 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2002d039eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x020b05 TARGET DISCSRVC ONLINE
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NVME RPORT
DID x021301
NVME RPORT
DID x021302
NVME RPORT

WWPN x2026d03%eaa7dfc8 WWNN x2025d039%eaa7dfc8

TARGET DISCSRVC ONLINE

WWPN x2010d03%eaa7dfc8 WWNN x200fd039%eaa7dfc8

TARGET DISCSRVC ONLINE

WWPN x2001d03%eaa7dfc8 WWNN x2000d039%eaa7dfc8
DID x021305 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 000000cl1l86 Cmpl 000000cl86 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000c348ca37 Issue 00000000c3344057 OutIO

ffffffffffeb7620
abort 0000815b noxri 000018b5 nondlp

00000000 wgerr 00000000 err 00000000

FCP CMPL: xb 0000915b Err 000c6091

NVME Initiator Enabled
XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250
NVME LPORT lpfc3 WWPN x100000109b£f044b2 WWNN

DID x021b00
NVME RPORT
DID x020101
NVME RPORT
DID x020102
NVME RPORT
DID x020105
NVME RPORT
DID x022901
NVME RPORT
DID x022902
NVME RPORT
DID x022905

ONLINE
WWPN x2028d039%eaa7dfc8
TARGET DISCSRVC ONLINE
WWPN x2012d039%eaa7dfc8
TARGET DISCSRVC ONLINE
WWPN x2003d03%eaa7dfc8
TARGET DISCSRVC ONLINE
WWPN x2029d039%eaa7dfc8
TARGET DISCSRVC ONLINE
WWPN x2013d039%ecaa7dfc8
TARGET DISCSRVC ONLINE
WWPN x2004d03%eaa7dfc8
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 000000cl1l86 Cmpl 000000cl86 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000b5761laf5 Issue 00000000b564b55e OutIO

ffffffffffee9acd
abort 000083d7 noxri 0000l6ea nondlp 00000195 gdepth

00000000 wgerr 00000002 err 00000000

FCP CMPL: xb 000094a4 Err 000c22e7

NVMe/FC - Marvell/QLogic
# Marvell/QLogic 7T EFKE NVMe / FC ©
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WWNN

WWNN

WWNN

WWNN

WWNN

00000116 gdepth
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x2025d039%eaa7dfc8
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x2000d039%eaa7dfc8
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1. BRI AR BRRES XN IRRAERE R ZIE

cat /sys/class/fc _host/host*/symbolic_name

BUF B8 7 Beghie VA 8RS kRS

QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k
QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k

2. :BMEER gl2xnvmeenable BEXE © i& AI:E Marvell N E-E{EA NVMe / FC EXEN3E(E .

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

TRERBILHAS 1 o

NVMe / TCP

NVMe/TCP t#E ARz 18 HENELRIZE - AR @ A LUEBHIT NVMe/TCP K218 NVMe/TCP FZ& 4 dn
%22 “connect 8(F “connect-all FEIR(E o

1. B ERE R EEIRE R U ESIEN NVMe/TCP LIF BVSRIRAFEEER ¢

nvme discover -t tcp -w host-traddr -a traddr
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nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.48

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1f08£f5dd03%eaa7dfc9:discovery
traddr: 192.168.31.49

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11£f08f5dd039%aa7dfc9:discovery
traddr: 192.168.31.48

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7dfc9:discovery
traddr: 192.168.30.49

eflags: explicit discovery connections, duplicate discovery
information

sectype: none



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1f08£f5dd03%eaa7dfc9:discovery
traddr: 192.168.30.48

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11£f08f5dd03%eaa7dfc9:subsystem.Nvme
38

traddr: 192.168.31.49
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7’7dfc9:subsystem.Nvme
38

traddr: 192.168.31.48
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsveid: 4420

subngn: ngn.1992-

137



08.com.netapp:sn.51a3c9846e0cl1£f08f5dd039%eaa7dfc9:subsystem.Nvme

38
traddr: 192.168.30.49
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7’7dfc9:subsystem.Nvme

38
traddr: 192.168.30.48
eflags: none

sectype: none

2. ExsBEMth NVMe/TCP EXEh2s3-B1E LIF A R/l REIRAGEEER ©

nvme discover -t tcp -w host-traddr -a traddr

e

nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.48
nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.49
nvme discover -t tcp -w 192.168.31.15 -a 192.168.31.48
nvme discover -t tcp -w 192.168.31.15 -a 192.168.31.49

3. 1T nvme connect-all BFIEEETIERN NVMe / TCP EXEh2 B2 EpEEHITHS ©

nvme connect-all -t tcp -w host-traddr -a traddr
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nvme connect-all -t tcp -w 192.168.30.15 -a 192.168.30.48

nvme connect-all -t tcp -w 192.168.30.15 -a
192.168.30.49
nvme connect-all -t tcp -w 192.168.31.15 -a
192.168.31.48
nvme connect-all -t tcp -w 192.168.31.15 -a

192.168.31.49

¢ RHEL 9.4 BA%4 > NVMe/TCP BJ:& & “ctrl_loss_tmo timeout' B &R E A “RAR” o L :
s EARELARS (EEER) o

* BAFREFHEEERTH ctrl_loss_tmo timeout EAEFR "'nvme connect’ & "nvme connect-all a5 < (3
IH-) o

* WNRIBERIEHEE - NVMe/TCP 1EHISZ A S AR - I B EHERERM (RIGELR o

S 4 (A%E) 12X udev FBIFH iopolicy

RHEL 9.6 # NVMe-oF B9783& iopolicy 22E % round-robin o M1REFERME RHEL 9.6 W BREEEX
iopolicy > E#ITILTIRIE | "queue-depth 182X udev FRAFEINT :

1. {EH root HIRTEX F4REESHRIEL udev RAIE :

/usr/lib/udev/rules.d/71-nvmf-netapp.rules

TREZEEEITIEHL ¢

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. #F)ANetApp ONTAPHEHIZ3:R E iopolicy 8947 » SN FAHIFFR -

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model}=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. {EBFRA] » LUE round-robin 8 " queue-depth :
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ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. EFHEHAudeviBRTEREE !

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

. FIBEFRFAHIB A 1/0 K& o HIUN > BHA<FRM> nvme-subsys0 ©

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TRZEEITIE

queue-depth.

() ## iopolicy BEBEMIMARHINetADD ONTAPHEHIS R o (EBER -
$8% 5 . B > BIA NVMe/FC 9 1MB /0 ©
ONTAPEHAEEHIS FHI R 25 A FHRHBHA /N (MDTS) 2 8 o BEBKERA V0 HRANEE 1MB o BB
n

[ Broadcom NVMe/FC F##E%H 1MB A/NEY 1/0 B3K » IERERZZIE NN Ipfc’ BIE(E “Ipfc_sg_seg_cnt 28U TE
{8 64 B4 256 °

@ ELSEREAR Qlogic NVMe / FC FE14 o

1. # "Ipfc_sg_seg_cnt 2ERES 256 :

cat /etc/modprobe.d/lpfc.conf
TrEZEEIBLUATEANGEL
options lpfc lpfc sg seg cnt=256

2. 17 ‘dracut -f#p < > SRABEMEENEM ©
3. HESRHYME “Ipfc_sg_seg_cnt' 7 256 :
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

HE% 6 . BozE NVMe EXENARTS

& “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC 8 & HIEREIARTE "nvme-cli' %

SENENRF > BB BEEE
EXE5ER % » ESsE “nvmefc-boot-connections.service #1 “nvmf-autoconnect.service' EXENERFE ERLA °

TER

1. B2 “nvmf-autoconnect.service' EEUE :

systemctl status nvmf-autoconnect.service

e el

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead) since Wed 2025-10-29 00:42:03 EDT; 6h ago
Main PID: 8487 (code=exited, status=0/SUCCESS) CPU: ooms

Oct 29 00:42:03 R650-14-188 systemd[1l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Oct 29 00:42:03 R650-14-188 systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Oct 29 00:42:03 R650-14-188 systemd[1l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. F&s® “nvmefc-boot-connections.service' BEXA :

systemctl status nvmefc-boot-connections.service
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mEfmh

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-

connections.service; enabled; preset:enabled)

Active: inactive (dead) since Wed 2025-10-29 00:41:51 EDT; 6h
ago
Main PID: 4652 (code=exited, status=0/SUCCESS)

CPU: 13ms

Oct 29 00:41:51 R650-14-188 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot... Oct 29 00:41:51
R650-14-188 systemd[1]: nvmefc-boot-connections.service: Deactivated
successfully. Oct 29 00:41:51 R650-14-188 systemd[l]: Finished
Auto-connect to subsystems on FC-NVME devices found during boot

SEE 7 BREIREERE
BB N EE NVMe ZEERSAREE » ANA ARBEF] ONTAP s 2RSS EAT NVMe 4B5E o

1. 2B RAZORE NVMe ZERRK ©

cat /sys/module/nvme core/parameters/multipath

TREZEEE THEHE

2. R EM F ST PR T HEONTAPS B /A NVMe-oF RTE (IR - BUSEEE 7 NetApp ONTAP
Controller » B &1 iopolicy s2E 2 round-robin)
a. TR :

cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEEITIEHL ¢
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. REREREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREZEEEITIEHL :

queue-depth
queue-depth

3. MESRETE WM LB IFRRRGRZER

nvme list

e

Node Generic SN

/dev/nvmel00nl /dev/ngl00nl 81LJCJYaKOHhAAAAAAAf NetApp ONTAP

Controller
Namespace Usage Format FW Rev
Ox1 1.19 GB / 5.37 GB 4 KiB + 0 B 9.18.1

4. RS EREAEGIZIRESRER - ERAB ERRANAIAE :
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NVMe / FC

nvme list-subsys /dev/nvmelOOnl

T

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3623e199617311£09257d03%eaa7dfc9:subsystem
31

hostngn=ngn.2014-08.org.nvmexpress:uuid:
4c4c4544-0056-5410-8048-b9c04£42563

\
+- nvmel99 fc traddr=nn-0x200£d039%eaa7dfc8:pn-
0x2010d039%eaa’7dfc8,host traddr=nn-0x200000109b£f044bl:pn-
0x100000109bf044bl live optimized
+- nvme246 fc traddr=nn-0x200fd039%eaa7dfc8:pn-
0x2011d039%eaa’7dfc8,host traddr=nn-0x200000109b£f044bl:pn-
0x100000109bf044bl 1live non-optimized
+- nvme249 fc traddr=nn-0x200£d039%eaa77dfc8:pn-
0x2013d039%eaa’7dfc8,host traddr=nn-0x2000001090£f044b2:pn-
0x100000109bf044b2 live optimized
+- nvme251 fc traddr=nn-0x200£fd039%eaa7dfc8:pn-
0x2012d039%eaa’7dfc8,host traddr=nn-0x2000001090£f044b2:pn-
0x100000109bf044b2 live non-optimized

NVMe / TCP

nvme list-subsys /dev/nvmeOnl
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&

nvme-subsys0 - NQN=ngn.1992-

08.com.netapp:sn.51a3c9846e0cl1£f08f5dd039%eaa7dfc9:subsystem.Nvme

1

hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£444d33

\

+- nvmeO tcp

traddr=192.168.30.48, trsvcid=4420, host traddr=192
src addr=192.168.30.15 live optimized

+- nvmel tecp

traddr=192.168.30.49, trsvcid=4420, host traddr=192.

src addr=192.168.30.15 live non-optimized
+- nvme2 tcp

traddr=192.168.31.48, trsvcid=4420,host traddr=192.

src addr=192.168.31.15 live optimized

+- nvme3 tcp

traddr=192.168.31.49, trsvcid=4420, host traddr=192
src_addr=192.168.31.15 live non-optimized

S. EgsENetAppIMIE ZE DR REONTAP EhR A BB E MR ERNIERE :

.168.30.

168.30.

168.31.

.168.31.

15,

15,

15,

15,
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ki

nvme netapp ontapdevices -o column

g

Device Vserver Subsystem Namespace Path
NSID

/dev/nvmeOnl vs 1iscsi tcp Nvme 1 /vol/Nvmevoll/nsl

d8efef7d-4dde-447£f-b50e-b2c009298c66 26.84GB

JSON

nvme netapp ontapdevices -0 json

A&
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs iscsi tcp",

Subsystem" :"Nvmel",
"Namespace Path":"/vol/Nvmevoll/nsl",
"NSID":1,
"UUID":"d8efef7d-4dde-447f-b50e-b2c009298c66",
"LBA Size":4096,
"Namespace Size":26843545600,

by
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TR 8 I RELEHANENERE
% 1&i%E1E NVMe/TCP 7 RHEL 9.x EHEFONTAPIEHIZE 2 BEITZ 2B NS D5 ©

SEFE TS SR AE—(E DH-HMAC-CHAP £i8RBE X2 HF 17558 © "DH-HMAC-CHAP £i8Z NVMe
FHEEERIZEE NON HEE SR ENS MR TRAVES - E2REHNFIRE - NVMe TR XA
Rl B F iR R AR RA RO 48 o

M CLI S5 E JSON EEREREFTREHEEE - IREFED/TRNFRFIRE AR dhchap £58 - 8l
WZE(EFAERE JSON 182 ©
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CLI
fEA CLI REZERIERNERE o

1. ER{SEH NON

cat /etc/nvme/hostngn

2. 2 RHEL 9.x E#ZE4 dhchap £4§8 o

MU T3 T "gen-dhchap-key s5 S 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

ET5EEIF - FELE—EREA dhchap £58 - E HMAC 584 3 (SHA-512) ©

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-11lec-b7bb-7ed30a5482c3
DHHC-

1:03:wSpuuKbBHTzCOWOJZxMBsYd9JFV8Si9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOoO0PJJIM6yZsTeEpGkDHMHQ255+g=":

3. 7£ ONTAP #5128 E ~ il F 145 EMME dhchap £ :

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FHSZEMERSSE EAMER o XML  FRE ONTAP 583 « WiRIRFTENERE 5 AEE
dhchap &% :
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. B#5% nvme connect authentication #p<BREE EHEAIZHIZS dhchap &8 :

a. BgsB 1 dhchap &% .

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR BV L S

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc :
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:

b. E&:BIZHI28 dhchap 1% :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

R EmAERRR LS

cat /sys/class/nvme-subsystem/nvme-
subsys*/nvme*/dhchap ctrl secret

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSfM8nLIESJIAOIbIK/T6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=":

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSfM8nLIESJIAOIbIK/T6m00y
gJdgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=":

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSfM8nLIESJIAOIbIK/T6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=":

DHHC-
1:03:ZCRrPOMQOeXhFitT7FvvE/3P6K/qY1HESMSEM8nLIESJIAOIbIK/T6m00y
gJdgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=:
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JSON
EONTAPZH2% E B Z{E NVMe FRATTAEF > IEAILAER “/etc/nvme/config.json SX{HEL "nvme

connect-all' 5% o
{6 -0 BIERAESL JSON 182 - BRIFE LB AT » 352/ NVMe connect-all FfE o

1. Fi2® JSON 182 -

(D FEUTEFIF > dhchap key ¥FERY “dhchap secret'# “dhchap ctrl key®
HFER “dhchap ctrl secret °©
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&

cat /etc/nvme/config.json
[

{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-
804b-b5c04f£444d33",

"hostid":"4c4c4544-0035-5910-804b-b5c04£4444d33",

"dhchap key":"DHHC-
1:01:GhgalS+0h0W/IxKhSa0iaMHgl7SOHRTzBduPzoJ6LKEJs3/f:",

"subsystems": [

{

"ngn":"ngn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%eabbecbod: subsystem.istp
MNTC subsys",

"ports": [

{
"transport":"tcp",
"traddr":"192.168.30.44",

"host traddr":"192.168.30.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:GaraC0840/uM0jF4rKJI1lgTy22bVoVOdRnIM+9Q0DfQRNVWIDHf PU2LrK5Y+/
XG8iGcRtBCdm3
fYm3ZmO6NiepCOROY5Q=":"

by
{

"transport":"tcp",

"traddr":"192.168.30.45"

"host traddr":"192.168.30.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:GaraC0840/uM0jF4rKJ1lgTy22bVoVOdRn1M+9QDfQRNVwWIDHfPU2LrK5Y+/
XG81iGcRtBCdm3
fYm3ZmO6NiepCOROY5Q=":"

by
{
"transport":"tcp",
"traddr":"192.168.31.44",

"host traddr":"192.168.31.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
GaraC0840/uM0jF4rKJ1lgTy22bVoVOdRn1IM+9Q0DfQRNVWIDHf PU2LrK5Y+/XG81G
c
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RtBCAm3fYm3ZmO6NiepCOROY5Q=":" },
{

"transport":"tcp",

"traddr":"192.168.31.45",

"host traddr":"192.168.31.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
GaraC0840/uM0jF4rKJ1gTy22bVoVOdRn1IM+9Q0DfQRNVWIDHf PU2LrK5Y+/XG81G
cRtBCAm3£fYm3ZmO6NiepCORoY5Q=:"

}

2. {FEFA4HRE JSON 1EZEATE ONTAP 1ZHl28 ©

nvme connect-all -J /etc/nvme/config.json

mErEf

already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£444d33, ngn=nqgn.1992-
08.com.netapp:sn.2c0c80d9873allf0bc60d039%eabbcbod: subsystem.istp
MNTC subsys, transport=tcp, traddr=192.168.30.44,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873al1f0bc60d039%eabbecbod: subsystem.istp
MNTC subsys, transport=tcp,traddr=192.168.31.44,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%eabbcbod: subsystem.istp
MNTC subsys, transport=tcp, traddr=192.168.30.45,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%eabbcbod: subsystem.istp
MNTC subsys, transport=tcp, traddr=192.168.31.45,trsvcid=4420
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3. BREASEFRGRNMERZEHIS3RA dhchap 1% :

a. EBs8E M dhchap &8 .

cat /sys/class/nvme-subsystem/nvme-subsys96/nvme96/dhchap secret

M EEAISETR T dhchap £ !

DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:

b. ERZE1EH88 dhchap 12§ :

cat /sy
subsys9

s/class/nvme-subsystem/nvme-
6/nvme96/dhchap ctrl secret

TREZE BB TEHAREL

DHHC-

1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/qY1HfSMmSfM8nLjESJIdOFbjK/J6m00ygdgimO

VrRlrgrnHz

TR 9  BREMEE

ELEREMERE !

NetAppf&:sRID
1503468

"1479047"

JtWJImsnoVBO3rPDGEk=:

>t

S

7]

sl
£ RHEL 9.1 & > “nvme list-subsys':%#n
BREIAEFRFANEE NVMe #4235

<

w4 At

RHEL 9.0 NVMe-oF 14321 SERFA S
IRFEHIZ3 (PDC)

B

Z "nvme list-subsys 15 L EEI4AE F R4
B9 NVMe $EHI235E © 7£ RHEL 9.1 A »
SRR FRATFAA 2 T MRS 23
T E ANAREE o BB52 ANA IREE RSB
ZEENEY - Bt EERAE S ESE
s AR ISR AR IO ME— 3 HIBHK B o

7£ NVMe-oF F#% £ » f&aI LUER nvme
discover -p ¥5<LIREIL PDC ° FHIE
<R BEZES-BIEEERERT—
& PDC ° {82 » (1RIETEHIT ONTAP
9.10.1 IFEH RHEL 9.0 &z NVMe-oF 314
B > 8RMIT nvme discover -p #iEE
I EER PDC - EEERTHANBEIZEE
BB ANERMEFEE o
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https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1479047

FcE RHEL 8.x I NVMe-oF F1ONTAP7F{

Red Hat Enterpirse Linux (RHEL) F#%z1Z A B IF¥ T4 = E7FE (ANA) B NVMe over
Fibre Channel (NVMe/FC) 1 NVMe over TCP (NVMe/TCP) t#E o ANA 12 iSCSI #

FCP IRIEFHRYIFH R B ST 17 AN (ALUA) FXRYZ BRIEIHAE o

T ERAN{AI %A RHEL 8.x 322 NVMe over Fabrics (NVMe-oF) 1 c INEE L HIEMINGERE R » 5528 "RHEL
ONTAPSZIREITHAE" o

NVMe-oF £1 RHEL 8.x BT EXIR4 :

* BRIFAXIE(FEHE NVMe-oF 1HEH SAN ExE o
* 7£ RHEL 8.x B9 NVMe-oF F#_F » #%0A NVMe ZRETESRBEH ; EXBEFHBAET °
* A EXIRIE > NVMe/TCP BJ{EARLITTEES -

TER1 | BEHELRLE SAN Bt

ISR AR E M LUER SAN BiENRES{CEBAIR S AR M o A" BEEHER TR EELH Linux F¥£%
45 EHLEERBEEACSS (HBA) ~ HBA EJB2 « HBA EX&) BIOS FIONTAPRRZAZ B 218 SAN EXEf o

1. "3 NVMe dp R =M AF HE R " o

2. 7£1A)R2S BIOS H A SAN Ei#hdn & =R FER|pYEIZIRRUE SAN EiF o
WNEIN{AIERFAHBA BIOSHIAERAE T - B2 BME B BAISE o
3. EMEE T R FE AR RS E BN IEEET

8% 2 . 2245 RHEL 1 NVMe #A8 1 B85 1ML B
EEZ NVMe-oF SREEH » BRELETHA NVMe 2AEE - RIS » WEREEH NQN R7E o

1. 7E{AARES L %4 RHEL 8.x ° ZE5TA1E - AN EHMITRIR IR RHEL 8.x #&id !

uname -—-r

RHEL O hRA g4

4.18.0-553.e18 10.x86 64

2. 2t TNVMe-CLI (NVMe - CLI) Eff :

rpm -ga|grep nvme-cli
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LU T & B8R T nvme-cli ErBEERRZS :

nvme-cli-1.16-9.e18.x86 64

. B 1ibnvme EXF -

rpm -ga|grep libnvme

LU TFEFIZETR T libnvme B2 EIRRZN -

libnvme-1.4-3.e18.x86 64

- BARODAENVMeZ ERE -

grubby --args=nvme core.multipath=Y --update-kernel /boot/vmlinuz-
4.18.0-553.e18 10.x86 64

. £ RHEL 8.x 14 F > #% hostngn F& /etc/nvme/hostngn :

cat /etc/nvme/hostngn

TEHFIFRIRT hostngn hRZs :

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0032-3410-8035-b8c04f4c5132

. ZEONTAPZ#H » BEB LA T & - “hostngn' FERULALD "hostngn ONTAPEE R FAH HEFRAN TS ©

::> vserver nvme subsystem host show -vserver vs fcnvme 141

g Enfl
Vserver Subsystem Host NON
vs 25 2742 rhel 101 QLe2772 ngn.2014-

08.org.nvmexpress:uuid:546399fc-160f-11e5-89%9aa-98be%942440ca
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@ MR “hostngn FERARILAD » F5EF "vserver modify 5% 3R E# "hostngn HFEONTAPEEZ 2
BT 24 _ERVF B LA “hostngn' F &K E “/etc/nvme/hostngn £ E ©

7. ERTERENEM o

AT ER—BEH EBIT NVMe Fl SCSI RE > NetAppiEiE ¥ ONTAPAR % ZE EE AT
NVMe % 1& > $HONTAP LUN {8 dm-multipath ° 2 T B51E dm-multipath Z2BIONTAP# %
=REERHE » sABIAARIN "enable_foreign s%E 2 “/etc/multipath.conf X1 :

(:) cat /etc/multipath.conf
defaults {
enable foreign NONE

$ER 3 . B2E NVMe/FC #1 NVMe/TCP

88/ Broadcom/Emulex 3% Marvell/QLogic FEACAsAcE NVMe/FC » S F B EIRMEIHRERRE
NVMe/TCP °
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NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. SRR RN TEREE

a. BEmREIALTE .
cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe32002-M2
LPe32002-M2

b. BRTRELEM |
cat /sys/class/scsi_host/host*/modeldesc
TR G BB TE#ARES -

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. FAmARghRZS :
cat /sys/class/scsi_host/host*/fwrev

Zen T IR O BIRERR A

14.2.539.21, sli-4:2:c
14.2.539.21, sli-4:2:c

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version
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LT EERIERTR T BREh2 TR

0:14.0.0.21

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

3. 3SR 1pfc_enable fcd type 584 3 -

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. FESDIC R LUAR R EN 2R IR ¢

cat /sys/class/fc _host/host*/port name

TREZE A EIRLUN TRV

0x10000090faelec88
0x10000090faelec89

O EFERIE S EIBIRR AR L

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

6. HEIERAE NVMe / FC RIENERRE « BEERERIBAIR ©

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x211ad039%ecaa77dfc8 WWNN x2119d039%9eaa7dfc8
DID x021302 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x211cd03%eaa7dfc8 WWNN x2119d039%eaa7dfc8

DID x020b02 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000001ff Cmpl 00000001ff Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000001330ec7 Issue 0000000001330ec9 OutIO
0000000000000002
abort 00000330 noxri 00000000 nondlp 0000000b gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000354 Err 00000361

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WIWPN x211bd03%eaa7dfc8 WWNN x2119d039%eaa7dfc8
DID x022902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x211dd039%eaa7dfc8 WWNN x2119d039%ecaa7dfc8

DID x020102 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000001ff Cmpl 00000001ff Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000012ec220 Issue 00000000012ec222 OutIO
0000000000000002
abort 0000033b noxri 00000000 nondlp 00000085 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000368 Err 00000382

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T EIF&&E NVMe / FC o

TER
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cat /sys/class/fc host/host*/symbolic name

W EERERT 7 BREh 2 UM BIREhR A

QLE2742 FW: v9.10.11 DVR: v10.02.08.200-k
QLE2742 FW: v9.10.11 DVR: v10.02.08.200-k

2. ;5HE8 ql2xnvmeenable BERAE © & Al:E Marvell N ER{EZ NVMe / FC RIBIZSE(E !

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

RIS 1 o

NVMe / TCP

NVMe/TCP 13 EAR 15 B EEAFIR(E o 1K > EAILUEB#HIT NVMe/TCP KR NVMe/TCP F& &M s
%Z=f8 “connect @& “connect-all FENIR(E o

1. BB SR 2R 0l SR IEM NVMe/TCP LIF Ev8 IR HEmER ¢

nvme discover -t tcp -w host-traddr -a traddr

160



&

nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25
Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified.

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd03%a% 8ae9:discovery
traddr: 192.168.1.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified.

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd039%a%e8ae9:discovery
traddr: 192.168.2.26

sectype: none

2. FEABELANEY NVMe / TCP EiBhS BI1E LIF A4 I EuR sy EEEE

nvme discover -t tcp -w host-traddr -a traddr

FEE
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.26
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.25

3. 11T nvme connect-all EFAAETIER NVMe / TCP EXEN3sBEZE e iTHm < ©
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nvme connect-all -t tcp -w host-traddr -a traddr
Ll

.31 -a 192.168.2.25 -1 1800

nvme connect-all -t tcp -w 192.168. 2

.31 -a 192.168.1.24 -1 1800
2
1

nvme connect-all -t tcp -w 192.168.
.31 —a 192.168.2.26 -1 1800
.31 —a 192.168.1.25 -1 1800

nvme connect-all -t tcp -w 192.168.

PN RN

nvme connect-all -t tcp -w 192.168.

S8 4. (F]iE) %A NVMe/FC EXFH 1MB 1/0

ONTAPTEH AIEHIZSE R PR ERABERMEE A/ (MDTS) A& 8 ©
@ Broadcom NVMe/FC 1354 1MB A/AY 110 B3R » REZ =t
5%{H 64 FiA 256 ©

BEGERA 10 S RANEE 1MB o BE
210 “Ipfc' BB Ipfc_sg_seg_cnt BB TE

()  EeEsSETBRAR Qogic NVMe / FC 14 -

1. ¥ “Ipfc_sg_seg_cnt BEERES 256 :

cat /etc/modprobe.d/lpfc.conf
TRZEEIBELUATHAINGEL
options lpfc lpfc sg seg cnt=256

2. 34T “dracut -F @2 > ABEMRRSIEM o
3. HEETHYME “Ipfc_sg_seg_cnt' 7 256

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt
SEE 5 B S RIERE

BRsE O NVMe ZERRIGIARE > ANAARREH] ONTAP s ZERIR S EAN NVMe 48RS o

1. BEsRERBAZOANE NVMe ZERRK !
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cat /sys/module/nvme core/parameters/multipath

TEZEEEITIEHL ¢

2. EsH{E R ONTAP fha ZEMRVEE NVMe 5278 (FIUN ~ RELETE 2 NetApp ONTAP #5238 « BT
iopolicing BREAEIR) BREMKRMETHEL :
a. BRTRAR:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEZITIEHEL ¢

NetApp ONTAP Controller
NetApp ONTAP Controller

b. AR :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREZEEZITEE

round-robin

round-robin

3. MESREEE M LB M IFRRERG R R

nvme list
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&

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T

4. DS ERREAVIERISZREIS R AN - BEABERIANAKAE :

164

nvme list-subsys /dev/nvmeOnl

B~ NVMe/FC il

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:sn.0cd%eldclecllee8e7fd039%a%8ae9:subsystem.nvme
\

+- nvmel fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2086d039%ecaa7dfc8
host traddr=nn-0x20000024£f£f752e6d:pn-0x21000024£ff752e6d live non-
optimized

+- nvme2 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2016d039%ecaa7dfc8
host traddr=nn-0x20000024£f£f752e6c:pn-0x21000024££f752e6c live
optimized

+- nvme3 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2081d039%ecaa7dfc8
host traddr=nn-0x20000024ff752e6c:pn-0x21000024£f£f752e6c live non-
optimized

+- nvmed4 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2087d039%ecaa7dfc8
host traddr=nn-0x20000024ff752e6d:pn-0x21000024f£f752e6d live
optimized



B~ NVMe/TCP &5

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.alb2b785b9dellee8e7£d039%al%e8ael:subsystem.nvme tcp
1

\

+- nvmeO tcp traddr=192.168.2.26 trsvcid=4420
host traddr=192.168.2.31 live non-optimized

+- nvmel tcp traddr=192.168.2.25 trsvcid=4420
host traddr=192.168.2.31 live optimized

+- nvme2 tcp traddr=192.168.1.25 trsvcid=4420
host traddr=192.168.1.31 live non-optimized

+- nvme3 tcp traddr=192.168.1.24 trsvcid=4420
host traddr=192.168.1.31 live optimized

O REBETH LRI IFHERRMRER !

nvme list

mETEE

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev
1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFFF
6. EBz¥NetAppIMIMEZN R B REMEONTAP ERR AL B2 AL BV EREE !
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ki

nvme netapp ontapdevices -o column

g

Device Vserver Namespace Path

/dev/nvmeOnl tcpiscsi 129 /vol/tcpnvme 1 0 0/tcpnvme ns

NSID UUID Size
1 05¢c2¢c351-5d7£-41d7-9bd8-1a56¢ 21.47GB
JSON

nvme netapp ontapdevices -0 json

BT
{
"ONTAPdevices": [
{
"Device": "/dev/nvmeOnl",
"Vserver": "tcpiscsi 129",

"Namespace Path”: /vol/tcpnvme 1 0 O/tcpnvme ns ",
"NSID": 1,
"UUID": " 05c2c351-5d7£-41d7-9bd8-1a56c160c80b ",
"Size2: "21.47GB",
"LBA Data Size": 4096,
"Namespace Size" : 5242880

I
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TEE 6

l]:

. BB AN E
BRIEE

NetApp#&z2ID
"1479047"

Rocky Linux

T f## Rocky Linux

£ NVMe over Fabrics (NVMe-oF) #&

HIRRZSTI R o
H
BRI o

NVMe/TCP {ERFRL
=

NVMe/TCP B—IH57e 2 X EAEERINAE

L

RHEL 8.x NVMe-oF #3217 SEAFA %
IRIEH23 (PDC)

FHONTAP BT 1R EATNSE

Rocky Linux Ei#hxras
RHEL % EAONTAPIZHI2S 2 518 NVMe/TCP %18 9.3 S E S Hkas

% Z=RIfEA NVMe ZE81E > SCSI LUN M dm 2§

1((( o

5L

FERERFR A NVMe ZHRIE o

SAN RiEhE&E

55

7£ NVMe-oF F# Lt > aJLUEA nvme
discover -pJ 35S I PDC ° (RIS
B SMESZES-BEES RERILI—E
PDC ° {EZ > tNRETE NVMe-oF % E#
1T RHEL 8.x > BIEX#1T nvme discover
-pl RFEREEIIEER PDC - E2ENTE
A BEIZEE FHNERE AN EREFE o

1T EMECE FTS21IZRHITHEEE ONTAPH] Rocky Linux

ONTAP ks
9.12.1 HEFRRZA

PR R ZERE nvme-cli’ 8.2 HERIRA 9.10.1 KEFhRA
9.0 HEShRA 9.10.1 HEFARA
fEE—F# 518 NVMe #1 SCSI & > NVMe-oF &5 8.2 NE S ARAS 9.4 S EEhRA
ERARREPHITHIONTAPHRZAZ A > ONTAPZHRLATT SAN EHINEE o
Rocky Linux Ei#hxras
10.0 HESIRA
i NVMe/FC 5 E R 9.4 HEShRA
& nvme-cli RSB B2 BEVERNA » EEE=FR - 8.2 HE=MRA
nvme-cli FEEEMHFRIRE udev FREZ NVMe ZRRIEIR (iR 8 8T & 8.2 AE =R

®

ERRREERNFMAESR  F2RA'E

BIEHRKRTA" -
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T—%

WRIEH) Rocky Linux HRZAs2Z... THE...

10275 "% Rocky Linux 10.x fi2 & NVMe"
9% % "% Rocky Linux 9.x ECE& NVMe"
8% 75 "% Rocky Linux 8.x Bt & NVMe"
TERAEER

"TRRUNAEIE NVMe 13"

BCE Rocky Linux 10.x L3z #& NVMe-oF F1ONTAP7Z{#

Rocky Linux F#s5 32 B L 43EE R NVMe (NVMe/FC) F1E L TCP B9 NVMe
(NVMe/TCP) 5% > WSz 3RIF¥TEan % ZERMI7FEN (ANA) o ANA 12581 iISCSI #1 FCP IRIR
FRRYIEEFE R EE BE T2 AN (ALUA) FRHI L BRISINAE o

T #RN1a] % Rocky Linux 10.x 327 NVMe over Fabrics (NVMe-oF) 1% o i1 TS XIEMINAEE S » A2
"Rocky Linux ONTAPSZ{BBATHEE" o

NVMe-oF £ Rocky Linux 10.x B T EX1EH :

* 52 ‘nvme disconnect-all' ttfF L ZEFARIER R KN ELHERRL » FIERERRFATIETE c BESE
NVMe-TCP 3§ NVMe-FC #raZEfEift SAN BABIR R4 _EATUEIRIE ©

WER 1 ¢ EIEEAE SAN R

ISR AR E M LAER SAN BiENRES{CEBAIR S AIET M o A" BEEHER TR EELH Linux F¥£%
45~ EHEERBEERZES (HBA) ~ HBA BJB2 « HBA E(E) BIOS FIONTAPRRZAE2E 218 SAN B o

1. "3 NVMe dp =M AF HE R 1" o

2. 12{AAR23 BIOS 1% SAN EiEhan =3 FEZIAVEHERR A SAN BRE) o
MEUNFIRIFAHBA BIOSHIMEHRAE N ~ A2 BRI S BRI ©
3. ENREN U EREFERAE D OB IETTET ©
8% 2 . 4% Rocky Linux A1 NVMe #AS1 5358 M HIBCE
EHE A NVMe-oF REEH > BRELEIHN NVMe BAEE » BUAZ IR > WEREEH NQN R7E ©

1. 7£(EBREZ _E %4 Rocky Linux 10.x ° Z3E5TAE » AR EMITAIZFTERRY Rocky Linux 10.x &l

uname -—r
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Rocky Linux tZiO R A< E641

6.12.0-55.9.1.e110 0.x86 64

. 228t TNVMe-CLI (NVMe - CLI) Eff :

rpm -galgrep nvme-cli

TENGIFETRT nvme-cli ERASELARZS !

nvme-cli-2.11-5.e110.x86 64

. B8 1ibnvme EXH -

rpm -galgrep libnvme

THEHHAIFESRT libnvme EASELARAS

libnvme-1.11.1-1.e110.x86 64

- EFEHLE > & hostngn F& /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TEMFFRBRT hostngn EfE :

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633

- TEONTAPZ A > BRsEL T E ¢ “hostngn’ FERILAT "hostngn’ ONTAPESI R fEF R F & !

::> vserver nvme subsystem host show -vserver vs nvme 194 rockylinuxlO
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&

Vserver Subsystem Priority Host NOQN

vs nvme 194 rockylinuxl10
nvme4
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7¢c04£f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
4 entries were displayed.

(D N5 “hostnqn' ZERRILEL » 35fEF vserver modify 874 3R EHT "hostngn” HAEONTAPEEZ &
T A _LERF BT "hostngn' FE2KE “/etc/nvme/hostngn' TE £ L o

HE% 3 . B NVMe/FC #1 NVMe/TCP

f$£F Broadcom/Emulex 3% Marvell/QLogic ZEACAsECE NVMe/FC » S FH) IR EIHRERZRE
NVMe/TCP °

170



NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. SRR RN TEREE

a. BEmREIALTE .
cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe36002-M64
LPe36002-M64

b. BRTRELEM |
cat /sys/class/scsi_host/host*/modeldesc
TR G BB TE#ARES -

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. FAmARghRZS :
cat /sys/class/scsi_host/host*/fwrev
Zin RO ERShR A

14.0.539.16, sli-4:6:d
14.0.539.16, sli-4:6:d

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version
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LT EERIERTR T BREh2 TR

0:14.4.0.6

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

3. 3SR 1pfc_enable fcd type 584 3 -

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. FESDIC R LUAR R EN 2R IR ¢

cat /sys/class/fc _host/host*/port name

TREZE A EIRLUN TRV

0x2100f4c7aalcd7c?2
0x2100f4c7aalcd7c3

O EFERIE S EIBIRR AR L

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

6. HEIERAE NVMe / FC RIENERRE « BEERERIBAIR ©

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x202fd039%ecaa’7dfc8 WWNN x202cd039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x202dd03%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x020b10 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000810 Cmpl 0000000810 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007b098f07 Issue 000000007aee27c4 OutIO
ffffffffffed98bd
abort 000013b4 noxri 00000000 nondlp 00000058 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000013b4 Err 00021443

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2033d03%eaa7dfc8 WWNN x202cd039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2032d03%eaa’7dfc8 WWNN x202cd039%eaa7dfc8

DID x022910 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000840 Cmpl 0000000840 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007afd4434 Issue 000000007ae31b83 OutIO
ffffffffffebd74£
abort 000014a5 noxri 00000000 nondlp 0000006a gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000014a5 Err 0002149a

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T EIF&&E NVMe / FC o

TER
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cat /sys/class/fc host/host*/symbolic name

W EERERT 7 BREh 2 UM BIREhR A

QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. ;5HE8 ql2xnvmeenable BERAE © & Al:E Marvell N ER{EZ NVMe / FC RIBIZSE(E !

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

RIS 1 o

NVMe / TCP

NVMe/TCP 13 EAR 15 B EEAFIR(E o 1K > EAILUEB#HIT NVMe/TCP KR NVMe/TCP F& &M s
%Z=f8 “connect @& “connect-all FENIR(E o

1. BB SR 2R 0l SR IEM NVMe/TCP LIF Ev8 IR HEmER ¢

nvme discover -t tcp -w host-traddr -a traddr
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&

nvme discover -t tcp -w 192.168.20.1 -a 192.168.20.20

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.21.21

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.6deb65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.20.21

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039%a951cd46:discovery
traddr: 192.168.21.20

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

175



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.20.20

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951c4d6:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.21.21
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.20.21
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsveid: 4420

subngn: ngn.1992-

176



08.com.netapp:sn.64e65e6caae’711ef9668d03%a951c4d6:subsystem.rock
ylinux1l0 tcp subsystem

traddr:
eflags:
sectype:

trtype:
adrfam:
subtype:
treq:
portid:
trsvcid:

subngn:

192.168.21.20
none

none

tcp

ipvé

nvme subsystem
not specified
1

4420

ngn.1992-

08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock
ylinux1l0 tcp subsystem

traddr:
eflags:
sectype:

192.168.20.20
none

none

2. ExsBEMth NVMe/TCP EXEh2s3-B1E LIF A R/l REIRAGEEER ©

nvme discover -t tcp -w host-traddr -a traddr

e

nvme discover -t tcp -w 192.168.20.
nvme discover -t tcp -w 192.168.21.
nvme discover -t tcp -w 192.168.20.
nvme discover -t tcp -w 192.168.21.

-a 192.168.20.20
192.168.21.20
-a 192.168.20.21
-a 192.168.21.21

e
I
Q

3. 1T nvme connect-all BFIEEETIERN NVMe / TCP EXEh2 B2 EpEEHITHS ©

nvme connect-all -t tcp -w host-traddr -a traddr
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&

nvme connect-all -t tcp -w 192.168.20.1 -a
192.168.20.20
nvme connect-all -t tcp -w 192.168.21.1 -a
192.168.21.20
nvme connect-all -t tcp -w 192.168.20.1 -a
192.168.20.21
nvme connect-all -t tcp -w 192.168.21.1 -a

192.168.21.21

¢ Rocky Linux 9.4 BA%4 > NVMe/TCP BJ:& & “ctrl_loss_tmo timeout' BE#N:& E A “BIR” o FEIL :
s EARERARS (EEER) -

* BAFEFHEERTH ctrl_loss_tmo timeout A EFR "nvme connect’ & "nvme connect-all a5 < (3
IH-l) o

* WNRIBEERIEHEE - NVMe/TCP $EHISZ A AR - I B & HEREAM (RITELR o

$E5 4. (%) %A NVMe/FC EXFE 1MB /0

ONTAPTE: B2 Bk hiR 5 R A B EMEE A/ (MDTS) A& 8 c EEMER KA /0 FARA/NAE 1MB - HE
@ Broadcom NVMe/FC FE#EEH 1MB A/NEY 1/0 B3R » (RFEZZIENN "Ipfc’ BIETE “Ipfc_sg_seg_cnt 2EUTE
%18 64 k% 256 ©

@ ELSEREAR Qlogic NVMe / FC 14 o

1. #& “Ipfc_sg_seg_cnt BERTES 256 :

cat /etc/modprobe.d/lpfc.conf
e EIRLUATEHANGEL !
options lpfc lpfc sg seg cnt=256

2. $1T "dracut -f 85 % > ABEMRAEN M ©
3. HESRHYME “Ipfc_sg_seg_cnt' 7 256 :
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

HEF 5 . BozE NVMe EXENARTS

& “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC 8 & HIEREIARTE "nvme-cli' %

SENENRF > BB BEEE
EXE5ER % » ESsE “nvmefc-boot-connections.service #1 “nvmf-autoconnect.service' EXENERFE ERLA °

1. B2 “nvmf-autoconnect.service' EEUE :

systemctl status nvmf-autoconnect.service

e el

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: i1nactive (dead)

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Starting Connect NVMe-oF subsystems automatically during boot...

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Finished Connect NVMe-oF subsystems automatically during boot.

2. #z% “nvmefc-boot-connections.service' BEELA -

systemctl status nvmefc-boot-connections.service
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mEfmh

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-06-10 01:08:36 EDT; 2h
59min ago

Main PID: 7090 (code=exited, status=0/SUCCESS)
CPU: 30ms

Jun 10 01:08:36 localhost systemd[l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jun 10 01:08:36 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jun 10 01:08:36 localhost systemd[l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

$EE 6 . BRI ERE
ESSRIZIOAEE NVMe ZERRIEARAE » ANA AREEF] ONTAP s 2 RIS EA NVMe 4HEAE o

1. RERMAZOAE NVMe ZERTE !

cat /sys/module/nvme core/parameters/multipath

TREZEEEITIEHL ¢

2. EasH{E R ONTAP 4 ZEIRVEE NVMe 278 (FIUN ~ FREEETE % NetApp ONTAP #5238 « B & T
iopolicing SR EABIR) BEEMRMAEEH L :
a. BEmTARM -

cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEE TIEHEL ¢
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. REREREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREZEEEITIEHL :

round-robin

round-robin

3. MESRETE WM LB IFRRRGRZER

nvme list

e

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. S EREAIERISSREIS R AR - BREBERIANAKRS
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NVMe / FC

nvme list-subsys /dev/nvme5nl

T

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.f7565b015a66911e£9668d039%ca951c46:subsystem.nvme
1
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4cd4544-

0056-5410-8048-c7c04£425633

\

+- nvmel26 fc traddr=nn-0x2036d039ea951c45:pn-
0x2038d039ea951c45,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmel76 fc traddr=nn-0x2036d039ea951c45:pn-
0x2037d039ea951c45,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

+- nvmeb fc traddr=nn-0x2036d039%ea951c45:pn-
0x2039d039ea951c45,host traddr=nn-0x2000f4c7aalcd/c2:pn-
0x2100f4c7aalcd7c2 live non-optimized

+- nvme71l fc traddr=nn-0x2036d039%9ea951c45:pn-
0x203ad039ea951c45,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live non-optimized

NVMe / TCP

nvme list-subsys /dev/nvmedn?2
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nvme-subsys4 - NQN=nqgn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d039%ea951c4d6:subsystem.nvme
4

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-c2c04£444d33
\
+- nvmel02 tcp
traddr=192.168.21.20, trsvcid=4420,host traddr=192.168.21.1,src a
ddr=192.168.21.1 live non-optimized
+- nvmelbl tcp
traddr=192.168.21.21, trsvcid=4420,host traddr=192.168.21.1,src a
ddr=192.168.21.1 live optimized
+- nvmed tcp
traddr=192.168.20.20, trsvcid=4420, host traddr=192.168.20.1,src a
ddr=192.168.20.1 live non-optimized
+- nvmeb3 tcp
traddr=192.168.20.21, trsvcid=4420, host traddr=192.168.20.1,src a
ddr=192.168.20.1 live optimized

S. EgsENetAppIMIE ZE DR REONTAP EhR A BB E MR ERNIERE :
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nvme netapp ontapdevices -o column

e
Device Vserver Namespace Path
/dev/nvmelOnl vs_tcp rockylinuxlO /vol/voll0/ns10
NSID UUID Size

1 bbf51146-£fc64-4197-b8cf-8a24£6£359b3 21.47GB

JSON

nvme netapp ontapdevices -o json

FETEE

"ONTAPdevices": [
{
"Device":"/dev/nvmelOnl",
"Vserver":"vs tcp rockylinuxlQ0",
"Namespace Path":"/vol/voll0/nsl1O",
"NSID":1,
"UUID" :"bbf51146-fc64-4197-b8cf-8a24f6£359b3",
"Size":"21.47GB",
"LBA Data Size":4096,
"Namespace Size'":5242880

TR REZEHAFDERE

Rocky Linux 10.x EEFONTAPIERZ: 2 EiE# NVMe/TCP ZIEZEMHA S 7158

=1E F iz as BB —(E "DH-HMAC-CHAP i8R EZ 2 B {0588 o "DH-HMAC-CHAP &8 NVMe
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FHEIEHIRE NON HEIE SR EMNSNRESRNES - EE2RFHHEFIRE « NVMe EHEHERIZRL
AR L F IR AR R o

M CLI S5 E JSON EEREREFTRE7HEEE - IREFED/TRNFRFIREARRE dhchap £58 Al
WZRIEFA#ARE JSON 182 ©
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CLI
fEA CLI REZERIERNERE o

1. ER{SEH NON

cat /etc/nvme/hostngn

2. 7 Rocky Linux 10.x EH#ZE4% dhchap £ ©

MU TF#H 3 T "gen-dhchap-key f5 S 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

-m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

-n host NON to use for key transformation

ET5EEIF - FELE—EREA dhchap £58 - E HMAC 584 3 (SHA-512) ©

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-c2c04£f444d33
DHHC-

1:03:7z£8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+thialakKDKJQ2053pX3wYM9
xdv5DtKNNhJInZ7X8wU2RQpQIngc=:

3. 7£ ONTAP #Efil2g L - ¥ E I35 EM1E dhchap &% -

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. IS IEMERE L ERMER o T LE - BARE ONTAP 583 « WIRIRFMENERE S A15E
dhchap £§8 :
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. B#5% nvme connect authentication #p<BREE EHEAIZHIZS dhchap &8 :

a. BgsB 1 dhchap &% .

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR BV L S

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03: fMCrJharXUOgqRoIsOEaG6om2PHlyYvub5+z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

b. EZzBHEHI28 dhchap 128 :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

187



AR RAHRR RV EE A

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC- 1:03:7zf8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJdathia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJda+thia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

JSON

EONTAPZHIZR LB ZE NVMe TR » Rl UAfEA /etc/nvme/config.json X 4EL “nvme
connect-all' &3 < ©

R -0 EIBRELE JSON 182 - BREZE/AEIE » 552 NVMe connect-all FE o

1. BCE JSON FEZE o

@ ELLTERFIA - dhchap_key\ﬁﬁgﬁé “dhchap secret Ml “dhchap ctrl key®
& “dhchap ctrl secret ©
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cat /etc/nvme/config.json

[

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-

5910-804b-c2c04£444433",

"hostid":"4c4c4544-0035-5910-804b-c2c04£444d33",

"dhchap key":"DHHC-

1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJa+thialaKDKJQ2053pX3

WwYMIxdv5DtKNNhIInZ7X8wU2RQpQIngc=:",
"subsystems": [

{

"ngn":"ngn.1992-

08.com.netapp:sn.127ade26168811f0a50ed039%abb69%ad3:subsystem.inba

nd unidirectional",

"ports": [

2. {$FA4RAE JSON #E

=
=]

{

"transport":"tcp",
"traddr":"192.168.20.17",

"host traddr":"192.168.20.

"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.20.18",

"host traddr":"192.168.20.

"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.21.18",

"host traddr":"192.168.21.

"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.21.17",

"host traddr":"192.168.21.

"trsvcid":"4420"

AT ONTAP #4128 ©

1"'

1"’

1"’

1"’
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nvme connect-all -J /etc/nvme/config.json

g

traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected

3. EEsE B A A MAVERIEH 232 S ERUA dhchap H#% -

a. B8 1 dhchap &% :

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

LT EHIZERT dhchap &8 -

DHHC-1:03:7z£8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJda+hial
aKDKJQ2053pX3wYMOxdv5DtKNNhIJInZ7X8wU2RQpQIngc=:

b. Egz81EHI28 dhchap %3

cat /sys/class/nvme-subsystem/nvme-

subsys0/nvme0/dhchap ctrl secret

TREZE BB TEHABES -
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DHHC-1:03:fMCrJharXUOgRoIsOEaG6om2PHlyYvu5+z33T
mzEKUbcWu26I33b93b112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

T 8 | MRABMME
REENRERE -

BcE Rocky Linux 9.x L{3Z1& NVMe-oF HIONTAPTZ(#

Rocky Linux 1B B YL4EEM NVMe (NVMe/FC) F0E L TCP B9 NVMe
(NVMe/TCP) 5% » Wi Sz31RIF¥ITEAR 5 TR ITFE (ANA) © ANA 21 iSCSI #1 FCP IRI%
PRV IEE 78 EE B /7N (ALUA) MM BRISTHAE o

T R 4N1a] % Rocky Linux 9.x 327E NVMe over Fabrics (NVMe-oF) 1 o {1 E L HIEMINAE R » B2
"Rocky Linux ONTAPZ$BEBITHAE" o

NVMe-oF £ Rocky Linux 9.x L FEXIPEH] :

* 3= ‘nvme disconnect-all’ lbiF 2 ZEFARIER R BN EBELHERRL » AIETERRFEFIET c BYESE
NVMe-TCP 3 NVMe-FC #raZEfIHE SAN BIEIRI R4 _E BT TIEIR(E o

HER 1 1 IR SAN FAi%

ISR AR E EHLAER SAN BiENRES{C2BAIR S AR M o A" BEEHER TR EBELH Linux F£%
45 THEERBEERCSS (HBA) ~ HBA EJB2 « HBA EX&) BIOS FIONTAPRRZAZ B 218 SAN EXEf o

1. "3 NVMe dp R =M AF HE RS 1" o

2. 7£{AARES BIOS #1173 SAN REhena = EHEZIRVEEHRRUA SAN B®) -
INEEINEIRIFAHBA BIOSHIERAE N ~ A2 BMm S BAI X1 o
3. EMREN LR IFERRE DB L ETEET ©
HB% 2 | %% Rocky Linux # NVMe $REE 11 53-8 IS HIECE
EEZ NVMe-oF SREEH > BRELETHA NVMe A6 - BIFAZERE » WEREEM NQN R7E o

1. TEAIARES _E &4 Rocky Linux 9.x © ZEE5EMTE » sAfksa S BITRIEFTERY Rocky Linux 9.x 1%l

uname -—-r

Rocky Linux #ZIO\HR2<&541
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5.14.0-570.12.1.e19 6.x86 64

2. Z28t TNVMe-CLI (NVMe - CLI) Eff :

rpm -galgrep nvme-cli

LUFE5I2ER T nvme-cli ExBEEIRRZS :

nvme-cli-2.11-5.e19.x86 64

3. 28t 1ibnvme B :

rpm -galgrep libnvme

TENGIFETRT ‘libnvme EASEIRRZS :

libnvme-1.11.1-1.e19.x86 64

4. 1£ Rocky Linux 1% L » % hostngn & /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TENGIFRTRT hostngn kR4 :

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-09c04£f425633

5. 7ZEONTAPZAH » EEsEIA T & ¢ “hostngn FETLAL "hostngn' ONTAPPES| R EF RAMHIF &R -

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
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Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

WMRZ hostngn FERARHER « 5FH vserver modify L KEH hostngn HE
@ ONTAP (&% F &4 EBIFE ~ LIRTA hostngn FEBIKIR /etc/nvme/hostngn 1EE1
ko

HER 3 . 327E NVMe/FC 1 NVMe/TCP

£/ Broadcom/Emulex 3% Marvell/QLogic ZBACasACE NVMe/FC » S FH) IR EIHRERRTE
NVMe/TCP °
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NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. SRR RN TEREE

a. BEmREIALTE .
cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe36002-M64
LPe36002-M64

b. BRTRELEM |
cat /sys/class/scsi_host/host*/modeldesc
TR G BB TE#ARES -

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. FAmARghRZS :
cat /sys/class/scsi_host/host*/fwrev
Zin RO ERShR A

14.0.539.16, sli-4:6:d
14.0.539.16, sli-4:6:d

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version
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LT EERIERTR T BREh2 TR

0:14.4.0.6

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

. 5AfEse lpfc_enable fc4 type 4% 3 -

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- FESDIS AT AR RN Eh S iR

cat /sys/class/fc _host/host*/port name

LUT s B IR AR, -

0x2100f4c7aalcd7c?2
0x2100f4c7aalcd7c3

- R E SR ERIRE SR L ¢

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

- FESDE R NVMe / FC RiEha3Ei%IR « BEERERIBAR !

cat /sys/class/scsi_host/host*/nvme info
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NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b954518 WWNN x200000109b954518
DID x000000 ONLINE

NVME Statistics
LS: Xmt 0000000000 Cmpl 0000000000 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000000000 Issue 0000000000000000 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b954519 WWNN x200000109b954519
DID x020500 ONLINE

NVME Statistics
LS: Xmt 0000000000 Cmpl 0000000000 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000000000 Issue 0000000000000000 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x1000001090f044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x200bd039%ecaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x021319 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2155d03%eaa7dfc8 WWNN x2154d039eaa7dfc8
DID x02130f TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2001d039%eaa7dfc8 WWNN x2000d039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x200dd039%eaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x020bl5 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2156d03%eaa7dfc8 WWNN x2154d039eaa7dfc8
DID x020b0d TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2003d039%eaa’7dfc8 WWNN x2000d039%9eaa7dfc8
DID x020b10 TARGET DISCSRVC ONLINE



NVME Statistics
LS: Xmt 0000003049 Cmpl 0000003049 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000018£9450b Issue 0000000018f5de57 OutIO
fffffffffffc994c
abort 000036d3 noxri 00000313 nondlp 00000c8d gdepth
00000000 wgerr 00000064 err 00000000
FCP CMPL: xb 000036dl Err 000fefOf

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x200000109bf044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2062d03%eaa7dfc8 WWNN x2008d039%eaa7dfc8
DID x022915 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2157d039%eaa7dfc8 WWNN x2154d039%9eaa7dfc8
DID x02290f TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2002d039%eaa7dfc8 WWNN x2000d039eaa7dfc8
DID x022910 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2065d039%eaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x020119 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2158d03%eaa7dfc8 WWNN x2154d039%eaa7dfc8
DID x02010d TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d039%eaa’7dfc8 WWNN x2000d039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000002f2c Cmpl 0000002f2c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000001laaf3eb5 Issue 000000001aab4373 OutIO
fffffffffffcO04be
abort 000035cc noxri 0000038c nondlp 000009e3 gdepth
00000000 wgerr 00000082 err 00000000
FCP CMPL: xb 000035cc Err 000fcfcO

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T EIR&&E NVMe / FC ©

TER
1. BB RN ERSRREEN MR ARE R ZIE

cat /sys/class/fc _host/host*/symbolic name
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LT EEAIERTR T BeEh2 UM BIRShRZS

QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. ;AR gl2xnvmeenable BERE © 5 0I:E Marvell N EIREA NVMe / FC EXBHESE(E -

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

TRERELLAS 1 o

NVMe / TCP

NVMe/TCPREARZIE B BELFIRIE o [N BFENHIT NVMe/TCP EIZSEIZFA B IREA FEEIR
NVMe/TCP F&4AFmmaZEm o

1. BERERERRE T UEZIEN NVMe/TCP LIF BUSERAREMER -

nvme discover -t tcp -w host-traddr -a traddr
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nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24

Discovery Log Number of Records 20, Generation counter 25

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.2.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.1.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.
Unidirectional DHCP NONE 1 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%ecabbcbbd: subsystem.
Unidirectional DHCP NONE 1 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsveid: 4420

subngn: ngn.1992-
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08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Unidirectional DHCP NONE 1 5

traddr: 192.168.2.24

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%cabbcbbd: subsystem.
Unidirectional DHCP 2 2
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Unidirectional DHCP 2 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%cabbcbbd: subsystem.
Unidirectional DHCP 2 5
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d03%cabbcbbd: subsystem.
Bidirectional DHCP 2 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP 2 3
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.
Bidirectional DHCP 2 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%ecabbcbbd: subsystem.
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Bidirectional DHCP NONE 2 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d039%cabbcbbd: subsystem.
Bidirectional DHCP NONE 2 5
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 6
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.
Bidirectional DHCP NONE 2 7
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 8

traddr: 192.168.1.25

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0f4bale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 9
traddr: 192.168.1.24
eflags: none

sectype: none

2. EszEEMh NVMe/TCP BiEN23-B18 LIF A8 2R U MIEERIRAREEER

nvme discover -t tcp -w host-traddr -a traddr
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nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25

3. 1T nvme connect-all EFAAEIEESZIEM NVMe / TCP B Eh2s BiIZ4 et < ©

nvme connect-all -t tcp -w host-traddr -a traddr

FETEED
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.25

% Rocky Linux 9.4 F# > NVMe/TCP BJZE “ctrl_loss_tmo timeout’ BEERE 2 BARA"  FELE :

* ERRERARS (BRES) -

* MABEFHEERTEH ctrl_loss_tmo timeout EEARFEK "'nvme connect & "nvme connect-all &5 < (&
IH-) o

* WNREERIEHEE - NVMe/TCP $EHISS A S8R - I B GERERM RITELR o

HEX 4. (%) 2 NVMe/FC XA 1MB 1/O

ONTAPZE#BIEHISS BRI PIRERAZTEMEH A/ (MDTS) 2 8 c EEMKERK I/0 FARA/NAIE IMB - BE
@ Broadcom NVMe/FC FE#EEEH 1MB A/ 1/0 B3K » (RFEZZIENN "Ipfc’ BIE(E “Ipfc_sg_seg_cnt 2EUETE
5%{H 64 % 256 ©

()  EeEsmmBRR Qogic NVMe / FC 4 -

FER
1. ¥& “Ipfc_sg_seg_cnt BB TS 256

cat /etc/modprobe.d/lpfc.conf

205



TEZEE R THAREL :

options lpfc lpfc sg seg cnt=256

2. 34T “dracut -F @2 > ABEMERSIEM o
3. HEETAYME “Ipfc_sg_seg_cnt 7 256

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

$E% 5 . BazE NVMe EXENARTS

5 “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC FE ZHIEXENARTS "nvme-cli’ %

SENENEY  EXREE 2 BEIRNA o
ErEER1E > B555 “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' BIENIRFSEERFR ©

1. #&2 "nvmf-autoconnect.service' BRUE -

systemctl status nvmf-autoconnect.service

mErEfmh

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead)

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Starting Connect NVMe-oF subsystems automatically during boot...

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]: nvmf-
autoconnect.service: Deactivated successfully.

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Finished Connect NVMe-oF subsystems automatically during boot.

2. 727 “nvmefc-boot-connections.service' BEEUA -

systemctl status nvmefc-boot-connections.service
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mEfmh

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-06-10 01:08:36 EDT; 2h
59min ago

Main PID: 7090 (code=exited, status=0/SUCCESS)
CPU: 30ms

Jun 10 01:08:36 localhost systemd[l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jun 10 01:08:36 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jun 10 01:08:36 localhost systemd[l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

$EE 6 . BRI ERE
ESSRIZIOAEE NVMe ZERRIEARAE » ANA AREEF] ONTAP s 2 RIS EA NVMe 4HEAE o

1. RERMAZOAE NVMe ZERTE !

cat /sys/module/nvme core/parameters/multipath

TREZEEEITIEHL ¢

2. EasH{E R ONTAP 4 ZEIRVEE NVMe 278 (FIUN ~ FREEETE % NetApp ONTAP #5238 « B & T
iopolicing SR EABIR) BEEMRMAEEH L :
a. BEmTARM -

cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEE TIEHEL ¢
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. REREREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREZEEEITIEHL :

round-robin

round-robin

3. MESRETE WM LB IFRRRGRZER

nvme list

e

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. S EREAIERISSREIS R AR - BREBERIANAKRS
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NVMe / FC

nvme list-subsys /dev/nvmedn5

T

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3ab5d31£f5502c11ef9f50d039%eabbcbbd: subsystem.nvme
1

hostngn=ngn.2014-08.org.nvmexpress:uuid:ebdade6cd-
21e6d-
llec-b7bb-7ed30a5482c3
iopolicy=round-robin\
+- nvmel fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2088d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6d:pn-
0x21000024£f£f752e6d live optimized
+- nvmel2 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x208ad03%eaa7dfc8,host traddr=nn-0x20000024ff752e6d:pn-
0x21000024£f£f752e6d live non-optimized
+- nvmel0 fc traddr=nn-0x2082d03%eaa7dfc8:pn-
0x2087d03%eaa7dfc8,host traddr=nn-0x20000024ff752e6c:pn-
0x21000024£ff752e6¢c live non-optimized
+- nvme3 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2083d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024ff752e6c live optimized

NVMe / TCP

nvme list-subsys /dev/nvmelnl
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nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.nvme
_tcp_ 3
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

iopolicy=round-robin

\

+- nvmel3 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live optimized

+- nvmeld tcp

traddr=192.168.2.24,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live non-optimized

+- nvmeb tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live optimized

+- nvmeb6 tcp

traddr=192.168.1.24,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live non-optimized

5. BRFENetAppIMIER BB EBONTAP EhRA LB MK ERIERE !
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nvme netapp ontapdevices -o column

Rafl
Device Vserver Namespace Path
/dev/nvmelnl linux_ tcnvme iscsi

/vol/tcpnvme 1 0 O/tcpnvme ns

NSID UUID Size
1 5£7£630d-8eab5-407£-a490-484b9%5b15dd6 21.47GB
JSON

nvme netapp ontapdevices -o json

T

"ONTAPdevices": [
{

"Device":"/dev/nvmelnl",
"Vserver":"linux tcnvme iscsi",

"Namespace Path":"/vol/tcpnvme 1 0 0/tcpnvme ns",
"NSID":1,

"UUID":"5f7£630d-8ea5-407f-a490-484b95bl5dde",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size'":5242880
by

TRT . REZEHRS 1 EE

Rocky Linux 9x FH##FIONTAPIEHIZ3 Z 58 NVMe/TCP ZIRLEMNHEANZHERE ©
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B E TR AU AR —(E DH-HMAC-CHAP SRR E X 2 H11EE5E ° "DH-HMAC-CHAP £1&=Z NVMe
EHEIERIZRH NON REESRENSMNEESRIES - E2REHEFIRE - NVMe EHEIEHISRVA
SHLBI B Fim A AR RARI R 58

TR

A CLI 3UERTE JSON IERREREHASMETE - MREFEDTRNFRHAISEARRDY dhchap &4E - Al
WIAEFMERE JSON 85 ©
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CLI
fEA CLI REZERIERNERE o

1. ER{SEH NON

cat /etc/nvme/hostngn

2. 2 Rocky Linux 9.x EH#ESE dhchap &8 °

M3 T "gen-dhchap-key 55 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

ET5EEIF - FELE—EREA dhchap £58 - E HMAC 584 3 (SHA-512) ©

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-11lec-b7bb-7ed30a5482c3
DHHC-

1:03:wSpuuKbBHTzCOWOJZxMBsYd9JFV8Si9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOoO0PJJIM6yZsTeEpGkDHMHQ255+g=":

3. 7£ ONTAP #5128 E ~ il F 145 EMME dhchap £ :

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. FHSZEMERSSE EAMER o XML  FRE ONTAP 583 « WiRIRFTENERE 5 AEE
dhchap &% :
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. B#5% nvme connect authentication #p<BREE EHEAIZHIZS dhchap &8 :

a. BgsB 1 dhchap &% .

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR BV L S

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:CNxTYqg73T9vJk0JpOfDBZrhDCgpWBN4XVZI5SWxwPgDUi1eHA] :
DHHC-1:01:CNxTYq73T9vJk0JpOfDBZrhDCgpWBN4XVZISWxwPgDUieHA] :
DHHC-1:01:CNxTYq73T9vJk0JpOfDBZrhDCapWBN4XVZISWxwPgDUieHA] :
DHHC-1:01:CNxTYqg73T9vJk0JpOfDBZrhDCqpWBN4XVZI5SWxwPgDUi1eHA] :

b. E&:BIZHI28 dhchap 1% :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

R EmAERRR LS

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KG1lrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQO255+g=":

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si%9aDh22k2BR/4m852vH7KG1lrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=":



JSON
EONTAPHER2% LB 218 NVMe FRAARTAEF » KAILAER “/etc/nvme/config.json’ SX{HEL “nvme

connect-all'#p% ©
fEF -0 EIBRAESLE JSON 182 - BRIE ZEE/AEIE » 552 NVMe connect-all FE o

1. Fi2® JSON 182 -

(D TELLTEERIA » dhchap_key‘?‘_fﬁgﬁ’:\ \dhchap_secret\ﬁl “dhchap ctrl key®
HFEH “dhchap ctrl secret ©
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cat /etc/nvme/config.json
[

{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid: 9796clec-0d34-11eb-
b6b2-3a68dd3bab57",
"hostid":"b033cd4fdedb4724adb48655bfb55448",
"dhchap key":" DHHC-
1:01:CNxTYq73T9vIk0JpOfDBZrhDCOpWBN4XVZI5WxwPgDUieHAL : "
by
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-

804b-b5c04£444d33",
"subsystems": [
{
"ngn":"ngn.1992-

08.com.netapp:sn.0fdbale74eb611ef9f50d039%abocb6d: subsystem.bidi
r DHCP",
"ports": [
{
"transport":"tcp",
"traddr":" 192.168.1.24 ",

"host traddr":" 192.168.1.31 ",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPpUuKbBHTzCOWIJZxMBsYd9JFV8319aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
0o0PJJM6yZsTeEpGkDHMHQ255+g=:"

bo
{

"transport":"tcp",
"traddr":" 192.168.1.25 ",
"host traddr":" 192.168.1.31",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPUUKbBHTzCOW9JZXMBsYd9JFV8S19aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
Oo0PJJIM6byZsTeEpGkDHMHQ255+g=:"

by
{

"transport":"tcp",
"traddr":" 192.168.2.24 ",
"host traddr":" 192.168.2.31",
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"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSpUuuKbBHTzCOW9IJZxMBsYd9JFV8S1i9aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
0o0PJJMbyZsTeEpGkDHMHQ255+g=:"

by
{

"transport":"tcp",
"traddr":" 192.168.2.25 ",
"host traddr":" 192.168.2.31",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPpUuuKbBHTzCOWIJZxMBsYd9JFV8319aDh22k2BR/4m852vH7KG1lrJeMpzhmyjDW
0Oo0PJJM6yZsTeEpGkDHMHQ255+g=:"

}

2. {FEFA4HRE JSON 1EZEARE ONTAP 1ZHl28 ©

nvme connect-all -J /etc/nvme/config.json
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&

already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.1.25, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%eabbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.2.25, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp,traddr=192.168.1.24,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.2.24,trsvcid=4420

3. IR EASETRANERIESGISZEA dhchap #2
a. B85 dhchap £i8 :

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

MU TERIZERT dhchap &8

DHHC-1:01:CNxTYq73T9vJk0JIJpOfDBZrhDCgpWBN4XVZI5SWxwPgDUieHA] :

b. Egz8EHI28 dhchap %3

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret



TEZE AR TERAIREL

DHHC-
1:03:wSpuuKbBHTzCOWOJZxMBsYd9JFV8Si9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOoO0PJJIM6OyZsTeEpGkDHMHQ255+g=":

TR 8  mRENEE
REEHEE -

BCE Rocky Linux 8.x UA3Z1& NVMe-oF fIONTAP7Z{#

Rocky Linux #5718 BB ER NVMe (NVMe/FC) FIEFL TCP BY NVMe
(NVMe/TCP) 3% > jtfz?ﬁ#iﬁmp%’“%ﬁrﬂy (ANA) o ANA 12{1t£2 iSCSI #1 FCP IR1E
AV IES 8RB /7 AN (ALUA) MM IRIETHAE o

T BEYN{a1% Rocky Linux 8.x 327 NVMe over Fabrics (NVMe-oF ) 1 o i B S HIEMINGERE R » B2
"Rocky Linux ONTAPSZ3E BTHAE" o

NVMe-oF E& Rocky Linux 8.x X T EXIEH! :

* BAIARZIEFER NVMe-oF #ER SAN EX&f o
* 7 Rocky Linux 8.x 1 » NVMe-oF ¥ FR#ZOLA NVMe ZRRETAERAERA ; MAEFHRAE °
* AN BARE > NVMe/TCP BJfEA X MITAE o

HE% 1 | 4 Rocky Linux 1 NVMe ErAg a8 CRYACE
EES NVMe-oF FREFH > (CEERETHAN NVMe BREEE > BUBZ RS » WEREETHE NQN RE ©

TER
1. 7EEARES_ EZ5E Rocky Linux 8.x © BEESERLTE » AFERISHITHYEFIERY Rocky Linux 8.x #Zit)

uname -—-r

Rocky Linux #ZiIChRZs #6451

5.14.0-570.12.1.e19 6.x86 64

2. L8t TNVMe-CLI (NVMe - CLI) Eff :

rpm -galgrep nvme-cli
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LUTE3652ER T nvme-cli EXBEEIRRZS :

nvme-cli-2.11-5.e19.x86 64

3. L8 1ibnvme B :

rpm -galgrep libnvme

TENGIFETT libnvme BFEEIRZS :

libnvme-1.11.1-1.e19.x86 64

4. £ Rocky Linux £# F > #% hostngn & /etc/nvme/hostngn -

cat /etc/nvme/hostngn

THEMFFRBRT hostngn ir4s :

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633

5. ZEONTAPAR L » ERsB AT &N ¢ “hostngn FEEULED "hostngn' ONTAPES | R EF RATHIF R

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
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Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

WMRZ hostngn FERARHER « 5FH vserver modify L KEH hostngn HE
@ ONTAP (&% F &4 EBIFE ~ LIRTA hostngn FEBIKIR /etc/nvme/hostngn 1EE1
ko

HER 2 . 327 NVMe/FC 1 NVMe/TCP

£/ Broadcom/Emulex 3% Marvell/QLogic ZBACasACE NVMe/FC » S FH) IR EIHRERRTE
NVMe/TCP °
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NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex ITEIE:%E NVMe / FC ©

1. SRR RN TEREE

a. BEmREIALTE .
cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe36002-M64
LPe36002-M64

b. BRTRELEM |
cat /sys/class/scsi_host/host*/modeldesc
TR G BB TE#ARES -

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. FAmARghRZS :
cat /sys/class/scsi_host/host*/fwrev
Zin RO ERShR A

14.4.317.10, sli-4:6:d
14.4.317.10, sli-4:6:d

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version’
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LT EERIERTR T BREh2 TR

0:14.4.0.2

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

3. ERsEmVTERREILE 2 lpfc enable fc4 type’ RER

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. FESDIC R LUAR R EN 2R IR ¢

cat /sys/class/fc _host/host*/port name

LUT s B IR AR, -

0x100000109b£f044b1
0x100000109b£044b2

O EFERIE S EIBIRR AR L

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

6. FERE A NVMe / FC R(BN33EIHIE « BRERERBEAR ¢

cat /sys/class/scsi_host/host*/nvme info
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&

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x202fd039%ecaa’7dfc8 WWNN x202cd039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x202dd03%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x020b10 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000810 Cmpl 0000000810 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007b098f07 Issue 000000007aee27c4 OutIO
ffffffffffed98bd
abort 000013b4 noxri 00000000 nondlp 00000058 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000013b4 Err 00021443

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2033d03%eaa7dfc8 WWNN x202cd039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2032d03%eaa’7dfc8 WWNN x202cd039%eaa7dfc8

DID x022910 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000840 Cmpl 0000000840 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007afd4434 Issue 000000007ae31b83 OutIO
ffffffffffebd74£
abort 000014a5 noxri 00000000 nondlp 0000006a gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000014a5 Err 0002149a

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T EIF&&E NVMe / FC o

TER
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cat /sys/class/fc host/host*/symbolic name

W EERERT 7 BREh 2 UM BIREhR A

QLE2742 FW:v9.14.00 DVR:v10.02.09.200-k
QLE2742 FW:v9.14.00 DVR:v10.02.09.200-k

2. ;5HE8 ql2xnvmeenable BERAE © & Al:E Marvell N ER{EZ NVMe / FC RIBIZSE(E !

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable

RIS 1 o

NVMe / TCP

NVMe/TCP 13 EAR 15 B EEAFIR(E o 1K > EAILUEB#HIT NVMe/TCP KR NVMe/TCP F& &M s
%Z=f8 “connect @& “connect-all FENIR(E o

1. BB SR 2R 0l SR IEM NVMe/TCP LIF Ev8 IR HEmER ¢

nvme discover -t tcp -w host-traddr -a traddr
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&

nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
Discovery Log Number of Records 20, Generation counter 25

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.2.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d:discovery
traddr: 192.168.1.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%eabbcbbd: subsystem.nvme
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_tep 1

traddr: 192.168.2.24
eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9£f50d039%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4

228



subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.nvme

_tcp 4
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp_ 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme
tcp 3
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traddr: 192.168.1.25
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.nvme

_tcp_ 3
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: nqgn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 3
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.nvme

_tcp 2
traddr: 192.168.2.25
eflags: none

sectype: none
trtype: tcp

adrfam: ipv4
subtype: nvme subsystem
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treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d: subsystem.nvme

_tcp 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.1.24
eflags: none

sectype: none

2. FESBELAA NVMe / TCP BUBYSS BT LIF A& AESRh IR ST sr I Ek -

nvme discover -t tcp -w host-traddr -a traddr
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nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25

3. 1T nvme connect-all EFAAEIEESZIEM NVMe / TCP B Eh2s BiIZ4 et < ©

nvme connect-all -t tcp -w host-traddr -a traddr

FETEED
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.25

$B% 3 . BJ3E > BYF NVMe/FC B9 1MB 1/0

el A ABCE T Broadcom EHECESAY NVMe/FC BRFE 1MB A/ \BY 1/0 353K o ONTAPTER BTS2 BRI eRE
HERAERHEH A/ (MDTS) % 8 ° BRI A /0 BERANRZEE 1MB o B 1MB K/ 1/0 383K » &
EEIENN "Ipfc_sg_seg_cnt BEILTERE 64 BEXA 256 ©

@ e ER AR A Qlogic NVMe / FC 4 o

1. #& “Ipfc_sg_seg_cnt 2ERTES 256 :

cat /etc/modprobe.d/lpfc.conf

options lpfc lpfc sg seg cnt=256

2. ${T “dracut -F s < » RBEMERBI T ©
3. HEFRHIME “Ipfc_sg_seg_cnt 7 256 :
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

TER 4 BRIESRKRE
EREEAZI0 N EE NVMe ZERRISHRAE » ANA ARBEF] ONTAP Si 2 ERIE T EAT NVMe 4B5E o

1. EED’UEE&%*;-ILJ\WL NVMe yiﬁg«« .

cat /sys/module/nvme core/parameters/multipath

TREZEAT T :

2. BgsE{ER) ONTAP np%”ﬂF‘EﬁE’JLEE NVMe &€ (0 ~ B TE A NetApp ONTAP #4238 « B & T8
iopolicing SREATEIR) BEEMKRMETHELE :

a. BBmFRS

cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEE THEHEL ¢

NetApp ONTAP Controller
NetApp ONTAP Controller

b. FE/REREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TEZEEEITIEHL ¢

round-robin

round-robin

3. MBI EE UM IFRRRGRZER
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nvme list

g

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T 1T 18

4. DS ERREAVIERISRRAEIS R AN - BEABERIANAKRE
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NVMe / FC

nvme list-subsys /dev/nvmedn5

T

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3ab5d31£f5502c11ef9f50d039%eabbcbbd: subsystem.nvme
1

hostngn=ngn.2014-08.org.nvmexpress:uuid:ebdade6cd-
21e6d-
llec-b7bb-7ed30a5482c3
iopolicy=round-robin\
+- nvmel fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2088d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6d:pn-
0x21000024£f£f752e6d live optimized
+- nvmel2 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x208ad03%eaa7dfc8,host traddr=nn-0x20000024ff752e6d:pn-
0x21000024£f£f752e6d live non-optimized
+- nvmel0 fc traddr=nn-0x2082d03%eaa7dfc8:pn-
0x2087d03%eaa7dfc8,host traddr=nn-0x20000024ff752e6c:pn-
0x21000024£ff752e6¢c live non-optimized
+- nvme3 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2083d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024ff752e6c live optimized

NVMe / TCP

nvme list-subsys /dev/nvmelnl
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nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.nvme
_tcp_ 3
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

iopolicy=round-robin

\

+- nvmel3 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live optimized

+- nvmeld tcp

traddr=192.168.2.24,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live non-optimized

+- nvmeb tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live optimized

+- nvmeb6 tcp

traddr=192.168.1.24,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live non-optimized

5. BRFENetAppIMIER BB EBONTAP EhRA LB MK ERIERE !
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nvme netapp ontapdevices -o column

Rafl
Device Vserver Namespace Path
/dev/nvmelnl linux_ tcnvme iscsi

/vol/tcpnvme 1 0 O/tcpnvme ns

NSID UUID Size
1 5£7£630d-8eab5-407£-a490-484b9%5b15dd6 21.47GB
JSON

nvme netapp ontapdevices -o json

T

"ONTAPdevices": [
{

"Device":"/dev/nvmelnl",
"Vserver":"linux tcnvme iscsi",

"Namespace Path":"/vol/tcpnvme 1 0 0/tcpnvme ns",
"NSID":1,

"UUID":"5f7£630d-8ea5-407f-a490-484b95bl5dde",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size'":5242880
by

TE 5 BEENHEE

ELEZEEARME
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NetAppf&:sRID
"1479047"

*af EE

Rocky Linux 8.x NVMe-oF FH#E 7 E4EHY
R A BSIRESI2R

SUSE Linux Enterprise Server

A

7£ NVMe-oF E# L » oI LUEA Tnvme
discover -pJ 5L EIIFABIRILHSS
(PDC) » B2 » fNRLETE NVMe-oF T#%
#1117 Rocky Linux 8.x » BIER#IT Tnvme
discover -p| RIENEEIIEER PDC o fi
FILLIE<E » BEZES-BEEAE RER
iI—1@& PDC ° {BZ » ¥1RE1E NVMe-oF
T F#1T Rocky Linux 8.x » X#1T
"nvme discover -p" BFER IR T EIEH
PDC - E2EN TN BEREE FTHNERE
FRAEHHFE o

T f2 SUSE Linux Enterprise Server ${ONTAP HYziZEiThHAE

£ NVMe over Fabrics (NVMe-oF) &

Enterprise Server BIRRZSTIE ©

iSE

NVMe/TCP #REs ASA r2 Z&EMIFR B RIEEERE
NVMe/TCP 1B EEEZ 2 E (TLS) 1.3 % ©

RHEL FH4EA0NTAPIE428 > f3%38 NVMe/TCP 1B 15 SP4 S ES kRS

LEHREE

FRAEEIRIERIZS (PDC) (EFAME—RYZEIR NQN 1R

¥

NVMe/TCP ERIFE%E
25

ER—E# - NVMe 1 SCSI 2 ° NVMe-oF &5 15 SP1 S{E = Hk4s

TEMBCEFTSZERYTNRERIONTAPAN SUSE Linux

SUSE Linux Enterprise  ONTAP Rz~
Server TR 7

16 9.16.1 HEFARA
15 SP6 E Sk 4s 9.16.1 ESHRA

AT RR AR ZERT "nvme-cli' 15 SP4 SKE S RRZS

ZZ=RIfEA NVMe ZE81E > SCSI LUN R dm 2§

o

15 SP4 SR E SRR

9.12.1 HEFRRZA

9.11.1 HE SR~

9.10.1 LEFhRZS

9.4 ESHRZA

ERARARTEDPHITHIONTAPRRZS & {7] » ONTAPSZIELLT SAN EHEINAE o

5L

SAN EXEIE&Em NVMe/FC tHERUA

BREUARE NVMe ZRRIE o

il
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iE nvme-cli BEEEEE BHERNE  BEFE =M o

SUSE Linux Enterprise
Server Fifhras

15 SP7 S E SRR

15 SP1 HEShRZA

15 SP1 S E SRR


https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1479047

() sHSsBERENHEEES BSE DEEHRETIA -

T

WRIEH) SUSE Linux Enterprise Server [RA2... THREZS..

16 "% SUSE Linux Enterprise Server 16 527 NVMe"

15 SPx &% "% SUSE Linux Enterprise Server 15 SPx B &
NVMe"

HEHRAE

* "THE ASA 2 B4R
s "THERUNAIEIE NVMe 177:5"

£ ONTAP (7255157 SUSE Linux Enterprise Server 16 %<& NVMe-oF

SUSE Linux Enterprise Server 16 %z I E IR CEEER NVMe (NVMe/FC) F1ER
TCP B NVMe (NVMe/TCP) 1% @ It A fEIEE B a2 MFE (ANA) TH5E © ANA f2fiEd
iISCSI| 1 FCP IRIZFRRVIFE #BIEEE BE T /7 EY (ALUA) FEMHYZ BRISTHAE ©

T fR9N{a %A SUSE Linux Enterprise Server 16 527 NVMe over Fabrics (NVMe-oF) Fi o M1 E L XN
BEEEN > 520 "ONTAPSZEEFINAE" o

8/ SUSE Linux Enterprise Server 16 #J NVMe-oF BLL T E1PREE] :

* 5= ‘nvme disconnect-all’ ltEF 2 T EFARIERZ R BN BELHERRL » e TERRFAEFIET c BNEBE
NVMe-TCP 3§ NVMe-FC a2t SAN EXENRY R4 LI TIEIRIE ©

* NetApp sanlun £ 2RI FZIE NVMe-oF © 5% > SR UKFEIR £ ZE M E ZHINetAppIMEIMER o
nvme-cli BAMRFAE NVMe-oF FEBEFEEM o

FER 1 BEEMEUE SAN Rt

AT AR E EHLUER SAN BENRECEB LIRS AIHRICIE - A" EE NIRRT TR EEICH Linux (FER#
4%~ EHERHHERCES (HBA) ~ HBA #)88 « HBA BiE) BIOS MIONTAPHRZASZ A 2 & SAN RIE) ©

1. "3 NVMe i@ R AEEHEERIFH" o

2. 7£fAARES BIOS H% SAN RiEhen L =M FEEIRVERHERA SAN BRE) o
gNERUN{AIRY FAHBA BIOSEYMERAE M ~ sA2 BRI E E BRI ©
3. BB E RN B FE R RE D ERENL ETEEST ©
S 8% 2 . 24t SUSE Linux Enterprise Server 1 NVMe 182 > W85 ICHIRE
EE#% NVMe-oF RETH » BRERETHMN NVMe 8580 - BUAZEE > WERFE T NQN RE ©
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1. 7£1AlBR2§ £ &L SUSE Linux Enterprise Server 16 ° Z4E5E & » :BERIEHITIVEISER SUSE Linux
Enterprise Server 16 #Zil) :

Pi

uname -—-r

SUSE Linux Enterprise Server #Zi0\Hr &5/ :

6.12.0-160000.6-default

2. 2% TNVMe-CLI (NVMe -CLI) Eff:

rpm -galgrep nvme-cli

THENAIFETRT nvme-cli RS BIARA !

nvme-cli-2.11+429.g35€62868-160000.1.1.x86 64

3. Z# 1ibnvme EHF ©

rpm -galgrep libnvme

THEHNAIFESRT libnvme EASEIRZS !

libnvmel-1.11+17.96d55624d-160000.1.1.x86 64

4. 7EEH L > 8% hostngn FE /etc/nvme/hostngn -

cat /etc/nvme/hostngn

TEMFIFRRT hostngn ik :

ngn.2014-08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074

O. FEONTAPZAEH > BRSELATFEHN | “hostngn FERULEL “hostngn ONTAPES| ¥ fE F R AR F R !

::> vserver nvme subsystem host show -vserver vs coexistence emulex
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Vserver Subsystem Priority Host NOQN

vs_ coexistence emulex
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmelO
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmell
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmel?2
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
4 entries were displayed.

WMRZ hostngn FERARHER « 5FH vserver modify L KEH hostngn HE
@ ONTAP (&% F &4 EBIFE ~ LIRTA hostngn FEBIKIR /etc/nvme/hostngn 1EE1
ko

HER 3 . 327E NVMe/FC 1 NVMe/TCP

£/ Broadcom/Emulex 3% Marvell/QLogic ZBACasACE NVMe/FC » S FH) IR EIHRERRTE
NVMe/TCP °
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NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex FC THEIE:ZE NVMe / FC o

1. SRR RN TEREE

a. BmIERRE

cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

SN37A92079
SN37A92079

b. BERREH

cat /sys/class/scsi_host/host*/modeldesc

TEZEEETIEHEL ¢

Emulex SN37A92079 32Gb 2-Port Fibre Channel Adapter
FEmulex SN37A92079 32Gb 2-Port Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. BRREIREhRAS

cat /sys/class/scsi_host/host*/fwrev

W EEIEERENBRhR S

14.4.393.53, sli-4:6:d
14.4.393.53, sli-4:6:d

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version
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LT EERIERTR T BREh2 TR

0:14.4.0.11

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

. ERsEMVTERRSILE RS 1pfc_enable fc4 type RER °

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- FESDIS AT AR RN Eh S iR

cat /sys/class/fc _host/host*/port name

TREZE A EIRLUN TRV

0x100000109%bdacc75
0x100000109%bdacc76

- R E SR ERIRE SR L ¢

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

6. FERE A NVMe / FC R(BN33EIHIE « BRERERBEAR ¢

cat /sys/class/scsi_host/host*/nvme info
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NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x100000109bdacc75 WWNN

DID x060100
NVME RPORT
DID x080801
NVME RPORT
DID x080d01
NVME RPORT
DID x020a09
NVME RPORT
DID x020a08
NVME RPORT
DID x061b01
NVME RPORT
DID x061b05
NVME RPORT
DID x061201
NVME RPORT
DID x061205

ONLINE

WWPN x2001d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2003d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2024d039eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2026d039%eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2003d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2012d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2005d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2014d039%eabcfc90
TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000017242 Cmpl 0000017242 Abort 00000000

LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000108bdacc75

x2000d039ea951c45

x2000d039%€a951c45

x2023d039%eab31e9c

x2023d039%eab31le9c

x2002d039%ea5cfc90

x2011d039%ea5cfc90

x2002d039%eabcfc90

x2011d039%ea5cfc90

xb 00000000 Err 00000000

Total FCP Cmpl 0000000000378362 Issue 00000000003783c7 OutIO
0000000000000065

abort 00000409 noxri 00000000 nondlp 0000003a gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 00000409 Err 0000040a

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000109bdacc76 WWNN

DID x062800
NVME RPORT
DID x080701
NVME RPORT
DID x081501
NVME RPORT
DID x020913
NVME RPORT
DID x020912
NVME RPORT
DID x061401

ONLINE

WWPN x2002d039%9ea951c45
TARGET DISCSRVC ONLINE

WWPN x2004d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2025d039eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2027d039%eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2006d039%9eabcfc90
TARGET DISCSRVC ONLINE

WWNN

WWNN

WWNN

WWNN

WWNN

x200000109bdacc76

x2000d039%9ea951c45

x2000d039ea951c45

x2023d039%eab31e9c

x2023d039%eab31e9c

x2002d039%eabcfc90



NVME RPORT WWPN x2015d03%eab5cfc90 WWNN x2011d039%eabcfc90
DID x061405 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d039%eab5cfc90 WWNN x2002d039%eabcfc90
DID x061301 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2013d039%eabcfc90 WWNN x2011d039ea5cfc90

DID x061305 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000017428 Cmpl 0000017428 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000003443be Issue 000000000034442a OutIO
000000000000006C
abort 00000491 noxri 00000000 nondlp 00000086 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000491 Err 00000494

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T EIR&&E NVMe / FC o

1. &

AEAITHRZEN T E-RESENA RIS

cat /sys/class/fc host/host*/symbolic name

W EERIERT T BREhZ UM BIRShRZS

QLE2772 FW:v9.15.06 DVR:v10.02.09.400-k-debug
QLE2772 FW:v9.15.06 DVR:v10.02.09.400-k-debug

2. ;5ME8 ql2xnvmeenable BERE © & l:E Marvell N ER{EZ NVMe / FC BIBISSE(E !

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

RIS 1 o

NVMe / TCP

NVMe/TCP 3 E R 218 BBNELFIR(E - Kk @ [EATLUEB#HIT NVMe/TCP KEI7 NVMe/TCP FZ& 4 M s
% Z5f8 “connect 3(#& “connect-all FENIR(E o

1. FEsRERBN SIS AIIE S IEMINVMe/TCP LIF B B EmEk «
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nvme discover -t tcp -w <host-traddr> -a <traddr>
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nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.10
Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem. samp



le tcp sub

traddr: 192.168.211.70
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

le tcp sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. FESUPRA HAtAY NVMe / TCP RiEn28 B 1% LIF AHSHsEMThIR BN RAc iR Em &}

nvme discover -t tcp -w <host-traddr> -a <traddr>

g

nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.10
nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.11
nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.10
nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.11

3. 11T nvme connect-all EFAAEEIER NVMe / TCP EXEN3SBE 2L e iTam< ¢

nvme connect-all -t tcp -w <host-traddr> -a <traddr>
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nvme connect-all -t tcp -w 192.168.38.20 -a
192.168.38.10
nvme connect-all -t tcp -w 192.168.38.20 -a
192.168.38.11
nvme connect-all -t tcp -w 192.168.39.20 -a
192.168.39.10
nvme connect-all -t tcp -w 192.168.39.20 -a

192.168.39.11

NVMe/TCP BJE& & “ctrl_loss_tmo timeout' BENz% € Z“BIR” o EILE :

* ERRELARS (ERESR) -

* BAFEFHEERTH ctrl_loss_tmo timeout EAEFR "nvme connect & "nvme connect-all di< (3
IH-l) o

* WNRIBEERIEHEE - NVMe/TCP $EHISZ A AR - I B & HERERM (RITELR o

HEF 4 (A%E) 12X udev #RBIFH iopolicy

¢ SUSE Linux Enterprise Server 16 B4 > NVMe-oF B9F8:& iopolicy :2E 2 queue-depth ° MR T8
iopolicy % round-robin * A TEEK udev rules t&£% :

1. 5 root HERTEX FHREEZIT AR udev FRAE !

/usr/lib/udev/rules.d/71-nvmf-netapp.rules

TEZEEEITIEHL ¢

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. % F)ANetApp ONTAPHEHIZ3ERE iopolicy 8947 » SN FAHIFFR -

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

3. EXFRA > F queue-depth Y round-robin :
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ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

4. EFHEHAudeviBRTEREE !

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

. FIBEFRFAHIB A 1/0 K& o HIUN > BHA<FRM> nvme-subsys0 ©

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TRZEEITIE

round-robin

() ## iopolicy BEBEMIMARHINetADD ONTAPHEHIS R o (EBER -
$8% 5 . B > BIA NVMe/FC 9 1MB /0 ©
ONTAPEHAEEHIS FHI R 25 A FHRHBHA /N (MDTS) 2 8 o BEBKERA V0 HRANEE 1MB o BB
n

[ Broadcom NVMe/FC F##E%H 1MB A/NEY 1/0 B3K » IERERZZIE NN Ipfc’ BIE(E “Ipfc_sg_seg_cnt 28U TE
{8 64 B4 256 °

@ ELSEREAR Qlogic NVMe / FC FE14 o

1. # "Ipfc_sg_seg_cnt 2ERES 256 :

cat /etc/modprobe.d/lpfc.conf
TrEZEEIBLUATEANGEL
options lpfc lpfc sg seg cnt=256

2. 17 ‘dracut -f#p < > SRABEMEENEM ©
3. HESRHYME “Ipfc_sg_seg_cnt' 7 256 :
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

HE% 6 . BozE NVMe EXENARTS

& “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC 8 & HIEREIARTE "nvme-cli' %

SENENRF > BB BEEE
EXE5ER % » ESsE “nvmefc-boot-connections.service #1 “nvmf-autoconnect.service' EXENERFE ERLA °

1. B2 “nvmf-autoconnect.service' EEUE :

systemctl status nvmf-autoconnect.service

e el

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..

nvme [2114]: traddr=nn-0x201700a098fd4cab:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

2. 727 “nvmefc-boot-connections.service' BEEUA :

systemctl status nvmefc-boot-connections.service
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nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices
found during boot...

systemd[1l]: nvmefc-boot-connections.service: Succeeded.
systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices

found during boot.

TR BESRERE

B0 ME NVMe S BIEZIREE » ANA HRESH] ONTAP SR RIS ZEATH NVMe AHAE o

[

1. EERAZOANE NVMe ZERK !

cat /sys/module/nvme core/parameters/multipath

TrEZEEZ THEHEL ¢

2. EREHIFERYONTAPER & ZE AT NVMe-oF 5R7E (N » A ALSEERTE 23 NetApp ONTAP Controller » i & &
17 iopolicy :2E% queue-depth) E2EIEMERMETIE L :
a. EmFRA:
cat /sys/class/nvme-subsystem/nvme-subsys*/model
CREZEETTYE@EL :
NetApp ONTAP Controller

NetApp ONTAP Controller
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b. FEREREE !
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
TREZEETTYE@Y

queue-depth
queue-depth

3. HEEREEEH EEU I FRIRERm AT -
nvme list

g

/dev/nvme7nl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev
————— 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEFF

4. DS ERRRAVIERIRREISREN - BEABERIANAKAE :

nvme list-subsys /dev/<controller ID>

(D £ ONTAP 9.16.1 [ > NVMe/FC 1 NVMe/TCP &7 ASA 2 24t LIREFMBREICE

g o
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NVMe / FC

LUF gt BRR T ST BT L8RS ONTAP 528 ERYs R ZER » WA AFF ~ FAS F ASA R
H%B NVMe/FC Y ASA 2 4% ©

BB~ AFF ~ FAS # ASA £ifl#

nvme-subsysll4 - NQN=ngn.1992-

08.com.netapp:sn.%e300b9760a4911£f08c87d03%ab67a95:subsystem.sles

_1lel 27
hostngn=ngn.2014-

08.org.nvmexpress:uuid:f6517cae-3133-11e8-bbff-7ed30aefl23f

iopolicy=round-robin\

+- nvmelld fc traddr=nn-0x234ed039%ea359%e4da:pn-

0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-

0x10000090fae0ec88 live optimized

+- nvmell5 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-

0x10000090fae0ec88 live non-optimized

+- nvmell6 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-

0x10000090fae0ec89 live optimized

+- nvmell7 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2363d03%ea359%e4a, host traddr=nn-0x20000090faelec89:pn-

0x10000090fae0ec89 live non-optimized
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FE~ ASA r2 i

nvme-subsys96 - NQN=ngn.1992-
08.om.netapp:sn.b351b2b6777b11£f0b3c2d039%a5cfc9l:subsystem.nvme?
4
hostngn=ngn.2014-

08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
\

+- nvme203 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2015d039ea5cfc90,host traddr=nn-0x200000109bdacc76:pn-
0x100000109bdacc76 live optimized

+- nvme25 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2014d039ea5cfc90,host traddr=nn-0x200000109bdacc75:pn-
0x100000109bdacc75 live optimized

+- nvme30 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2012d039eab5cfc90,host traddr=nn-0x200000109bdacc75:pn-
0x100000109bdacc75 live optimized

+- nvme32 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2013d039ea5cfc90,host traddr=nn-0x200000109bdacc76:pn-
0x100000109bdacc76 live optimized

NVMe / TCP

LUF g B T ST BT 2 EIRL ONTAP K28 ERYss R ZER » BRI AFF ~ FAS F ASA R
HAB NVMe/TCP BJ ASA T2 24 ©
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287~ AFF ~ FAS #1 ASA £ifl#

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d039%ab31e9d:subsystem.nvme
10
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0035-5910-804b-b7c04£444d33

\

+- nvmel05 tcp
traddr=192.168.39.10, trsvcid=4420, host traddr=192.168.39.20,src_
addr=192.168.39.20 live optimized

+- nvmelb3 tcp
traddr=192.168.39.11, trsvcid=4420, host traddr=192.168.39.20,src_
addr=192.168.39.20 live non-optimized

+- nvmeb7 tecp
traddr=192.168.38.11, trsvcid=4420, host traddr=192.168.38.20,src_
addr=192.168.38.20 live non-optimized

+- nvme9 tcp
traddr=192.168.38.10, trsvcid=4420, host traddr=192.168.38.20,src_
addr=192.168.38.20 live optimized

FE~ ASA r2 i

nvme-subsys4 - NQN=nqgn.1992-

08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi

rectional DHCP 1 O
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0054-5110-8039-c3c04£523034

\

+- nvmed tcp

traddr=192.168.20.28, trsvcid=4420, host traddr=192.168.20.21,src_

addr=192.168.20.21 live optimized

+- nvmeb tcp

traddr=192.168.20.29, trsvcid=4420, host traddr=192.168.20.21,src_

addr=192.168.20.21 live optimized

+- nvmeb6b tcp

traddr=192.168.21.28, trsvcid=4420, host traddr=192.168.21.21,src_

addr=192.168.21.21 live optimized

+- nvme7 tcp

traddr=192.168.21.29, trsvcid=4420,host traddr=192.168.21.21,src_

addr=192.168.21.21 live optimized
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5. Egz%NetAppIMIER R B BT EONTAP BB BRI B EREE

ki

nvme netapp ontapdevices -o column

g
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmelnl vs_coexistence emulex nsl 1

79510£05-7784-11£f0-b3c2-d039%abcfc9l 21.47GB

JSON

nvme netapp ontapdevices -0 json

g

{
"ONTAPdevices": [{

"Device":"/dev/nvmeOnl",
"Vserver":"vs coexistence emulex",
"Namespace Path":"nsl",

"NSID":1,

"UUID":"79510£f05-7784-11£0-b3c2-d03%ea5cfc9l",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size":5242880
bl

TER 8 | RIS AKIRERIR

&A% SUSE Linux Enterprise Server 16 TSR #EIREHI2Z (PDC)  PDC AR EEER NVMe F
RGBT R RMPRIREU R B IR E A EEENEE o
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1. KRR HREEEN A « WrAEAMENSRERIRM B R LIF AHSHRE

nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:discovery
traddr: 192.168.39.10

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.9927e165694211f0b4£4d03%eab31e9d:discovery
traddr: 192.168.38.10

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:discovery
traddr: 192.168.39.11

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4



subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:discovery
traddr: 192.168.38.11

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4£f4d03%ab31e9d:subsystem.nvmel
traddr: 192.168.39.10
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4£f4d039%ab31e9d:subsystem.nvmel
traddr: 192.168.38.10

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d039%ab31e9d:subsystem.nvmel
traddr: 192.168.39.11
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
traddr: 192.168.38.11
eflags: none

sectype: none

2. BURRFRHFH PDC :

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

TEZEEEITIEHL ¢

nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.11 -p

3. £ ONTAP %123 - FEsRE &1L PDC

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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vserver nvme show-discovery-controller -instance -vserver
vs_tcp slesl6
Vserver Name: vs tcp slesl6
Controller ID: 0180h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:discovery
Logical Interface: 1if3
Node: A400-12-171
Host NQN: ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.39.20
Transport Service Identifier: 8009
Host Identifier: 4c4c454400355910804bb7c04£f444d33
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

$ER 9 | RELEHEARFPERE
% 1B3%E3B NVMe/TCP 1£ SUSE Linux Enterprise Server 16 #F1 ONTAP 12428 > BT 2 2 RSB ERY ©

S{E e 838 A —(E DH-HMAC-CHAP REZE 2R - DH-HMAC-CHAP %82 NVMe 1%
BZEHIERHY NON BB SR ERBRETIRAVES - B TREHEZHNFD > NVMe T EEZERIZS 4 /A5 A L%
FFRAMBIEIR o

M CLI SR E JSON EEREREFTREHEEE - IREFED/TRNFRFIREARFEM dhchap £58 Al
WZRTEFAAARE JSON #5255 ©
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CLI
fEA CLI REZERIERNERE o

1. B3 EHE NON
cat /etc/nvme/hostngn

2. BFHES dhchap &8

T5)#iHERBA "gen-dhchap-key 68 S 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

ET5EEIF - FELE—EREA dhchap £58 - E HMAC 584 3 (SHA-512) ©

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33
DHHC-

1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFGwmhgwd
JWmVoripbWbMJy5eMAbCahN4dhhYU=:

3. 7£ ONTAP #Efil2g L - ¥ E I35 EM1E dhchap &% -

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. IS IEMERE L ERMER o T LE - BARE ONTAP 583 « WIRIRFMENERE S A15E
dhchap £§8 :
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. BR5¥ nvme connect authentication @< HRsE FEMIEHIZS dhchap &% -
a. ERsB 3 dhchap 88 -

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR BV L S

# cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret
DHHC-1:01:wkwAKk8r9Ip7qgECKt7V5alo/7Y1ICH7DWKkUfLfMxmseg39DFb:
DHHC-1:01:wkwAKk8r9Ip7gqECKt7V5alo/7Y1ICH7DWkULLfMxmseg39DFDb:
DHHC-1:01:wkwAKk8r9Ip7gqECKt7V5alo/7Y1ICH7DWkUfLfMxmseg39DFb:
DHHC-1:01:wkwAKk8r9TIp7qgECKt7V5alo/7Y1ICH7DWKkUfLfMxmseg39DFb:

#B12532 dhchap 328

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

R mAARRRYE )

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J]jFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:
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JSON

E ONTAP #ZHI25#HRE_ E A Z{E NVMe FRAEIHAERR « GRS < EAZ

JARY 4
. . ~ [==] ~
/etc/nvme/config.json #EZHE ‘nvme connect-all °

fEF -0 EIBRAESL JSON 1% - BRIE ZEE/AEIE » 552 NVMe connect-all FE o

1. $BEJsontEZE :
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# cat /etc/nvme/config.json

[

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b7c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b7c04£444d33",
"dhchap key":"DHHC-
1:01:wkwAKk8r9Ip7qgECKt7V5alo/7Y1ICH7DWkUfLfMxmseg39DFb: ",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:subsystem.inba
nd bidirectional",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.38.10",

"host traddr":"192.168.38.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHN/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",

"traddr":"192.168.38.11",

"host traddr":"192.168.38.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",

"traddr":"192.168.39.11",

"host traddr":"192.168.39.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",
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®

2. {EFA4ERE JSON 1EZEEARE ONTAP %4185 -

AL

}

traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.

"traddr":"192.168.39.10",
"host traddr":"192.168.39.20",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4J])FGwm
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

nvme connect-all

168.
168.
168.
168.
168.
168.

168

EULTERIH > dhchap key ¥R “dhchap secret #l
HFER “dhchap ctrl secret ©

-J /etc/nvme/config.json

38.10is already connected
39.10 is already connected
38.11 is already connected
39.11 is already connected
38.10is already connected
39.10 is already connected

.38.11 is already connected
168.
168.
168.
168.
168.

39.11 is already connected
38.10is already connected

39.10 is already connected
38.11 is already connected
39.11 is already connected

3. R EASETFRANERIEHIZZEA dhchap 1% :
a. B8 1 dhchap &8 :

“dhchap ctrl key"

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret



LT EHIZ8RT dhchap &8 -

DHHC-1:01:wkwAKk8r9Ip7gECKt7V5alo/7Y1CH7DWkULLfMxmseg39DFb:

b. ERz81EHI2] dhchap %5

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

TREZEE IR TEABES -

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFGwmhgwd
JWmVoripbWbMJy5eMAbCahN4dhhYU=:

FEE10 . KEBHELZ2M

BEREZ2HME (TLS) 2 NVMe-oF FH#FAONTAPES 2 BEY NVMe ELFIRHLZ 2 RIRH IR o 0] LAER
CLI B RENTEHLASHE (PSK) KZE TLS 1.3 ¢

@ PR45REREATE ETEONTAPIEHIZZ EBITHL BRIM » 557E SUSE Linux Enterprise Server 1% E#
TTHIPER o

FER
1. BELEEEBLUTRAS ktls-utils * openssl ° # libopenssl ik FLIEREEER :

a. B#EH ktls-utils :
rom -ga | grep ktls
TREZEEIETUTEHL
ktls-utils-0.10+33.9311d943-160000.2.2.x86 64

a. Bys% SSL Eff .

repm -ga | grep ssl

269



mEfmh

libopenssl13-3.5.0-160000.3.2.x86 64
openssl-3.5.0-160000.2.2.noarch
openssl-3-3.5.0-160000.3.2.x86 64
libopenssl13-x86-64-v3-3.5.0-160000.3.2.x86 64

2. AR ERRIER /ete/tlshd. conf -

cat /etc/tlshd.conf

FaEEfEL

[debug]
loglevel=0
t1s=0
nl=0

[authenticate]

#keyrings= <keyring>;<keyring>;<keyring>

[authenticate.client]

#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

[authenticate.server]
#x509.truststore= <pathname>

#x509.certificate= <pathname>
#x509.private key= <pathname>

3. B “tishd AT R4 BB RFRRE)

systemctl enable tlshd

I

4. BErETHERZF R tishd [ETEETT !

=1l

systemctl status tlshd
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tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

S. EFEXY TLS PSK nvme gen-tls-key !

a. &

cat /etc/nvme/hostngn

TREZEEZ THEHEL ¢

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

TREZEEE T EE

NVMeTLSkey-1:01:C50EsaGtuOp8n5fGESEuUWjbBCtshmfoHx4XTqTJUmydf0gIj:

6. 7£ ONTAP #5285 F > #& TLS PSK 1% = ONTAP F &4k ©
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nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. # TLS PSK A F iz O £iRIR :

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.9927¢165694211f0b4f4d03%ab31e9d:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

CREZEETIUT TLS &8

Inserted TLS key 069f56bb

@ PSK 887 "NVMe1R01 RATEE identity v1' 2R E TLS I2F/EE % o Identity vl 2
ONTAP ME—Z1RRVRRZS ©

8. &2 TLS PSK BIEFEIEA -

cat /proc/keys | grep NVMe
R EflE L

069f56bb I-Q-- 5 perm 3b010000 0O O psk NVMelRO1l ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. {FAIHEAR TLS PSK E42ZE ONTAP FZ4% -

a. 5B TLS PSK :
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nvme connect -t tcp -w 192.168.38.20 -a 192.168.38.10 -n ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
-—tls key=0x069f56bb —tls

TREZEEE TAEE

connecting to device: nvmel

a. BRRYIRFRA -

nvme list-subsys

mTEfEL

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

* %

+- nvmeO tcp
traddr=192.168.38.10,trsvcid=4420,host traddr=192.168.38.20,src_a
ddr=192.168.38.20 live

10. FIBEIZ > WEEEE TLS HLREIETEM ONTAP F R4 ¢

nvme subsystem controller show -vserver vs tcp slesl6 -subsystem nvmel
-instance
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(vserver nvme subsystem controller show)

Vserver Name:

vs _tcp sleslé6

Subsystem: nvmel
Controller ID: 0040h
Logical Interface: 1ifl
Node: A400-12-171
Host NQN: ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:

Initiator Transport Address:

Host Identifier:
4c4c454400355910804bb2c04£444d33

nvme-tcp
192.168.38.20

Number of I/O Queues: 2
I/0 Queue Depths: 128, 128
Admin Queue Depth: 32
Max I/0 Size in Bytes: 1048576
Keep-Alive Timeout (msec): 5000

Subsystem UUID:

62203cfd-826a-11£0-966e-

d039%eab31e9d
Header Digest Enabled: false
Data Digest Enabled: false
Authentication Hash Function: sha-256
Authentication Diffie-Hellman Group: 3072-bit
Authentication Mode: unidirectional
Transport Service Identifier: 4420
TLS Key Type: configured

TLS PSK Identity:

NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

TLS-AES-128-GCM-SHA256

T 11 REEEE
RBEEHERE o
BCE SUSE Linux Enterprise Server 15 SPx L Z#& NVMe-oF fIONTAP7={#

SUSE Linux Enterprise Server 15 SPx F 3z IREMN JCMiAER NVMe (NVMe/FC) F1E
1§t TCP By NVMe (NVMe/TCP) 1% @ T2 1R IFitlEan 4 2= MIFFEX (ANA) © ANA 12
iISCS| #l FCP IRIZHRYIFEI 1B EE B So /7 AY (ALUA) FURIZ BRIEINAE ©
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Tﬁ@ﬁﬂﬂf_ﬁ SUSE Linux Enterprise Server 15 SPx s2E NVMe over Fabrics (NVMe-oF ) F#4 o YN E % 1B
HEES B » s R "ONTAPSZIEFITNEE" o

&/ SUSE Linux Enterprise Server 15 SPx #J NVMe-oF B TFEXIFEHF :

* 35 ‘nvme disconnect-all’ ttF i S ZENFRIRIER AR ERIERRL > e TERNRRTBE c SANEEA
NVMe-TCP g NVMe-FC #nfa 2 SAN BB R 4 _E BT TIEIRE o

* NetApp sanlun FHEAARHAZIR NVMe-oF ° & » BRI UMKBIRE ERPEZHINetAppsMIMER ©
nvme-cli BAMFTA NVMe-oF EEREEEEML o

* ¥% SUSE Linux Enterprise Server 15 SP6 MERARZA » FZ1EEHA NVMe-oF HEETT SAN B o

TER1 [ BEELRRA SAN Bt

A AR TE EIAGER SAN RIENZRAG{CERBAL RS A HRETE S o A" E@ AR T A BRELEH Linux fEER
47~ EHETRBEERC2S (HBA) ~ HBA 3182  HBA BX&f BIOS FIONTAPhRZAE A 2% SAN BEf ©

1. "#37 NVMe ar R =R HEFERI 1" o

2. 7£{AARES BIOS H173 SAN REhena = HEZIRVEEHRRIA SAN Bi®) -
YNF IR AHBA BIOSKIAERAE N « A2 M R BRI o
3. BRI B FE A ME S ERENIETEETT

S8 2 . 24t SUSE Linux Enterprise Server 1 NVMe &xBg > &5 IR E
BEA NVMe-oF REETH > MEELE T NVMe B8R » BUAZ IR » MERE T NQN R7E ©

1. 7E(AARES _E %4 SUSE Linux Enterprise Server 15 SPx o R4E5EL1E » FBEDIEHITH RIS ER SUSE
Linux Enterprise Server 15 SPx #Zi(» :

uname -—-r

Rocky Linux #ZIO\HR2<&541

6.4.0-150700.53.3-default

2. Z# TNVMe-CLI (NVMe -CLI) Eff:

rpm -galgrep nvme-cli

TEMNHIFRBTT nvme-cli B2 ERZ :
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nvme-cli-2.11422.g9d31b1a01-150700.3.3.2.x86 64

24 1ibnvme EH -

rpm -galgrep libnvme

TENGIFETRT ‘libnvme EASEIRZS :

libnvmel-1.11+4.ge68a91ae-150700.4.3.2.x86 64

- FEFH L > 887 hostngn FE&B /etc/nvme/hostngn

cat /etc/nvme/hostngn

TENGIFRTRT hostngn kR4 :

ngn.2014-08.org.nvmexpress:uuid: £6517cae-3133-11e8-bbff-7ed30aefl23f

EONTAPZ#H » BEsB AT & ¢ “hostngn  FERULALC "hostngn' ONTAPPES| R EF R F &R -

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002



&

Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

WMRZ hostngn FERARHER « 5FH vserver modify L KEH hostngn HE
@ ONTAP (&% F &4 EBIFE ~ LIRTA hostngn FEBIKIR /etc/nvme/hostngn 1EE1
ko

HER 3 . 327E NVMe/FC 1 NVMe/TCP

£/ Broadcom/Emulex 3% Marvell/QLogic ZBACasACE NVMe/FC » S FH) IR EIHRERRTE
NVMe/TCP °
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NVMe/FC - {&i&/Emulex
7% Broadcom / Emulex FC THEIE:ZE NVMe / FC o

1. SRR RN TEREE

a. BmIERRE

cat /sys/class/scsi host/host*/modelname

TEZEEE Ty EY -

LPe36002-M64
LPe36002-M64

b. BERREH

cat /sys/class/scsi_host/host*/modeldesc

TEZEEETIEHEL ¢

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BRI BN Broadcom 1pfc EIFEEIK 4 FEERENTZT

a. BRREIREhRAS

cat /sys/class/scsi_host/host*/fwrev

W EEIEERENBRhR S

14.4.393.25, sli-4:2:c
14.4.393.25, sli-4:2:c

b. BRI EEESNZTARE -

cat /sys/module/lpfc/version
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LT EERIERTR T BREh2 TR

0:14.4.0.8

MEENNERERBREAMNIERENRNFE > 2R EEEHRERTA" -

. ERsEMVTERRSILE RS 1pfc_enable fc4 type RER °

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- FESDIS AT AR RN Eh S iR

cat /sys/class/fc _host/host*/port name

TREZE A EIRLUN TRV

0x10000090faelec88
0x10000090faelec89

- R E SR ERIRE SR L ¢

cat /sys/class/fc host/host*/port state

TREZEERZITIEHE

Online

Online

6. FERE A NVMe / FC R(BN33EIHIE « BRERERBEAR ¢

cat /sys/class/scsi_host/host*/nvme info
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NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN

DID x0al300
NVME RPORT
DID x0alcO1
NVME RPORT
DID x0alcOb
NVME RPORT
DID x0alclO
NVME RPORT
DID x0ala02
NVME RPORT
DID x0alaOb
NVME RPORT
DID x0alall

ONLINE

WWPN x23b1d03%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bbd039%9ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2362d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23afd039ea359e4a
TARGET DISCSRVC ONLINE

WWPN x22b9d039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2360d039ea359%9e4a
TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000004eal0 Cmpl 0000004eal0 Abort 00000000

LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec88

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

xb 00000000 Err 00000000

Total FCP Cmpl 0000000000102c35 Issue 0000000000102c2d OutIO
ffffffffff£ffff£g

abort 00000175 noxri 00000000 nondlp 0000021d gdepth
00000000 wgerr 00000007 err 00000000

FCP CMPL:

xb 00000175 Err 0000058b

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN

DID x0al1200
NVME RPORT
DID x0aldOl
NVME RPORT
DID x0aldOb
NVME RPORT
DID x0aldlo
NVME RPORT
DID x0alb02
NVME RPORT
DID x0albOb
NVME RPORT
DID x0albll

ONLINE

WWPN x23b2d039%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bcd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2363d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23b0d03%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bad039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2361d039ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec89

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a



LS: Xmt 0000004e31 Cmpl 0000004e31 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000001017f2 Issue 00000000001017ef OutIO
TEfffffffffffffd

abort 0000018a noxri 00000000 nondlp 0000012e gdepth
00000000 wgerr 00000004 err 00000000
FCP CMPL: xb 0000018a Err 000005ca

NVMe/FC - Marvell/QLogic
# Marvell/QLogic /T ER&&E NVMe / FC ©

1. HROHITHE BN A-EEB R R :

cat /sys/class/fc host/host*/symbolic name

LUF g fI#m 7 Beghie VAN 8RSk s

QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug
QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug

2. ;5ME8 ql2xnvmeenable BERE © & nl:E Marvell N ER{EZE NVMe / FC EIB3SE(E

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

TREREILHAS 1 o

NVMe / TCP

NVMe/TCP HEAR & BBNEMRIEF o R > EERILUEBHIT NVMe/TCP K2R NVMe/TCP F A4 8p

%22/ “connect (& connect-all FENIZIE o

5
1. RAREE SIS ATIE L IEAINVMe/TCP LIFth IR B E e |

nvme discover -t tcp -w <host-traddr> -a <traddr>
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nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.70

Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsveid: 4420

subngn: ngn.1992-
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08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr: 192.168.211.70
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

le tcp sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. FESDPRA HEAAY NVMe / TCP RiEn28 B 1% LIF AHS#SEMThRER REcirEm &}

nvme discover -t tcp -w <host-traddr> -a <traddr>

g

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.67

3. 11T nvme connect-all EFAAEIER NVMe / TCP EXEN3sBZE e fiTm < ©

nvme connect-all -t tcp -w <host-traddr> -a <traddr>
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nvme connect-all -t tcp -w
192.168.111.66
nvme connect-all -t tcp -w
192.168.111.67
nvme connect-all -t tcp -w
192.168.211.66
nvme connect-all -t tcp -w

192.168.211.67

192.

192.

192.

192.

168.

168.

168.

168.

111.

111.

211.

211.

80

80

80

80

% SUSE Linux Enterprise Server 15 SP6 [i%8 > NVMe/TCP BUREZEE TEME o ctrl loss tmo timeout

BEERER R ° EIE
* EARERARS (ERES) -

* MAFEFHEESFEN ctrl_loss_tmo timeout EAEFR "nvme connect 3 #& “nvme connect-all 85 < (3

') e

* WNREBERIEHEE - NVMe/TCP $EHISS A G AR - I B EHERERM RITELR o

SEE 4. (%) 182 udev FREIFH iopolicy

¢ SUSE Linux Enterprise Server 15 SP6 B4 > NVMe-oF B9F8:& iopolicy 22E 2 round-robin o Y1RETIEE

24 iopolicy % *queue-depth {24 udev FRBIFEWTF :

1. {5F8 root HEMRTEX FAREESS FRART udev FRAE !

/usr/lib/udev/rules.d/71l-nvmf-netapp.rules

TEZEEEITIEHL ¢

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. $EIZNetApp ONTAPHEHIZZERTE iopolicy BI1T » SN FAIFAT

ACTION=="add", SUBSYSTEM=="nvme-subsystem",
ATTR{model }=="NetApp ONTAP Controller",

3. {EBFRA] » LUE round-robin 8] " queue-depth :

ATTR{subsystype}=="nvm",

ATTR{iopolicy}="round-robin"
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ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. EFHEHAudeviBRTEREE !

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

. FIBEFRFAHIB A 1/0 K& o HIUN > BHA<FRM> nvme-subsys0 ©

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

TRZEEITIE

queue-depth.

() ## iopolicy BEBEMIMARHINetADD ONTAPHEHIS R o (EBER -
$8% 5 . B > BIA NVMe/FC 9 1MB /0 ©
ONTAPEHAEEHIS FHI R 25 A FHRHBHA /N (MDTS) 2 8 o BEBKERA V0 HRANEE 1MB o BB
n

[ Broadcom NVMe/FC F##E%H 1MB A/NEY 1/0 B3K » IERERZZIE NN Ipfc’ BIE(E “Ipfc_sg_seg_cnt 28U TE
{8 64 B4 256 °

@ ELSEREAR Qlogic NVMe / FC FE14 o

1. # "Ipfc_sg_seg_cnt 2ERES 256 :

cat /etc/modprobe.d/lpfc.conf
TrEZEEIBLUATEANGEL
options lpfc lpfc sg seg cnt=256

2. 17 ‘dracut -f#p < > SRABEMEENEM ©
3. HESRHYME “Ipfc_sg_seg_cnt' 7 256 :
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

HE% 6 . BozE NVMe EXENARTS

& “nvmefc-boot-connections.service 1 “nvmf-autoconnect.service' NVMe/FC 8 & HIEREIARTE "nvme-cli' %

SENENRF > BB BEEE
EXE5ER % » ESsE “nvmefc-boot-connections.service #1 “nvmf-autoconnect.service' EXENERFE ERLA °

1. B2 “nvmf-autoconnect.service' EEUE :

systemctl status nvmf-autoconnect.service

e el

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: inactive (dead) since Fri 2025-07-04 23:56:38 IST; 4 days
ago

Main PID: 12208 (code=exited, status=0/SUCCESS)

CPU: 62ms

Jul 04 23:56:26 localhost systemd[l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Jul 04 23:56:38 localhost systemd[l]: nvmf-autoconnect.service:
Deactivated successfully.

Jul 04 23:56:38 localhost systemd[l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. #zT “nvmefc-boot-connections.service' BEELA -

systemctl status nvmefc-boot-connections.service
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nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Mon 2025-07-07 19:52:30 IST; 1 day
4h ago

Main PID: 2945 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

SER 7 | BRER AR E
ESSRIZIOAEE NVMe ZERRIEARAE » ANA AREEF] ONTAP s 2 RIS EA NVMe 4HEAE o

1. RERMAZOAE NVMe ZERTE !

cat /sys/module/nvme core/parameters/multipath

TREZEEEITIEHL ¢

2. ERsEHFERYONTAPER A ZERIAY NVMe-oF 5&7E (0 » #EEYeEER E & NetApp ONTAP Controller » Mg & &
17 iopolicy :RE% queue-depth) BEIFMERIETE L :
a. BBRF R4

cat /sys/class/nvme-subsystem/nvme-subsys*/model

TREZEEE TIEHEL ¢
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. REREREK :

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

TREZEEEITIEHL :

queue-depth
queue-depth

3. MESRETE WM LB IFRRRGRZER

nvme list

e

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. S EREAVIERISZRIS R AR - BABERIANAKRE :
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NVMe / FC

nvme list-subsys /dev/nvmedn5

FaEEfEL

nvme-subsysll4d - NQN=ngn.1992-
08.com.netapp:sn.%e30b9760a4911£f08c87d03%ab67a95:subsystem

161 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid: f6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld4d fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090fae0ec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039%ea359%e4da:pn-
0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039%ea359%e4a:pn-
0x2363d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090fae0ec89 live non-optimized

NVMe / TCP

nvme list-subsys /dev/nvme9nl

.sles
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nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.with
_inband with json hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
iopolicy=round-robin

\

+- nvmelO tcp
traddr=192.168.111.71,trsvcid=4420,src_addr=192.168.111.80 live
non-optimized

+- nvmell tcp

traddr=192.168.211.70, trsvcid=4420,src_addr=192.168.211.80 live
optimized

+- nvmel2 tcp

traddr=192.168.111.70, trsvcid=4420,src_addr=192.168.111.80 live
optimized

+- nvme9 tcp

traddr=192.168.211.71,trsvcid=4420,src addr=192.168.211.80 live
non-optimized

S. EgsENetAppIMIE ZE DR REONTAP EhR A BB E MR ERNIERE :
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nvme netapp ontapdevices -o column

T
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 161
/vol/fc _nvme voll/fc nvme nsl 1

32£d92¢c7-0797-428e-a577-£fdb3£14d0dc3 5.37GB

JSON

nvme netapp ontapdevices -0 json

mEEER

"Device":"/dev/nvme98n2",

"Vserver":"vs 1l6l",

"Namespace Path":"/vol/fc nvme vol71/fc nvme ns71",
"NSID":2,

"UUID":"39d634c4-a75e-4fbd-ab00-3£9355a26e43",
"LBA Size":4096,

"Namespace Size":5368709120,
"UsedBytes":430649344,

TER 8 | BILFASIRIERIR

f&B] A% SUSE Linux Enterprise Server 15 SPx F%Z LA 4 2EIR1EHF2% (PDC) - FE PDC KRB ENM=AI
NVMe FRANFTILHMIPRIREURZFIRAFZEMBERNESE o
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1. KRR HREEEN A « WrAEAMENSRERIRM B R LIF AHSHRE

nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4



subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.111.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.211.66

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.111.67
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.211.67
eflags: none

sectype: none

2. BURRFRHFH PDC :

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

TEZEEEITIEHL ¢

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66 -p

3. £ ONTAP %123 - FEsRE &1L PDC

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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vserver nvme show-discovery-controller -instance -vserver vs_pdc

Vserver Name: vs pdc
Controller ID: 0101h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
Logical Interface: 1if2
Node: A400-12-181
Host NQON: ngn.2014-
08.org.nvmexpress:uuid: 9796clec-0d34-11eb-b6b2-3a68dd3bab57
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.111.80
Transport Service Identifier: 8009
Host Identifier: 9796clec0d3411ebb6b23a68dd3bab57
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

TR 9 REZEHARDERE

X 183518 NVMe/TCP 7£ SUSE Linux Enterprise Server 15 SPx T4 IONTAPIZ 28 2 BT LENERNSZH
EwsE o

=18 F iz 25 R 2B Bl —1E DH-HMAC-CHAP RREZ 205 I - DH-HMAC-CHAP £ NVMe 1%
SHEEHIZ3AY NQN LB IE SR FHIERESIBIVAES - AT REHFSMNED ° NVMe 40T HIas 7857 B %
LRSS o

iR CLI 8sE JSON 1ERREREHANH 1 EE - MREFER/TENFRFIEERER dhchap 25§ - Bl
WZRTEFA#ERE JSON #5258 ©
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CLI
fEA CLI REZERIERNERE o

1. B3 EHE NON
cat /etc/nvme/hostngn

2. BFHES dhchap &8

T5)#iHERBA "gen-dhchap-key 68 S 28 :

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0[1|2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

-m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

ET5EEIF - FELE—EREA dhchap £58 - E HMAC 584 3 (SHA-512) ©

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdadecd-216d-1lec-b7bb-7ed30a5482c3
DHHC-

1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUAgliGgx
TYgnxukqgvYedAS55Bw3wtz6sINpR4=:

3. 7£ ONTAP #Efil2g L - ¥ E I35 EM1E dhchap &% -

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. IS IEMERE L ERMER o T LE - BARE ONTAP 583 « WIRIRFMENERE S A15E
dhchap £§8 :
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. B#5% nvme connect authentication #p<BREE EHEAIZHIZS dhchap &8 :

a. BgsB 1 dhchap &% .

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

FEREE [mAHRR BV L S

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:

b. E&:BIZHI28 dhchap 1% :

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

R EmAERRR LS

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

299



JSON
E ONTAP #ZHI25#HRE_ E A Z{E NVMe FRFRIHAERR « GRS < EAZ

o0

/etc/nvme/config.json & “nvme connect-all °
fEF -0 #EIERAEY JSON 152 - ARAE LA » 552 NVMe connect-all FHHE o

1. 3BEIsontEE ©
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cat /etc/nvme/config.json
[

{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b2c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b2c04£444d33",
"dhchap key":"DHHC-
1:01:141789R11sMuHLCY27RVI8X10C\/GzjRwyhxip5hmIELsHrBqg:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp
le tcp sub",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.111.70",

"host traddr":"192.168.111.80",

"trsvcid":"4420"

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twringBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by

"transport":"tcp",

"traddr":"192.168.111.71",

"host traddr":"192.168.111.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",

"traddr":"192.168.211.70",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",
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"traddr":"192.168.211.71",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}

@ ELUTEBIH > dhchap key ¥R “dhchap secret '# “dhchap ctrl key’
HFER “dhchap ctrl secret ©

2. {EFA4ERE JSON 1EZEEARE ONTAP %4185 -

nvme connect-all -J /etc/nvme/config.json
R HlE

traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected

3. R EASETFRANERIEHIZZEA dhchap 1% :
a. B8 1 dhchap &8 :

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret
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LT EHIZ8RT dhchap &8 -

DHHC-1:01:14i1789R11sMuHLCY27RVI8X10C/GzjRwyhxip5hmIELsHrBq:

b. ERz81EHI2] dhchap %5

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

TREZEE IR TEABES -

DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1lKGef81AvhYSOP
NK7T+04YD5CRPJh+m3gjJU++yR8s=:

FEE10 . KEBHELZ2M

BEREZ2HME (TLS) 2 NVMe-oF FH#FAONTAPES 2 BEY NVMe ELFIRHLZ 2 RIRH IR o 0] LAER
CLI B RENTEHLASHE (PSK) KZE TLS 1.3 ¢

@ PR45REREATE ETEONTAPIEHIZZ EBITHL BRIM » 557E SUSE Linux Enterprise Server 1% E#
TTHIPER o

FER
1. BELEEEBLUTRAS ktls-utils * openssl ° # libopenssl ik FLIEREEER :

a. B#EH ktls-utils :
rom -ga | grep ktls
TREZEEIETUTEHL
ktls-utils-0.10+33.9311d943-150700.1.5.x86_ 64

a. Bys% SSL Eff .

repm -ga | grep ssl
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libopenssl13-3.2.3-150700.3.20.x86_ 64
openssl-3-3.2.3-150700.3.20.x86_64
libopenssll 1-1.1.1w-150700.9.37.x86 64

2. FBERIEHRERSIER /ete/tlshd. conf -

cat /etc/tlshd.conf

e el

[debug]

loglevel=0

t1ls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. BYFR tishd UTE R AFEEEF RS

systemctl enable tlshd

4. BB TERERES tishd [ETEETT !

systemctl status tlshd
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tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

S. EFEXY TLS PSK nvme gen-tls-key !

a. &

cat /etc/nvme/hostngn

TREZEEZ THEHEL ¢

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95: subsystem.nvmel

TREZEEE T EE

NVMeTLSkey-1:01:C50EsaGtuOp8n5fGESEuUWjbBCtshmfoHx4XTqTJUmydf0gIj:

6. 7£ ONTAP #5285 F > #& TLS PSK 1% = ONTAP F &4k ©
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nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. # TLS PSK A F iz O £iRIR :

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

CREZEETIUT TLS &8

Inserted TLS key 22152a’7e

@ PSK 887 "NVMe1R01 RATEE identity v1' 2R E TLS I2F/EE % o Identity vl 2
ONTAP ME—Z1RRVRRZS ©

8. &2 TLS PSK BIEFEIEA -

cat /proc/keys | grep NVMe

bl
069f56bb I--Q--- 5 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. {FAIHEAR TLS PSK E42ZE ONTAP FZ4% -

a. 5B TLS PSK :
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nvme connect -t tcp -w 192.168.111.80 -a 192.168.111.66 -n ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
--tls key=0x069f56bb -tls

TREZEEE TAEE

connecting to device: nvmel

a. BRRYIRFRA -

nvme list-subsys

mTEfEL

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

\

+- nvmeO tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.80,src
~addr=192.168.111.80 live

10. FIBEIZ > WEEEE TLS HLREIETEM ONTAP F R4 ¢

nvme subsystem controller show -vserver slesl5 tls -subsystem slesl5
-instance
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(vserver nvme subsystem controller show)

Vserver Name: vs iscsi tcp

Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

nvmel

0040h

tcpnvme 1ifl 1
A400-12-181
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:
4c4c454400355910804bb2c04£444d33
Number of I/O Queues:
I/0 Queue Depths:
Admin Queue Depth:
Max I/0O Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:
d039%eab67a95
Header Digest Enabled:
Data Digest Enabled:
Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:
Transport Service Identifier:
TLS Key Type:
TLS PSK Identity:

nvme-tcp
192.168.111.80

2
128,
32
1048576
5000

128

8bbfb403-1602-11£f0-ac2b-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

SER 1 R HREE
REBHERE -

Ubuntu
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FFAT ONTAP B9 Ubuntu 24.04 f9 NVMe 4R

Ubuntu 24.04 MIEEFBEp 2 ERIFE (ANA) 3 NVMe over Fabrics ( NVMe over
Fabric > NVMe of ) > £13F NVMe over Fibre Channel (NVMe /FC ) FIHEfth{&Es o 71
NVMe IEiEAH - ANA [ iISCSI # FC IBIEHR ALUA SERE « TZORE
NVMe ZERRERKE(E o

T ZEBERAT ONTAP AY Ubuntu 24.04 NVMe EHE4RRE

* R4 NVMe - CLI E4HH NetApp IMIMENERETR NVMe / FC apaZ=fEIRY ONTAP s$4HE KL ©

* EIEEEHEREETE R (HBA) LEMRE—F# EFEHE NVMe # SCSI HTERE ~ MAFEAEREN dm-
multipath s27E L,(,’@_?aﬁﬁﬁ NVMe @4 2Ef/] o

MESIRAERNEMFASN > F2R EEEHRETA" -

THAE

RIEFER  Ubuntu 24.04 ERXA NVMe s ZEMRIZIOAE NVMe ZERE - ERTEFEEAFEAIRE ©

E XN PR !

ONTAP BJ Ubuntu 24.04 BaIFAZEFERE NVMe BMEEHIZEEIT SAN Bt o

ER-E AR A
oI LUE A TR RS RESZIERN Ubuntu 24.04 BXESRRZS ©

1. 7EAAREE %5 Ubuntu 24.04 © ZETERME « SBRESSIGEREHITIERER Ubuntu 24.04 10

uname -—-r

6.8.0-31-generic

2. Z28t TNVMe-CLI (NVMe - CLI) Eft :

apt list | grep nvme

nvme-cli/noble-updates 2.8-lubuntu0.1l amdé64

3. £ Ubuntu 24.04 Ei% I > B8E hostngn FRIER 0 HUE /etc/nvme/hostngn .
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cat /etc/nvme/hostngn

ngn.2014-08.org.nvmexpress:uuid:acel8dd8-1f5a-1lec-b0c3-3a68dd6lacff

4. BB ARBEMFE /etc/nvme/hostngn BH hostngn fE “hostngn ONTAP [&E5] ¥ EF R
FE

vserver nvme subsystem host show -vserver vs 106 fc nvme

Vserver Subsystem Host NON

vs 106 fc nvme ub 106 ngn.2014-08.org.nvmexpress:uuid:c04702c8-e9le-
4353-9995-bad536214631

R hostngn FEFIER » BFEHR vserver modify L EH " hostngn HE
(D) onar BAFRGLNTE > UFATMENT /etc/nvme/hostnan” B

"hostngn °

FRENVMe/FC

&A% Broadcom / Emulex ¢ Marvell/Qlogic 7T EF&&E NVMe / FC o
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Broadcom / Emulex
7 Broadcom / Emulex T EEE&E NVMe / FC o

1. AN RN ERHE

a. cat /sys/class/scsi host/host*/modelname

LPe36002-M64
LPe36002-M64

b. cat /sys/class/scsi_host/host*/modeldesc

FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. BRITERNFIEER Broadcom 1pfc FEEMUHERENTERN o

a. cat /sys/class/scsi host/host*/fwrev

14.4.317.10, sli-4:06:d
14.4.317.10, sli-4:6:d

b. cat /sys/module/lpfc/version

0:14.2.0.17

MEENNTEREESIENNIEIRENEMNBE > AR EEEHRERTA" -

3. AR 1pfc enable fc4 type 3% 3!

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

BHRILS 3 -
4. FERRAESEE OB E/EHVT « MA/CRTUEE BIRE A :

a. cat /sys/class/fc_host/host*/port name

0x100000109b£0447b
0x100000109p£0447c

b. cat /sys/class/fc host/host*/port state
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Online

Online

C. cat /sys/class/scsi _host/host*/nvme info

mErEfmL

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfc0O WWPN x100000109bf0447b WWNN x200000109b£f0447b
DID x022600 ONLINE

NVME RPORT WWPN x200£fd039€aa8138b WWNN x200ad039%9eaa8138b
DID x021006 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000187 Cmpl 0000000187 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014096514 Issue 000000001407fcd6 OutIO
fffffffffffe9vc2
abort 00000048 noxri 00000000 nondlp 0000001lc gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000048 Err 00000077

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090f0447c WWNN x200000109bf0447c
DID x022300 ONLINE

NVME RPORT WWPN x2010d039%9eaa8138b WWNN x200ad039%9eaa81l38b
DID x021106 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000187 Cmpl 0000000187 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000140970ed Issue 00000000140813da OutIO
fffffffffffea’2ed
abort 00000047 noxri 00000000 nondlp 0000002b gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000047 Err 00000075

Marvell / QLogic

Ubuntu 24.04 GA U FRBEMIRIREWRERE qla2xxx EREITE BB R EHEERT o EEEEHN
ONTAP ZIREREE o
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# Marvell/QLogic /T EIR&&E NVMe / FC ©

1. SR EITHE S EN T EREIFZ LSRR

cat /sys/class/fc _host/host*/symbolic name

QLE2872 FW: v9.15.00 DVR: v10.02.09.100-k
QLE2872 FW: v9.15.00 DVR: v10.02.09.100-k

FRHESD gl2xnvmeenable BEIE © & RI5E Marvell 7T ER{EA NVMe / FC RBRENSRELE !
cat /sys/module/glaZxxx/parameters/gl2xnvmeenable
FEHAAY ouptut 2 1 o

EYFE1IMB /IO CER)

ONTAPTE B2 Bk hiR 5 R A B EMEE A/ (MDTS) A& 8 « EEMER KA /0 FARA/NTTE 1MB - HE
@ Broadcom NVMe/FC FE#EEEH 1MB A/ 1/0 B3K » (RFEZZIENN "Ipfc’ BIETE “Ipfc_sg_seg_cnt 2EUTE
%18 64 FEoh% 256 ©

@ ELSERERAR Qlogic NVMe / FC FE14 o

1. # "lpfc_sg_seg_cnt 2ERES 256 :

cat /etc/modprobe.d/lpfc.conf
TrEZEEIRLUATEANGEL !
options lpfc lpfc sg seg cnt=256

2. $1T "dracut -f &5 % > ABEMRAENEM ©
3. HESRHYME “Ipfc_sg_seg_cnt' 7 256 :

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt
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ZFZENVMe/TCP

NVMe / TCP A5 BEEARINAE o BRI UAKAE connect-all @S FHIFE NVMe / TCP FRAMAH

Zef “connect °

1. DR EEIR S A7 R IEAINVMe/TCP LIF SRl B EEH |

nvme discover -t tcp -w <host-traddr> -a <traddr>
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&

# nvme discover -t tcp -w 192.168.167.150 -a 192.168.167.155
Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed03%abac370:discovery
traddr: 192.168.167.156

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ff1llefb8fed03%eabac370:discovery
traddr: 192.168.166.156

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ffllefb8fed03%abac370:discovery
traddr: 192.168.167.155

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed03%abac370:discovery
traddr: 192.168.166.155

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ffllefb8fed039%abac370:subsystem.ubuntu 2
4.04 tcp 211

traddr: 192.168.167.156
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9%7d42b764ffllefb8fed039%eabac370:subsystem.ubuntu 2
4.04 tcp 211

traddr: 192.168.166.156
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.%7d42b764ffllefb8fed03%eabac370:subsystem.ubuntu 2
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4.04 tcp 211
traddr: 192.168.1
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subs

treq:

not speci

portid: 1
trsvcid: 4420
subngn: ngn.1992-

08.com.netapp:sn.9%7d42b764ffllefb8fed039%eabac370:subsystem.ubuntu 2

4.04 tcp 211
traddr: 192.168.1
eflags: none

sectype: none

67.155

ystem
fied

66.155

2. FEEBELMA NVMe / TCP FiB)SS BB LIF ARG EEmE -

nvme discover -t tcp -w <host-traddr> -a <traddr>

mETEEfEL

#nvme
#nvme
#nvme

#nvme

3. 9T nvme connect-all BEFAAEIEEZIER NVMe / TCP Ei@h2s B 24 &R

discover -t
discover -t
discover -t

discover -t

tcp -w 192.
tcp -w 192.
tcp -w 192.
tcp -w 192.

168.
168.
168.
168.

167

167.
166.
166.

.150 -a
150 -a
150 -a
150 -a

192.
192.
192.
192.

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

el

#nvme
#nvme
#nvme

#nvme

connect-all
connect-all
connect-all
connect-all

-t tcp —-w
-t tcp —w
-t tcp —-w
-t tcp —-w

192.
192.
192.
192.

168.
168.
168.
168.

167.150
167.150
166.150
166.150

192.
192.
192.
192.

168.
168.
168.
168.

1]
=

HiTen

A .
Ei g

168.
168.
168.
168.

167.
167.
166.
166.

155
156
155
156

167.
167.
166.
166.

155
156
155
156
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®

ESENVMe

¢ Ubuntu 24.04 BA%A > #ERARAEAR NVMe / TCP B9 Ctrl_LUS_TMOD BIRFTERZRTE © B
TELRXEEERS (EREEER) > MBESAEEEMFERD nvme connect-all @< (
HIg -1 ) FFEREREN ctrl loss tmo B “nvme connect o TEETETAR
TAT ~ SREHER - NVMe / TCP 1ZEHISIA G R £ A « B S RRHEARITESR ©

TR AR T 512+ 2REE5E NVMe o

1. R ERAEZORE NVMe ZERRK !

cat /sys/module/nvme core/parameters/multipath

TRERBILHAS TY ) o

2. PR FIFFERERER ONTAP 62 ZERIAEE NVMe :RE (BTN » G TES T NetApp ONTAP #:4)
231 > BHTH opoliced :REA TMERAESR )

a. cat /sys/class/nvme-subsystem/nvme-subsys*/model

NetApp ONTAP Controller
NetApp ONTAP Controller

b. cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

round-robin

3. MESRETEE M EE UM IFRRERGRZER
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mEfmh

/dev/nvmeOnl 81CZ5BQUUNfGAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T

4. DS ERREAVIERISRREIS R AN - BEABERIANAKAE
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NVMe / FC

nvme list-subsys /dev/nvmeOnl

FaEEfEL

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.8763d311b2aclled950ed039%ea951c46:subsystem.
ubuntu 24.04 \

+- nvmel fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a7d039ea954d17,host traddr=nn-0x200000109b1bS5ef:pn-
0x100000109b1b95ef live optimized

+- nvme?2 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a8d039ea954d17,host traddr=nn-0x200000109b1bS5£0:pn-
0x100000109b1b95f0 live optimized

+- nvme3 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20aad039ea954d17,host traddr=nn-0x200000109b1bS5£0:pn-
0x100000109b1b95f0 live non-optimized

+- nvmeb5 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a9d039ea954d17,host traddr=nn-0x200000109b1bS5ef :pn-
0x100000109b1b95ef live non-optimized

NVMe / TCP

nvme list-subsys /dev/nvmelnl



mEfmh

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.%7d42b764ffllefb8fed039%abac370:subsystem.ubun
tu 24.04 tcp 211
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0050-3410-8035-c3c04£4a5933
iopolicy=round-robin
+- nvmeO tcp
traddr=192.168.166.155,trsvcid=4420,host traddr=192.168.166.150,
src addr=192.168.166.150 live optimized
+- nvmel tcp
traddr=192.168.167.155,trsvcid=4420,host traddr=192.168.167.150,
src addr=192.168.167.150 live optimized
+- nvme2 tcp
traddr=192.168.166.156,trsvcid=4420,host traddr=192.168.166.150,
src addr=192.168.166.150 live non-optimized
+- nvme3 tcp
traddr=192.168.167.156, trsvcid=4420,host traddr=192.168.167.150,
src_addr=192.168.167.150 live non-optimized

S. EgsENetAppIMIE ZE DR REONTAP EhR A BB E MR ERNIERE :
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ki

nvme netapp ontapdevices -o column

RrEfmL
Device Vserver Namespace Path NSID UUID
Size
/dev/nvmeOnl vs 211 tcp /vol/tcpvoll/nsl 1

lcc7bc78-8d7b-4d8e-a3c4-750£9461a6e9 21.47GB

JSON

nvme netapp ontapdevices -0 json

e el
{
"ONTAPdevices" : |
{
"Device":"/dev/nvme0On9",
"Vserver":"vs 211 tcp",
"Namespace Path":"/vol/tcpvol9/ns9",
"NSID":9,
"UUID":"99640dd9-8463-4c12-8282-b525pb39fc10b",
"Size":"21.47GB",
"LBA Data Size":4096,
"Namespace Size":5242880
}
]
}
EXfERE

72 ONTAP hRZHY Ubuntu 24.04 &1 > NVMe F1#AHRRR B EARERE o
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FFAT ONTAP B9 Ubuntu 24.04 f9 NVMe 4R

SIEHBALIERIZE (ANA) B Ubuntu 22.04 %138 NVMe over Fabrics ( NVMe over
Fabric ~ NVMe over Fibre Channel ~ NVMe / FC ) F1Efh{&Es o 7£ NVMe IZIEH ~
ANA Z &2 iSCSI 1 FC IRIEAAY ALUA ZERRE « WLIZIODARE NVMe ZERERE
{E o

TH)ZIBEAT ONTAP Y Ubuntu 22.04 NVMe EHE4HAE :

* R4 NVMe - CLI EHHI NetApp M2 & RET NVMe / FC 4 Z2fIH ONTAP SH4REH!

* EIEEFHERENAEE (HBA) LME—F# EFEA NVMe 1 SCSI HiFRE « MAFERBEREN dm-
multipath 527 ~ MR NVMe ar 2o/ o

MFESIRAARNEMFESN > FEREEEHRETA" -

THAE

RIEFER ~ Ubuntu 22.04 EEXE NVMe #aa ZERIFVZOREE NVMe Z &K o FEIE ~ REERENRE ©

B AN PR !
BRIAZIEER NVMe BUEEHIHTE LT SAN Ft o

RN TR
A AE R T 512 2R BasE B [ SZ4& BY Ubuntu 22.04 BRESHRZS ©

1. 7EEBRES L %4 Ubuntu 22.04 © REESTAE « AT IETEHITHIEER Ubuntu 22.04 il -

# uname -r

° EhEEf) o

5.15.0-101-generic
2. 224t TNVMe-CLI (NVMe - CLI) Eff :
# apt list | grep nvme

° EHgs o

nvme-cli/jammy-updates,now 1.16-3ubuntul.1l amdé64

3. £ Ubuntu 22.04 F1% L - FBEFHE hostngn F&H /etc/nvme/hostngn -
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# cat /etc/nvme/hostngn

° EHgsR -

ngn.2014-08.org.nvmexpress:uuid:063a9fa0-438a-4737-b9%p4-95a21c66d041

4. F#32 hostngn FHBRFNE hostngn ONTAP [E%| L HEFRGHFES :

::> vserver nvme subsystem host show -vserver vs 106 fc nvme

° EhEEf) -

Vserver Subsystem Host NON

vs 106 fc nvme ub 106 ngn.2014-08.org.nvmexpress:uuid:c04702c8-e9le-
4353-9995-bad536214631

WMRZ hostngn FERARHER « iB5FH vserver modify L KEH hostngn HE
(D ONTAP &7 F &4 ERIFE ~ IS hostngn FHRIKJR /etc/nvme/hostngn 7 F 14
ko

RENVMe/FC

&A% Broadcom / Emulex 3¢ Marvell/Qlogic 7 E£:&E NVMe / FC ©
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Broadcom / Emulex

1. RIS ERANE RN TEREE -

# cat /sys/class/scsi _host/host*/modelname

° g o

LPe36002-M64
LPe36002-M64

# cat /sys/class/scsi _host/host*/modeldesc

° EhEEf) o

FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

R I E AR EEMBroadcom 1pfc FieH N EERENIZR o

# cat /sys/class/scsi _host/host*/fwrev

14.2.673.40, sli-4:6:d
14.2.673.40, sli-4:6:d

# cat /sys/module/lpfc/version
O0: 14.0.0.4

MEX NN ERERERENNIEERARRITEE » 552 EEtHRRTA" -

3. sAHEsE lpfc_enable fc4 type MAy 3

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type
3

4. FERMEREBEREWIETRT - MEGTUERBREHE !
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# cat /sys/class/fc_host/host*/port name

0x100000109b£0447c

0x100000109b£0447b

# cat /sys/class/fc_host/host*/port state

Online

Online

# cat /sys/class/scsi _host/host*/nvme info
NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109bf0447c WWNN x200000108b£f0447c DID

x022300 ONLINE

NVME RPORT WWPN x200cd039%9eaa8138b WWNN x200ad039%9eaa8138b DID
x021509 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2010d039%9eaa8138b WWNN x200ad039eaa8138b DID

x021108 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000000e Cmpl 000000000e Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000005238 Issue 000000000000523a OutIO
0000000000000002
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x1000001090bf0447b WWNN x2000001090bf0447b DID
x022600 ONLINE

NVME RPORT WWPN x200bd039%eaa8138b WWNN x200ad039eaa8138b DID
x021409 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200£d039%9eaa8138b WWNN x200ad039eaa8138b DID

x021008 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000000e Cmpl 000000000e Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000000000523c Issue 000000000000523e OutIO
0000000000000002
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

AR NVMe / FC B9 Marvell/QLogic FC /T E+&
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Ubuntu 22.04 GA U FRBEMRIRE WA R qla2xxx EREITE BB B EHHEERR o EEEEHN
ONTAP ZIEEREE o

1. HESRICHITHRE RN E FRSEXMENERE
# cat /sys/class/fc _host/host*/symbolic name

° EHgsR

QLE2872 FW: v9.14.02 DVR: v10.02.06.200-k
QLE2872 FW: v9.14.02 DVR: v10.02.06.200-k

FAMESR gl2xnvmeenable BRE ° 573 Marvell Y ER{E# NVMe / FC RiEhZRE(F :
# cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

1

EXFE 1MB /O (#F)

ONTAP7E#BIEHI2 BRI IR ERABTEMRHE A/ (MDTS) 2 8 - EEMKERK I/0 FARA/NEIE 1IMB - BE
@ Broadcom NVMe/FC F#E3EH 1MB A/N8Y 1/0 E3K » IEFEZ LN “Ipfc BYEE "Ipfc_sg_seg_cnt 2#ETAE
%{E 64 B4 256 ©

()  EeEsmTmRER Qogic NVMe / FC 14 -

1. ¥ “Ipfc_sg_seg_cnt BEERES 256 :

cat /etc/modprobe.d/lpfc.conf
TRZEEIBLUATHANGL
options lpfc lpfc sg seg cnt=256

2. 34T “dracut -F @2 > ABEMERSIEMH o
3. HEETAYME “Ipfc_sg_seg_cnt' 7 256

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt
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FRENVMe/TCP

NVMe / TCP RE BENERINAE o FEIL ~ NRFEERREHESRE « B7E 10 DENTAREFRHABARRE - B
NVMe / TCP fZBEBIEFER - EERR AR - CRZRFEBPERMHNERNERAELD 30 DiE -

1. DR EEIR S A R IEAINVMe/TCP LIF SRR B EEH |

nvme discover -t tcp -w host-traddr -a traddr

° EhEEs)
# nvme discover -t tcp -w 10.10.11.47-a 10.10.10.122
Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.bbfbdee8dfb611edbd07d03%al65590:discovery
traddr: 10.10.10.122

eflags: explicit discovery connections, duplicate discovery information
sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992
08.com.netapp:sn.bbfbdee8dfb61ll1edbd07d03%al65590:discovery
traddr: 10.10.10.124

eflags: explicit discovery connections, duplicate discovery information
sectype: none

trtype: tcp

2. SR NVMe | TCP BXBH8 EIAR LIF B2 AEs0m iR e M HAY -

328



nvme discover -t tcp -w host-traddr -a traddr

° EHgsa o

#nvme discover -t tcp -w 10.10.10.47 -a 10.10.10.122
#nvme discover -t tcp -w 10.10.10.47 -a 10.10.10.124
#nvme discover -t tcp -w 10.10.11.47 -a 10.10.11.122
#nvme discover -t tcp -w 10.10.11.47 -a 10.10.11.

3. 7EERRE EFREXEAY NVMe / TCP R{EhER BAREapEHA L HTT NVMe connect -all 85 ~ MEAFHERHI23E KA
RRFEIEEE /L 30 S &K 1800 7 :

nvme connect-all -t tcp -w host-traddr -a traddr -1 1800

° g o

# nvme connect-all -t tcp -w 10.10.10.47 -a 10.10.10.122 -1 1800

# nvme connect-all -t tcp -w 10.10.10.47 -a 10.10.10.124 -1 1800

# nvme connect-all -t tcp -w 10.10.11.47 -a 10.10.11.122 -1 1800

# nvme connect-all -t tcp -w 10.10.11.47 -a 10.10.11.124 -1 1800
EXSENVMe

AT UER T 5255858 NVMe °

1. EREMAZOAE NVMe ZERTE !

# cat /sys/module/nvme core/parameters/multipath
Y

2. Eas{ERI ONTAP fa ZEMIRVEE NVMe 27E (FIUN ~ B TE 2 NetApp ONTAP #5238 « B & T
iopolicing SR EARBIR) BEEMRMAETHLE :

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller
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3.

4

330

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
round-robin

round-robin

BT EET W IFREIRRG AR ¢

# nvme list

° EhEEf) o

/dev/nvmeOnl 81CZ5BQUUNfGAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FRTTETEE

M SRR IEER SRR RA N - BAAIERRIANARES !

=mm



NVMe / FC

# nvme list-subsys /dev/nvmeOnl

° EhEEf) -

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.8763d311b2aclled950ed039%a%51c46:subsystem. ub 106
\

+- nvmel fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a7d039ea954d17,host traddr=nn-0x200000109b1bS5ef :pn-
0x10000010901b9%5ef 1live optimized

+- nvme2 fc traddr=nn-0x20a6d039%ea954d17:pn-
0x20a8d039%ea954d17,host traddr=nn-0x200000109b1b95f0:pn-
0x10000010901b95f0 1live optimized

+- nvme3 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20aad039%ea954d17,host traddr=nn-0x200000109b1b95f0:pn-
0x10000010901b95f0 1live non-optimized

+- nvmeb5 fc traddr=nn-0x20a6d039%9ea954d17:pn-
0x20a9d039%ea954d17,host traddr=nn-0x200000109b1b95ef:pn-
0x10000010901b9%5ef 1live non-optimized

NVMe / TCP

# nvme list-subsys /dev/nvmelnl

° FHEss -

nvme-subsysl - NQN=ngn.1992- 08.com.netapp:sn.
bbfb4ee8dfb611edbd07d039%eal65590:subsystem.rhel tcp 95

+- nvmel tcp
traddr=10.10.10.122, trsvcid=4420, host traddr=10.10.10.47,src_addr=10
.10.10.47 1live

+- nvme2 tcp

traddr=10.10.10.124,trsvcid=4420,host traddr=10.10.10.47,src_addr=10
.10.10.47 1live

+- nvme3 tcp

traddr=10.10.11.122,trsvcid=4420,host traddr=10.10.11.47,src_addr=10
.10.11.47 1live

+- nvmed tcp

traddr=10.10.11.124,trsvcid=4420,host traddr=10.10.11.47,src_addr=10
.10.11.47 1live
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5. Egz%NetAppIMIER R B BT EONTAP BB BRI B EREE

ki

# nvme netapp ontapdevices -o column

° EhEEf) -

Device Vserver Namespace Path

NSID UUID Size
1 79c2c569-b7£fa-42d5-b870-d9%d6d7e5fa84 21.47GB
JSON

# nvme netapp ontapdevices -o json

° EHgsR

"ONTAPdevices" : |

{

"Device" : "/dev/nvmeOnl",

"Vserver" : "co iscsi tcp ubuntu",

"Namespace Path" : "/vol/nvmevoll/nsl",

SNETEY o il

"UUID" : "79c2c569-b7fa-42d5-b870-d9d6d7e5fa84",
"Size" : "21.47GB",

"LBA Data Size" : 409¢,

"Namespace Size" : 5242880

by
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EfE=E

‘2 ONTAP HrZsBY Ubuntu 22.04 B9 NVMe E1#44BREHE T3 B FREE -
NetApp#&:2ID g s5RH

CONTAPEXT-2037 Ubuntu 22.04 NVMe 7£ NVMe %  « B[ LUEA T NVMe &R -p | S REIE
IWERUEENT SIFZIEH8 (LC) - kS RiEASEMISEEEARTI—
BIRRIEHI23 & PDC ° i ~ INRE7E NVMe 4% _E#{T Ubuntu 22.04 ~ B
FBRHIT [ NVMe 1RFR -p | FFEPZEIEEN PDC - EEER
FHANBZE LNERERRANE o

Windows

{EAERA ONTAP B9 NVMe / FC 2R:&7E Windows Server 2025

IRBIATEHIT Windows Server 2025 BYE 1 FE&FE NVMe over Fibre Channel ( NVMe /
FC) » LUfEEL ONTAP LUN —#EE{E o

FAREETLF
AT LATE Windows 2025 BY NVMe / FC E#AEREHER T5I<1E - ERIBRERF ZA1 » S EZ IR B
HYBRE] o

* AJANE

£ ONTAP 9.10.1 8% > Windows Server 2025 %3& NVMe / FC o

MEBEZIEM FC NME-RAIZEFIZEE > 5526 "Hardware Universe"  NEZIRABH AN RIEE » 5F2
R E@EEHREATA" -

* BHIPRE]

NVMe / FC A3£1& Windows BiEfoeEE 4 > [A1%4 ONTAP BHIAZIE NVMe / FC BYISERE -

Broadcom F&fft Windows NVMe / FC BY9MEBERENTETS » SR8 T SCSI E4RE NVMe FEH)

@ 230 > MIEEIER NVMe / FC BBENFET - EEEMERTA—EZEFEWAE » BEIKHEH NVMe /
FC FIRBEIEZS o AL > 7 Windows {AlAR28 L ° NVMe / FC #1 FCP BIXEEZAERIRY » &
HMEE R4 > 180 Linux > BBFLE NVMe / FC BURKAEIEEE FCP BIRKAELF ©

EXFANVMe/FC

7£ Windows E@h2s 1% B FC/NVMe ©

1. 7£ Windows Fi% 224t Emulex HBA Manager AFTER ©
2. EEEHBARENAHEIZIE L « T TFIHBAREIZXNSH :
° BXFANVMe = 1
o NVMEMode = 0
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3. ERERENEM o

7 Broadcom FC 7Y ETE

Broadcom Ei&Eh2s Al EEERER 32G FC N EFEIZE » [FFEEIE NVMe / FC 1 FCP /= © ¥52 FCP #
FC/NVMe > I&FEZ{E A Microsft £ BEAE4E (DSM ) #7 Microsoft ZERRZE /0 (MPIO ) #EIF o

Ahostngn £ Windows IRIEHHY Broadcom /TEF (& FC/NVMe ) HSEFRERENE R (HBA) &Eig
1R AERAR o “hostngn MU FAIFTT

ngn.2017-01.com.broadcom:ecd:nvmf:£c:100000109b1b9765
ngn.2017-01.com.broadcom:ecd:nvmf:fc:100000109b1b9766

% NVMe £ EEAH MPIO
CEERABEAR NVMe &/ MPIO > A HE7E Windows 1 _F5ERE NVMe 4BAE o

1. 2% "Windows EHABRREM7 1" REFCHINVMeBR BRI SH -

2. EABMPIOARA o
3. W FEZERERIINER « FIENVMeFrFIREEEID o

MPIOERFINVMeZEE  ELEE BN EHEEIE FEE o

4. $TB9* Disk Management (BZFEEIE) ~ AR E Disk Properties (FAREAR) * o
S. fit *MPIO BEIERHR » BEHZE * SFlERL *
6. %% % Microsoft DSM %

> PathVerfiedPeriod:* 10*

o PathVerifyEnabled:* Enabled*

c EalstE 6
SRR 1
o PDORemovedPeriod:* 130*
7. 3#ZEMPIO Policy * Round Robin with Subscal* °
8. EEETIRE :

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

. ERERENEM ©
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258 NVMe / FC #4HRE

FEHREI NVMe F24% > B ONTAP sraZEREIERI NVMe 4HAE o

T

1. WEEE DERHBLERY| & FCHNVMe !

listhba

FETEE

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

Port WWN
Node WWN
Fabric Name
Flags

Host Name
Mfg

Serial No.
Port Number
Mode

PCI Bus Number
PCI Function
Port Type
Model

10:00:00:10:90:1b:97:65
20:00:00:10:90:1b:97:65
10:00:c4:£f5:7c:a5:32:e0
8000e300

INTEROP-57-159

Emulex Corporation
FC71367217

0

Initiator

94

0

FC+NVMe

LPe32002-M2

10:00:00:10:90:1b:97:66
20:00:00:10:90:1b:97:66
10:00:c4:£f5:7c:a5:32:e0
8000e300

INTEROP-57-159

Emulex Corporation
FC71367217

1

Initiator

94

1

FC+NVMe

LPe32002-M2

2. BEEIEEEREI NVMe / FC F24; ©

° nvme-list

335



&

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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&

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. IERUMRER !

nvme-list-ns
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&

Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEO9 0 1
0
0x00000002 \\.\PHYSICALDRIVE1O0 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE1?2 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
7

{FEFREA ONTAP Y NVMe / FC K% E Windows Server 2022

BB LATE#IT Windows Server 2022 BYE1# _FE5E NVMe over Fibre Channel ( NVMe /
FC) > LU{EEL ONTAP LUN —E&EE -

RIERT(E

ISR LA 52 IRFEECE AR Windows 2022 BY NVMe / FC EH4ERE(ER - 7ERtAREIRFZ Al > ST
1B ERAIPRE]

* AEYE
%t ONTAP 9.7 B%4 > Windows Server 2022 %1 NVMe / FC o

WEZIEM FC N EEFITHISSEE » 552R)"Hardware Universe" o Y1EE S IBAHREF IR AN RHNEE » 2
R"EEMHBRIA"

* BHPRE]
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NVMe / FC A1 Windows BEEfeE#EEE > (14 ONTAP BHIAZIE NVMe / FC BYIFERE

Broadcom F&Rft Windows NVMe / FC BY9MERERENTET. » S 282 SCSI B4R E NVMe 5&H)

@ 20 » MIEEIER NVMe / FC BEFITER - EZMNBAA—E SR EWEE » BZIKH NVMe /
FC HIZKAEIEES - I » 72 Windows {AlARES L > NVMe / FC #1 FCP BIZBEZERER » &
HMER R4 > FIU0 Linux > BBFLE NVMe / FC BURKAEIEEE FCP BYRKAEYF ©

E{FENVMe/FC

£ Windows EfEhas 1% LB FC/NVMe -
1. £ Windows £ _F%#t Emulex HBA Manager A2 ©
2. EEEHBARENSHEIZIE L « T TFIHBAREZN2H -
° EXFANVMe =1
> NVMEMode =0

3. ERERENEM o

27 Broadcom FC NEE

Broadcom EiEh25r]iEEERAY 32G FC N EFEIZE > [EFRFERIE NVMe / FC #1 FCP JRZ ° #H FCP #
FC/NVMe > {RFEZ{ER Microsft S8 B HA1E4E (DSM ) 4 Microsoft ZEIKE /0 (MPIO ) I o

Ahostngn £ Windows IRIEHHY Broadcom /TEIF (& FC/NVMe ) MSEFRERENE R (HBA) &g
1R AERAR o “hostngn MU FAIFTT

ngn.2017-01.com.broadcom:ecd:nvmf:£c:100000109b1b9765
ngn.2017-01.com.broadcom:ecd:nvmf:fc:100000109b1b9766

% NVMe E£EEHE MPIO
REEBEVABEANR NVMe B/ MPIO » A BE7E Windows 1 52 NVMe 4BAE -
S ER
1. 228 "Windows AR EMNT7.1" BEFCHINVMeFEBREREITIZERBE o
2. EABIMPIOAARA ©
3. MIFERLERTCESIER - FENVMeFrFHIEEEID o
MPIOERIAINVMeE & B B EHIEEIETEE ©

4. §TR9* Disk Management (BAR$EIE) ~ A E Disk Properties (BEREAZ) * o
5. 4t *MPIO BETE-Rh » BRI * SEARREN) * o
6. 8 %! Microsoft DSM 2 5E :

> PathVerfiedPeriod:* 10*
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o PathVerifyEnabled:* Enabled*

- EElEtE 6

° B bERER 17

o PDORemovedPeriod:* 130*
7. 3EEMPIO Policy * Round Robin with Subscal* ©
8. EEHIRE :

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. EMERENE o
ESZENVMe/FC
R EFEREI NVMe FZ4 > H ONTAP s 2 ZERIEAR NVMe 4BEE o

1. FEER TEEELEAY | A FCHNVMe :

listhba
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Port WWN : 10:00:00:10:9b:1b:97:65
Node WWN : 20:00:00:10:90:1b:97:65
Fabric Name : 10:00:cd4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number : 0

Mode : Initiator

PCI Bus Number : 94

PCI Function : 0

Port Type : FC+NVMe

Model : LPe32002-M2

Port WWN : 10:00:00:10:9b:1b:97:66
Node WWN : 20:00:00:10:90:1b:97:66
Fabric Name : 10:00:c4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number 1

Mode : Initiator

PCI Bus Number : 94

PCI Function 1

Port Type : FC+NVMe

Model : LPe32002-M2

2. EEEEEREI NVMe /| FC F24% :

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. IERUMRER !

nvme-list-ns
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Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEO9 0 1
0
0x00000002 \\.\PHYSICALDRIVE1O0 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE1?2 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
7

B*Windows Server 201989NVMe / FCE 144055 « ONTAP S EHINAE

RBIATEHIT Windows Server 2019 BYE 1 FEEFE NVMe over Fibre Channel ( NVMe /
FC) > LU{EEL ONTAP LUN —E&EE

FAREETLE

f&A] LATE Windows 2019 Y NVMe / FC EH#4HREFREER T2 - ERIBRERF 2RI > S EZLBREER
HIPRHI o

@ TR M E A AR IR HAVAERS R E "Amazon FSX for ONTAP Sf' » JREEEBREMNEIRA S
i#"Cloud Volumes ONTAP" ©

* AHEX%E
%t ONTAP 9.7 B%4 » Windows Server 2019 % & NVMe / FC o
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RE@EMHERTA" -
* EXNPEH :

NVMe / FC A1 Windows BEEF08E#EEE > [14 ONTAP BAIAZIE NVMe / FC BYIFERE

Broadcom F&Rft Windows NVMe / FC BY9MERERENTET » S 282\ SCSI 4R E NVMe 5&H)

@ 220 » MIEEIER NVMe / FC BEFITER - EZMNBAA—E SR EWEE » BZIKH NVMe /
FC BIRAEBEL o AL » 72 Windows {EARES £ > NVMe / FC #1 FCP HISKBEZEREM » &
HMEE R4 > B0 Linux > BBFLE NVMe / FC BURKAEIEEE FCP BYRKAEYF ©

EXFANVMe/FC
7£ Windows EXEh23 44 EBUA FC/NVMe o

HER
1. 7£ Windows £ %%t Emulex HBA Manager A2 ©
2. 71 S{EHBARENSREIHIE L « 52 E FFHBARREIIZX 28 !
° BXFENVMe =1
> NVMEMode = 0

3. EFENENEM o
% E Broadcom FC /T E+E

Broadcom EiE)25r]iEEERR 32G FC N EFEIZE > [ERFERIE NVMe / FC # FCP JRZ ° ## FCP #
FC/NVMe > {RFE%{ER Microsft LB EHA1E4 (DSM ) 4 Microsoft ZEIKE /0 (MPIO ) I o

A hostngn £ Windows IRIEHH Broadcom N EFK (& FC/NVMe ) HIESEFHERSNE* (HBA) &z
1R AERAR o “hostngn MU TIPS

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£fc:10000010901b9766

% NVMe E£EEH MPIO
CEEABEAR NVMe &/ MPIO > A HE7E Windows 1 _E5ERE NVMe 4BEE o

SER
1. 228 "Windows AR EMNT.1" BEFCHINVMeFEBRIEREITIZR B H o

2. BEABMPIONE o
3. M IFERZERKE RS IEE « FENVMeFrFIHIEEID o

MPIOZ RIAINVMeiE E ~ BB EHIEEIETEAE o

4. ¥JF* Disk Management (HIREIE) ~ 7RETEZE Disk Properties (HERAZE) * ©
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o. i *MPIO 3EIEFH - BEE * SEAER - o
. %% 5! Microsoft DSM &€ :
o PathVerfiedPeriod:* 10*
o PathVerifyEnabled:* Enabled*
© B 6
© EEFFREER 1
o PDORemovedPeriod:* 130*
7. EEFEMPIO Policy * Round Robin with Subscal* °
8. GEEEE !

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. EFRENE o
E&ZENVMe/FC
HEDEIFEREI NVMe F 24 » H ONTAP ena R AN NVMe 4BRE ©

1. WEEE DERHBLERY| & FCHNVMe !

listhba
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Port WWN : 10:00:00:10:9b:1b:97:65
Node WWN : 20:00:00:10:90:1b:97:65
Fabric Name : 10:00:cd4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number : 0

Mode : Initiator

PCI Bus Number : 94

PCI Function : 0

Port Type : FC+NVMe

Model : LPe32002-M2

Port WWN : 10:00:00:10:9b:1b:97:66
Node WWN : 20:00:00:10:90:1b:97:66
Fabric Name : 10:00:c4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number 1

Mode : Initiator

PCI Bus Number : 94

PCI Function 1

Port Type : FC+NVMe

Model : LPe32002-M2

2. EEEEEREI NVMe /| FC F24% :

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list

348



&

NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. IERUMRER !

nvme-list-ns
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Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEO9 0 1
0
0x00000002 \\.\PHYSICALDRIVE1O0 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE1?2 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
7

{EEREA ONTAP Y NVMe / FC K% E Windows Server 2016

IRBIATEHIT Windows Server 2016 BYE# 8 FE NVMe over Fibre Channel ( NVMe /
FC) > LU{EEL ONTAP LUN —E&EE -

FAREETLE

f&A] LATE Windows 2016 BY NVMe / FC EH4HREFRER T2 - RGBSR ERF 2RI > S EZREER
HIBRHI o

@ TR M E A AR IR HAVAERS R E "Amazon FSX for ONTAP Sf' » JREEEBREMNEIRA S
i#"Cloud Volumes ONTAP" ©

* AHEX%E
%t ONTAP 9.7 B%4 > Windows Server 2016 % & NVMe / FC o

NELIEM FC NE-EFAEZESIZSHE » 35328 "Hardware Universe" o IS IBAHREA IR A RETEE » 52
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Broadcom F&Rft Windows NVMe / FC BY9MERERENTET » S 282\ SCSI 4R E NVMe 5&H)

@ 220 » MIEEIER NVMe / FC BEFITER - EZMNBAA—E SR EWEE » BZIKH NVMe /
FC BIRAEBEL o AL » 72 Windows {EARES £ > NVMe / FC #1 FCP HISKBEZEREM » &
HMEE R4 > B0 Linux > BBFLE NVMe / FC BURKAEIEEE FCP BYRKAEYF ©

EXFANVMe/FC
7£ Windows EXEh23 44 EBUA FC/NVMe o

HER
1. 7£ Windows £ %%t Emulex HBA Manager A2 ©
2. 71 S{EHBARENSREIHIE L « 52 E FFHBARREIIZX 28 !
° BXFENVMe =1
> NVMEMode = 0

3. EFENENEM o
% E Broadcom FC /T E+E

Broadcom EiE)25r]iEEERR 32G FC N EFEIZE > [ERFERIE NVMe / FC # FCP JRZ ° ## FCP #
FC/NVMe > {RFE%{ER Microsft LB EHA1E4 (DSM ) 4 Microsoft ZEIKE /0 (MPIO ) I o

A hostngn £ Windows IRIEHH Broadcom N EFK (& FC/NVMe ) HIESEFHERSNE* (HBA) &z
1R AERAR o “hostngn MU TIPS

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
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% NVMe E£EEH MPIO
CEEABEAR NVMe &/ MPIO > A HE7E Windows 1 _E5ERE NVMe 4BEE o

SER
1. 228 "Windows AR EMNT.1" BEFCHINVMeFEBRIEREITIZR B H o

2. BEABMPIONE o
3. M IFERZERKE RS IEE « FENVMeFrFIHIEEID o

MPIOZ RIAINVMeiE E ~ BB EHIEEIETEAE o
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351


https://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads
https://mysupport.netapp.com/site/products/all/details/hostutilities/downloads-tab/download/61343/7.1/downloads

o. i *MPIO 3EIEFH - BEE * SEAER - o
. %% 5! Microsoft DSM &€ :
o PathVerfiedPeriod:* 10*
o PathVerifyEnabled:* Enabled*
© B 6
© EEFFREER 1
o PDORemovedPeriod:* 130*
7. EEFEMPIO Policy * Round Robin with Subscal* °
8. GEEEE !

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. EFRENE o
E&ZENVMe/FC
HEDEIFEREI NVMe F 24 » H ONTAP ena R AN NVMe 4BRE ©

1. WEEE DERHBLERY| & FCHNVMe !
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Port WWN : 10:00:00:10:9b:1b:97:65
Node WWN : 20:00:00:10:90:1b:97:65
Fabric Name : 10:00:cd4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number : 0

Mode : Initiator

PCI Bus Number : 94

PCI Function : 0

Port Type : FC+NVMe

Model : LPe32002-M2

Port WWN : 10:00:00:10:9b:1b:97:66
Node WWN : 20:00:00:10:90:1b:97:66
Fabric Name : 10:00:c4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number 1

Mode : Initiator

PCI Bus Number : 94

PCI Function 1

Port Type : FC+NVMe

Model : LPe32002-M2

2. EEEEEREI NVMe /| FC F24% :

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. IERUMRER !

nvme-list-ns
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Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEO9 0 1
0
0x00000002 \\.\PHYSICALDRIVE1O0 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE1?2 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
7

{EFR#E AT ONTAP B9 NVMe / FC 32 7E Windows Server 2012 R2

BB LATE#NIT Windows Server 2012 R2 BYE1# 5% E NVMe over Fibre Channel (
NVMe /FC) > LA{EEL ONTAP LUN —#EEE

BAREETLE

f&AI LATE Windows 2012 R2 B9 NVMe / FC FEH##BRER (R T3 IE - RGBSR ERRF 2 » S EZ TR
BEENAIBRH o

@ TR M E A AR IR HAVAERS R E "Amazon FSX for ONTAP Sf' » JREEEBREMNEIRA S
i#"Cloud Volumes ONTAP" ©

* AHEX%E
% ONTAP 9.7 BH%4 » Windows Server 2012 R2 %1& NVMe / FC o

WNELIEM FC N E-EFAEZESI2SHE > 35328 "Hardware Universe" o IS IBAHREA IR AHI RETEE » 52
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RE@EMHERTA" -
* EXNPEH :

NVMe / FC A1 Windows BEEF08E#EEE > [14 ONTAP BAIAZIE NVMe / FC BYIFERE

Broadcom F&Rft Windows NVMe / FC BY9MERERENTET » S 282\ SCSI 4R E NVMe 5&H)

@ 220 » MIEEIER NVMe / FC BEFITER - EZMNBAA—E SR EWEE » BZIKH NVMe /
FC BIRAEBEL o AL » 72 Windows {EARES £ > NVMe / FC #1 FCP HISKBEZEREM » &
HMEE R4 > B0 Linux > BBFLE NVMe / FC BURKAEIEEE FCP BYRKAEYF ©

EXFANVMe/FC
7£ Windows EXEh23 44 EBUA FC/NVMe o

HER
1. 7£ Windows £ %%t Emulex HBA Manager A2 ©
2. 71 S{EHBARENSREIHIE L « 52 E FFHBARREIIZX 28 !
° BXFENVMe =1
> NVMEMode = 0

3. EFENENEM o
% E Broadcom FC /T E+E

Broadcom EiE)25r]iEEERR 32G FC N EFEIZE > [ERFERIE NVMe / FC # FCP JRZ ° ## FCP #
FC/NVMe > {RFE%{ER Microsft LB EHA1E4 (DSM ) 4 Microsoft ZEIKE /0 (MPIO ) I o

A hostngn £ Windows IRIEHH Broadcom N EFK (& FC/NVMe ) HIESEFHERSNE* (HBA) &z
1R AERAR o “hostngn MU TIPS

ngn.2017-01.com.broadcom:ecd:nvmf:£c:10000010901b9765
ngn.2017-01.com.broadcom:ecd:nvmf:£fc:10000010901b9766

% NVMe E£EEH MPIO
CEEABEAR NVMe &/ MPIO > A HE7E Windows 1 _E5ERE NVMe 4BEE o

SER
1. 228 "Windows AR EMNT.1" BEFCHINVMeFEBRIEREITIZR B H o

2. BEABMPIONE o
3. M IFERZERKE RS IEE « FENVMeFrFIHIEEID o

MPIOZ RIAINVMeiE E ~ BB EHIEEIETEAE o

4. ¥JF* Disk Management (HIREIE) ~ 7RETEZE Disk Properties (HERAZE) * ©
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o. i *MPIO 3EIEFH - BEE * SEAER - o
. %% 5! Microsoft DSM &€ :
o PathVerfiedPeriod:* 10*
o PathVerifyEnabled:* Enabled*
© B 6
© EEFFREER 1
o PDORemovedPeriod:* 130*
7. EEFEMPIO Policy * Round Robin with Subscal* °
8. GEEEE !

HKLM\SYSTEM\CurrentControlSet\Services\mpio\Parameters\PathRecoveryInter
val DWORD -> 30

HKLM\SYSTEM\CurrentControlSet\Services\mpio \Parameters\
UseCustomPathRecoveryInterval DWORD-> 1

9. EFRENE o
E&ZENVMe/FC
HEDEIFEREI NVMe F 24 » H ONTAP ena R AN NVMe 4BRE ©

1. WEEE DERHBLERY| & FCHNVMe !

listhba
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Port WWN : 10:00:00:10:9b:1b:97:65
Node WWN : 20:00:00:10:90:1b:97:65
Fabric Name : 10:00:cd4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number : 0

Mode : Initiator

PCI Bus Number : 94

PCI Function : 0

Port Type : FC+NVMe

Model : LPe32002-M2

Port WWN : 10:00:00:10:9b:1b:97:66
Node WWN : 20:00:00:10:90:1b:97:66
Fabric Name : 10:00:c4:f5:7c:ab5:32:e0
Flags : 8000e300

Host Name : INTEROP-57-159

Mfg : Emulex Corporation
Serial No. : FC71367217

Port Number 1

Mode : Initiator

PCI Bus Number : 94

PCI Function 1

Port Type : FC+NVMe

Model : LPe32002-M2

2. EEEEEREI NVMe /| FC F24% :

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:09:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0180

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:06:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0181

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

° nvme-list
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NVMe Qualified Name : ngn.1992-
08.com.netapp:sn.a3b74c32db2911eab229d039%eal41105:subsystem.win n
vme interop-57-159

Port WWN : 20:07:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0140

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

NVMe Qualified Name : ngn.1992-

08.com.netapp:sn.a3b74c32db2911eab229d039%al41105:subsystem.win n
vme interop-57-159

Port WWN : 20:08:d0:39:ea:14:11:04
Node WWN : 20:05:d0:39:ea:14:11:04
Controller ID : 0x0141

Model Number : NetApp ONTAP Controller
Serial Number : 81CGZBPUST/uAAAAAAAB
Firmware Version : FFFFFFFF

Total Capacity : Not Available
Unallocated Capacity : Not Available

Note: At present Namespace Management is not supported by NetApp
Arrays.

3. IERUMRER !

nvme-list-ns
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Active Namespaces (attached to controller 0x0141):

SCSI SCSI

SCSI
NSID DeviceName Bus Number Target Number

0S LUN
0x00000001 \\.\PHYSICALDRIVEO9 0 1
0
0x00000002 \\.\PHYSICALDRIVE1O0 0 1
1
0x00000003 \\.\PHYSICALDRIVE11l 0 1
2
0x00000004 \\.\PHYSICALDRIVE1?2 0 1
3
0x00000005 \\.\PHYSICALDRIVE13 0 1
4
0x00000006 \\.\PHYSICALDRIVE14 0 1
5
0x00000007 \\.\PHYSICALDRIVEL5 0 1
6
0x00000008 \\.\PHYSICALDRIVE16 0 1
7

{EFHONTAP{#TFZE NVMe-oF E1THIELEFR (BRI Linux 14
NAFE)

HECHEONTAPEETERY Oracle Linux ~ RHEL ~ Rocky Linux #1 SUSE Linux Enterprise
Server 11T NVMe-oF BIFEHEE o

TERIIEHIR 2 AT » AR ICITHEEN G U TEX | "ERERRERTAR RRERRPET T —DIREF
> DR IR

@ HIEBEREREAREAR AIX ~ ESXi » Proxmox 1 Windows 4 °
R sFABECER

NRCHVHRS A R  sHflsC IR R (R H RN B ©
TR
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% LPFC T Qlogic (Qla2xxx) 5% E ¥4 H s5s08% ©

Ipfc
REFAR NVMe / FC B9 Ipfc BRENFZTL ©

1. % 1pfc log verbose fFERENTEXRE# FIIE—1E  UECENVMe/FCEH o

#define LOG NVME 0x00100000 /* NVME general events. */

#define LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events.

*/
#define LOG NVME ABTS 0x00400000 /* NVME ABTS events. */
#define LOG NVME IOERR 0x00800000 /* NVME IO Error events. */

2. REMBZE ~ FPIT dracut-£ LU BB o

# cat /etc/modprobe.d/lpfc.conf options lpfc
lpfc log verbose=0x£f00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771

qla2xxx

NVMe / FC BB BN BNNFE qla2xxx 308k 1pfc BRENER : FBARARTE—M qla2xxx sCERE R ©
1. #& Tql2xextend_error_logging=x1e4000001 {EMIIIELFER TmodfiFAlqgla2xxx confl &2 °
2. }117 dracut -f @9 ~ ABEMRBEIE ©
3. =R AR RSN

# cat /etc/modprobe.d/gla2xxx.conf

TREZEEIHRLUATEABES -

options gla2xxx gl2xnvmeenable=1
gl2xextended error logging=0x1e400000

# cat /sys/module/gla2xxx/parameters/gl2xextended error logging
507510784
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= BB “nvme-cli”$EiR R R R 5%

PETHIEEER nvme-c1i HARS nvme discover » nvme connect 'B{ ‘nvme connect-all {EXEIFEIEEN
TR

fREREN 2 AJREREA KIFEFETE
2= A/devINVMeZR1E B/EFIERE AR (ERARYEE EIERE nvme discover © nvme
5B L EmAEY5I8U connect "M ‘nvme connect-all 8% °
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HERENE AIAEIR

IE= A/devINVMeZEiE B0 ~ ZERERSES
KB RAEEEERTY EEEREER - i
Sk ANVMerp S 1R {HEE2

HEIBRERRERZ

KIS &
* REERERRNSIZ (F1 ~ EFEFNWWNNF

B~ WWPNEHZE) FIRLHS o

* USRS IMIERE ~ BIKNERLLIE: « FRERS

/sys/class/scsi_host/host*/nvme info B H
HHIEFE « NVMeRiEh2588 73 "Enabled’ #INVMe / FCH
FLIFE EMEARERIGERIBEE T - #f)

# cat

/sys/class/scsi _host/host*/nvme info
NVME Initiator Enabled

NVME LPORT lpfcO WWPN
x10000090faelec9d WWNN
x20000090faelec9d DID x012000 ONLINE
NVME RPORT WWPN x200b00a098c80f09
WWNN x200a00a098c80f09 DID x010601
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000000000006 Cmpl
00000000000000006

FCP: Rd 0000000000000071 Wr
0000000000000005 IO 0000000000000031
Cmpl 00000000000000a6 Outstanding
0000000000000001

NVME Initiator Enabled

NVME LPORT lpfcl WWPN
x10000090faelec9e WWNN
x20000090faelec9e DID x012400 ONLINE
NVME RPORT WWPN x200900a098c80£09
WWNN x200800a098c80f09 DID x010301
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000000000006 Cmpl
0000000000000006

FCP: Rd 0000000000000073 Wr
0000000000000005 IO 0000000000000031
Cmpl 00000000000000a8 Outstanding
0000000000000001

* YR ‘nvme_info LB REER LR EFIFI RBIB R E

o5 > 5AIEE “/var/log/messages’# ‘dmesg fF T HIL 2

BRI NVMe / FC #8F% » WHRIERETIELE o
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HERENE

CRAEEMEAIRERS
#RIEHE |

['5 A/devINVMeZEtE
EEE& D EEBTEET
d

R RF B AR ST S2 18

FIAEIR
—ARTE TIIER T

/etc/nvme/hostngn
F R I RHTIE ENetApp
fE5l] AR T R4
HEIERE hostngn
FHREMEERENF
E i

PR SR e
e TR R
BUBTE - BRIAER Lit
L8 MIERIESTE
B—253 o

KIFEIETE

SOIEMEHER /etc/nvme/hostngn FEREHIE ENetApp
PS5 FEVHEF R4 (FAfER vserver nvme subsystem

host show'ﬂ‘ﬁ%) °

## o SFEHRBIT nvme discover —ERIFEEBRGS o 3
A nvme connect Ml connect-all » #{T nvme list

ML REEM R EARERTEETWEREEHLE

INREEIAFE - BRENTXAMas <t W HAETF o "NetApps2iz" UWEE—F D52 !

cat /sys/class/scsi_host/host*/nvme info

/var/log/messages

dmesg

nvme discover output as in:

nvme discover --transport=fc --traddr=nn-0x200a00a098c80£f09:pn
-0x200b00a098c80£f09 --host-traddr=nn-0x20000090faelec9d:pn
-0x10000090faeleco9d

nvme list

nvme list-subsys /dev/nvmeXnY
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