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TEEFMEEATESERR « SRFHONTAP Select ARRFEAEERNERCHIREARFFEAEEHNNE
RRlitRZ ERVERE -
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*TIREREERAID : fEAERCHAERFIRDM * ONTAP Select

ONTAP Select with Software RAID

~ o T

ONTAP Select

<
Software

Hypervisor

Host Bus
Adapter

AAfHiER (VMDK) (It E—E&ERFRENE—EEREEER L o EERNVRAMEZERRZRIE B ABIREE
It ~ EZIENVMeFISSDEERMERIZME ©
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\

VM system disks

ONTAP Select

software
Passthrough
OR
Hypervisor DirectPath 110
devices
Host bus
adapter

i ] | ;
N N NG A

AiftasR (VMDK) (untE—EERFREMRE—EEREHIE L o EERNVRAMBRREZIRE BT ARG
It ~ EZIENVMeFISSDEERMERIFNE o TEERANVMeEIREETERIE « BRUEEE & « RRMIREZ
ENVMeE ° 7EAI NVMefBREH « RIBE G fER RFHFRRIZ Intel OptaneF o

@ g;gﬂgﬂﬁzﬂﬂ * ONTAP Select FRIREEZEERFRE NS EBEHIRE 2 HE—D DIRL
RIRHLIR ©

BEBENHRESAZERD | —ENRRSEE (FEHRE) MMEAX/MERNDEIE « LEIZONTAP
Select 7EZvme R A R BYMIEE FHEEE - 2EEERRER (RD2) 243 ~ TR « BANE—FRE
EMHATRCH PRIERRS o

P RMELTTREHER o Dp RNERITTIREMEREMN s RmFE AR -

B ERL R & B FARYRDDHAER 7 &I

&wmml DL |D2 | D3 | D4 | D5 D6 | D7 D8 | P

MmO < a3amA

A_data/plex0/rg0 || py | p2 |03 |oa |os |06 |07 |08 | »

CIE) (R E
R¥w=0

A_root/plex0 ([T [ B2 [ 63 [ Ba [ 05 |06 [ o7 (08 [ 7
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BRANSEHEEE (HARY) HIRDDHEFRSE!

$ §
£ ( l £
DL|D2|D3|D4|DS|D6|D7|D8|P |DP|IS |R D1 | D2 |D3 | D4 | D5 | D6 | D7 (DB | P |DP R
A _data/plex0 v 1 B_data/plex0
\ “ 1 \ |
o C
f 3\ £ ' L £
B_data/plexl DL|D2|D3|D4|DS|D6E|D7|DB|P |DP|S D p1 | D2 |D3 | D4 | D5 | D6 | D7 (D8 | P |DP ) ‘;A_dataf;ﬂell
\ J I |4 J- |
S 3
DOz (03[P W“‘I.u LLr40 e W} T Tu DT 03[P uv} D103 P DF] s | X
J ,! | ; J
A_root/plex0 B_root/plex1 B_root/plext) A_root/plex

=& T5IRAIDEEELAVERHFRAID : RAID 4 ~ RAID-DPFXONTAP RAID-TECIELEERZFAS FiSameFIAFF Same
AFFERIERERAIDERE o rootE RECEONTAP Select f£32#ERAID 4FIRAID-DP © fEFRAID-TEC &
KlAggregatefs « A2 (REEZRAID-DP © NetApp HAEREHAZIUME S EMRHAER 25 —EE

#i ° ONTAP SelectE R ~EHEMMEMUARFEFHRDEERHENFRDFNEAES - ARBERHREE—RD
Z& - FUEAREBEONTAP Select ZERLER B HARE N —E5 « BRHRNS N MESHRR °

HRNE—RERE MAENNIERNERARMESE ((EAT) Bl o HIEIRHARH —S8D R « S
B—EEHD 3 &REFXMENAE (FRS) Bf - MEEENSEERIEARESHARZRNERF
B} o

PassthThrough (DirectPath I0) #£EERIGEEELIFE (RDM)

VMware ESX B AR Z IENVMelE iR A R IatE EHFE o BEEVMware BIZIEHINVMerEER ~ NVMelifikis 78
EESXHREABIRIEE - ONTAP Select:m/EE ~ BINVMeE BER EABIEEE T E[MREIBIOSHITIE « B2
—RHETEENRER - EEEMEBIESXE o b - SEESXEHMRKIBEEEHA16 - 78 ~ IHEFIE
PREITE14EZEE A - ONTAPEONTAP Select E iR TR Z FIH 14EANVMeEE  ERTFIBENVMeBEERRER L
BEIOPSZE (IOPS/TB) ~ MBHMERE - E » IRCEERAEEDTENSUAAAR « EEFERA
REAKONTAP Select R~THIVMware VM ~ & #F4IRHIntel Optane ~ UK B RMETFRI 2 & SSDHEE S = o

() EZAHBENVMeISE  #EBERAONTAP Select RHIVMware o

PassthThrough#£ B 8RDMZ 2B HthZ R - ROMAIHEZEHITHHVM o FREEZEESHHIKLVM - ER
TEANVMel#f % B AR 2B T FRIHiE) EFEEZEONTAP Select EFRBILUETITZIE - WIlHILE
BERSET (MRS FXI2HONTAP £ (ig) P ITERIZFTEEE) - ERFERESIEE—HHEE
ERERILINEE - URHABCH B 5128/ REEEI1EIHAE - ONTAP ONTAP Select BT B FEASSDER}
iR (ONTAP Select AEEEITEMBIK/ ATERE) MERANVMeEREAREE (ONTAP Select EE#TE
B/ RERE) CENER -

BRAERUIREERICE

=T IRIEERERERERERE - ONTAP FIABLLINEE « B ESMEENENEFRE (BERMHE) KERR

(E#E) HEER ~ WAFEFINNZEONTAP Select ZBRVM © BIRIFEEEVIAREHHE BEHIT « ONTAP Select 2L
ER IR EE S 2SR 50RA1E - R ZHEIRDM ~ I BENEEIIIRAggregate © ISR ONTAP Select ItLEIES
EHARCHN—Z 7 « Mg ESRERN D RS ENRFEFERNNRGHEE RN - ERIEREEREEIUF
ENREFAIGEEIR B EET -
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FHFCONTAP Select 7£VMware =B E K HARR S B B8 BEMARRARRAN « RILEZ T A AEBRHMIRFEREHR

Shakss
MAERE o

1RAggregateFIRAIDEFARFER B R A B] ARVREIR B o RiE @ SPERIZEEMRAIDEAEEE
Bl o ONTAPUIRE BV EC E4AENEL « B2 EARAID-DP ~ FRIEEIIRAID-41R
Aggregate °

EEAIEERAIDIF B EHIEEONTAP Select EEYIHE « R EIEB X AE EBRCHARRIE A/ )\ FT R AR
£ o IFFHMEN AR/ "ENEEEE" -

BIFAS TIEFHHREAFF NE - RERSHFE W E KBRS 2R A MRAIDEHH - B=RARIBEEMEA
INET o NRICERIFHIRAIDEHR « FTHIRAIDEHE A/ N\EELIR A HIRAIDEHA A/ VBT ~ LUIFE(REERS
AIAggregateXEER L EE o

1% ONTAP Select FiRE I FERY ESX RHERRACH

BE B SEERIZERANET x.y ¢ ONTAP Select{& ] LAER T5ONTAP Hfuseds < JREVFHLHRUUID -

<system name>::> disk show NET-1.1
Disk: NET-1.1

Model: Micron 5100 MTFEFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5SE*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -
Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

7EESXi Shellf ~ AT EA TGS ~ LUSSEERHIEMLED (MUnaa.unite-idi#5!)) B9 o
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esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

fEFRERRERAIDR; 35 £ ZEREIR I iR =

AR A BT S RS FR SR SRS BUIE R o RAMTARURN Aggregate RAIDIRERIMIERIRLILH
B -

RAID4 Aggregate R] T — R i PR & 4 4578/ « RAID-DP Aggregate R] 7E R HhtE iR fE B 4E 1538 /E ~ RAID-
TEC M—1{BRR 2% rI1E = [EHFESE B B EEFRIRRES o

MR EERNHE DR RAIDEE RN R AR « MEAGREREIR « EREFMEBERE - IRE
FRMARRECEAMER ~ RlAggregate B LISRMRIAREIRME K] « EEIFTIBEAMERALE -

MR EBIBRAIDEE TR AKIES « BIXHEZEZIZRAHE « BAggregateiREEG[E4LR - ERIE
HUMRHASEB AN E ZERERM - ERTEAESS1MNI/IOBRE GBBEER EFiEBeOe (iISCSI) #XE
BRI EIEE2_EAYRERE - IR FE _ERE A - AT ZESRITTARIE « BEREEMFER

WAERIBRIE ERTRIIPERI R « A REMEIEINERES c 5HER - SHEBIEENENESRE - UTERUR
EEREEAR o FEHrootERIERl (RDD) 7312948 ~ B EEREED IR —ER2SIEMMEER D E

& o ONTAP Select At ~ BXR—HZEIR R SE R 7 22 EAggregate ~ BIEAIEIR I iZIHIRAggregate 1948

& ~ DU A E R Aggregate iz i &l Aggregate I8 7K o

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD —
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
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208.4GB

shared NET-3.5 SSD 208.4GB
208.4GB

shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)
RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447.1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447.1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
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447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB
4477 .1GB (normal)
10 entries were displayed..

EEAF AR R — N ZEREIRE IS ~ 53R storage disk fail -disk NET-x.y
-immediate Bp% o MIRARMPEHBIRULIE - A ZFHBERESE - CIUERAGTHRERRE
@ FARBVKRE storage aggregate show © EAILUERONTAP DEREPE | BIRrERIVHPERE
HEE o 5H/ERE - ONTAP B HEIREIETRA Broken © HARRHSER ERIBIR ~ TIAFEFHONTAP
BRIFEPERE ML o HEEPRBIZAIIZER » 55EONTAP Select CLIFREA @M< -

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

RE—(EH<SHNELERZER °

EE{ENVRAM

NetApp FAS Emixfii A FRERABINVRAM PCI+ o I RABBMEETF RS IFFEE M REICIRE « 2T KIE
RABAMAE - EFEMETONTAP IEERIZAGIRAIEAR ALA R - el IXTERA TRAOER) BiEF
B RESUBMNE K & IRHHE RIERISRIFTFIRRS o

—MRME ~ MERALKRZIRULIERE - FLt - NVRAM-RIIZHAEE E#R1E « WA ONTAP Select 7T—ER &
AR GRBNERR - FIE - RERTERNAREREIRIFEEE

vSANEZSMNER RS 4B A

[E#E NAS (VNAS ) ZPELEREHRE SAN (VSAN) _EAJ ONTAP Select &£ - 29> HCI
%n% s DU SMERPES SR M B RHEINE o SRR BB riRHE R ER & IRERE

RIBEERZEREERVMwaresZiE « T EFIEE BBIVMware HCL L ©

VNASZEHE

VNASHE & £ BRI A R ERDASHIRRE o HINZHEIZEONTAP Select FIZEEE ~ EEFEONTAP Select tHRFEHA
B METHSEEZE—SRERE (BEVSANBREFERE) MIZRE o BiZhth sl U REEER—ELZ SN
fES AR R ERER&E L o dtE—23K  fEFimRR IR FLAERR{EONTAP Select 2B 5 208 H AU EERE (L
T o B ASHERAIDIZEHIZZEILONTAP Select FIZRHEEIONTAP Select DAS_ERYSZIEZRIBIER AL, o hFLE
#2 ~ ONTAP Select ERIEE S EBEHAHASIEBHERER - UM AHENERREENERER

8l - ONTAPAILE ~ FEF)iHBHEEFENERE - AATMAUEZERZIZREONTAP Select MBS IBREIERIE ©

HABEE HEYONTAP Select SERIEEth AT AE(EFIESIAISMIBIES] o & RISACONTAP Select MetroCluster SMBfk
172 FNetApp SDSHYE BISEIE o

£S5 ONTAP Select [BERLEAARRRIIMRFETIET « EmERETARIZHARLIONTAP Select i3ZVMware VMEY
MAEFTIE  BRIFREE -
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VNASZRIEEL(E A RERSRAIDIEH 83 AV A DAS LEER

VNASZRABTEEEE _ RFEMUN X A DASHIRAIDIZHI 23 HIRIARESZRAE o TEEMAZIFMONTAP Select T ~ fEFAEER
SEABNEREEM - ZEREFEHREZRHESEKVMDK - MiELEVMDKEZ2E4ONTAP NENEESEE o
ERERIUMEELSEZEER « FIBVMware S EREMRVMDKA/NEE ~ WIHKAAIERNESE (HARH

) ONTAP o

fEARAIDEHIZFHIVNASEIDASZ I EMAZ R - RHIENZEERTENVNASREERAIDIZHIZS - VNASRRERR
SNERRESI IR AV E RHTEERIRIERE S « BIRFARAIDEZEHI23 8 EHIDASFRAEIRHEAIITHAE o 55 _{EFN T A4
E=EREMRNVRAMRKAE o

VNAS NVRAM

IEIHAE AT BT IEF 2017 ©- ONTAP Selectiaa)sEsRONTAP Select ~ VMware il t4H R EHEZERT (B4NVRAM
) EIREEBeENHEEE (VMDK) £ o R « NVRAMBYZKAEE TR ONTAP Select BB BRI AERE &=

=
= °

M EREIERAIDIEHIZSAIDASERE « FERERAIDEZEHIS IR MASZE LANVRAMIREY - RAFRES
ANVRAM VMDKBEI1EE AR & o2 S 7ERAIDIEHI 23 1REXA ©

FEVNASZEHE ~ ONTAP Singfeploy® B EIfEFIONTAP Select 184 E—#1TERRERCHR)  (SIDL) BIRAHE
5| BUIRE EZIEENE, o B H IR S| 88 « ONTAP Select BIEIBRIBNVRAM » I BRIAMEBHEEEAL
ElAggregate - NVRAME A ECER B AEEFIEE 2 BIRAVIIL o ILTHAEN BB REEEA | —XE
ANVRAM + B—HEANVRAM o SIEIHAE(EHE AN VNAS « FAZAHE A RAIDIES 23R EYAIREIMEIR 7] 2 B8
et o

SIDLINSEEAONTAP Select FRARITHEERIER o ERILUfEA T3dr< ~ TEAggregate/B 4R FFISIDLINAE

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

AR ~ MNREARISIDLINAEE « BAMAEERIFE - FHZESPAEHEENMEH#ENERRL 2% ~ Bie]
EXEYASIDLINAE :

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

{5 vNAS B54H4 ONTAP Select 2L

TIEH S HESRE IS EELTTINAEAVEEEE - ONTAP Select ONTAP Select R EiS I R BN R —(EZEE
Bl el £ R —ZBESX 1 35 F Z B B2 - ONTAP ONTAP Select:gi+ = - tL4RREEFE AN VNASIRIE (H=
BREHE) o FADASHIZRMER « SEEHETONTAP Select TIELZEMITERE - RAELHITERERHE
I FEBERAIDIZ4 28 o

FERWITIE » AIRARZSEHEVNASEENIGRIEANTRE—EEEHNZEB RN TERERRE—8 K
£ > ONTAP ONTAP Select FEIFE R MBI B 2 S E Ml 1 32 R BYIEREERZ EE A o

ZEIEVNASEERVIREE
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Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

EBESTRRONTAP Select ~ BIRJE X 2 IR ERER - BRI SEGERIFRIEM AR IRAVMERS « ONTAP
Select 2R AR —EZENMEHZE R AR —EERER - NetAppEZEFERILVMR RHFREA ~ X
{BVMware BB TE R —EmERENIRL 2 MM EIRD IR - MARZR—EHAECH HEIEIRS o

()  REBRAIERIEESX#EE LRFIDRS o

2B TR ~ BEREIN{AIZAONTAP Select HLE E %251 17 /R BABHFREY o T1ZRONTAP Select EEZEES
ZEHARE  IEEPHIFIE AN BB S TELERE S o

Gafting Startad  Summary uonltarir,nnugure Parmissions Hosls  VMs  Datastores  Networks  Update Manager

“ VMHost Rules

- Senvices -
viphere DRS T — Emabied Coaninty Dakings By
v5phere Availability Thig listis empty

- VEAN
General

Disk Managemnant

Fault Domains & Stretched
Chester

Health and Performance
iSCSl Targets
iSCSI Initiator Groups
Confouration Assist
Updates

w Confeguration
Ganeral
Licensing
Vibware EVC
VI Host Groups
VM Overrides
Host Options
Profiles
V0 Filters

Mo VM/Hest rule selected
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost |

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

HEEAIVMwareZEEBMONTAP Select B ERIZIEEIZEONTAP Select RJAEMI M HEREIAVESXEH# L ~ REWT

* BitVMware vSphereiZ#RHIZH KR EIFADRS « ELLLATFTEDRS °©
* B VMware HATEE S A A B2 E REMVMBEES « AL E@RIBDRS R AFHEIRA]

FHEFEONTAP ~ REFNEEITONTAP Select RZIEMEHRMKIRMIE c T8 - EEEMEBEEITEONTAP E
¥ sCERAE T RBEHE AR SR HERVARRE ©

UnsupportedClusterConfiguration cluster 20180516 11:41:19:0400 ONTAP Selact Deplay does not support mulipte nodes within the same cluster sharing the same host:
EINEERE

£ TEE) AIRRETHSEMEIERZERIMNIFEFER - ONTAP ONTAP Select

EXRRIERT « RACRAEIHEEFIIEIIAEONTAP 7 SEEINEEFHHFARE « MEONTAP Select 7%
RERERILINEE - TRERRME#EMISREN T+ Bx -
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAF Image Version 95RCH Licensing licersed
1Pvd Address  10.193.83.15 Domain Names -
Netmask 235.255.255.128 Server IP Addresses .
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

THZENNEERTIFRNNINIFEEE - MLAEFTERARERAEZQEHE GRAEMLRR) - EXEH
RBERERENREFMEEETRN - RARRERAERHTERIIRE

MREEINIBEEFIE EIRBONTAP Select B9VMware Aggregate ~ BIFIIIREEE RN (EREHRE) EEE
LRIRAREERN (BRERE) NMEERERE  FIE - BIARKIESSDREFREIIEEONTAP Select &4
BAFFHE (BifFlash) RYUSZIRENEL o th RZIRBADASESIMNR#TFRME ©

MRS AN HETFR BRI E R AR HEBINO AR (DAS) fEFA ~ RIS NEIR EREIMNIRAIDEFZRFILUN
(8XLUN) ° FURFAS FRVMwareR4E—1x ~ MRIECEER—EESEPINLTRH AU E{RITIIRAIDEE
4ERE B R YARAIDEHAEAIRLBEAR L, - TN RIS E IR I FAIAggregate ~ R FTAIRAIDEFARAD & ¥ FrAggregateFI%K

BERET TN IEAR - BIFMIRAIDEHABCE AIAEE B FAARRE ©

MRERFRERBEAX/NRBBESXKSERNRAEFREA/) » BIFTRFRERIE EZETREHE « A58
B o REFHFRESEEFIEZEONTAP Select EZE T HERENEREZNE « AJUFREHIT « FEFZEONTAP
Select ZIFZEIRLAIIESE o

AR ONTAP Select IEEIEERHABLHBI—EF45) ~ BIfEE E—LEHMRE o

FEHARRET  SEBBHE KA AEBANEHRIIES - EERERMINTH WA ARNZEH
W HA B ER | 4 SR NPT REER S < AN BRI MU SRR RS
B BRI — 209  RILAAERR LERSTR - WEHEMEHE  WEEHAR IR R
SETRE1 R ¢

WMEEBBEHMEZE - B LB ERSES EHLE2 o L « 81251 LR (BREHRE) HNREXNE™S
EIEG2 EFZERE (BRERE) BIEE o MaREeR ~ TEMEERRE EFEZerR « BEE AR M AR
gmmﬁ#ﬂkd\  ATRE R EBNAERIRE - B2 A AEARAID SyncMirror THAER A E S 1ERS L ENZE E B RIE

AERMHAECH T MEMBNEREFTINEE « KBRITMEFHEFMIEER - SEMMSNTIE - BIEH#EF
?giﬂfﬁﬁﬁﬁgﬁﬁﬁﬂﬂﬁﬁ%ﬁtibﬂ%%ﬁ o FH{EERAFT R AVARZE M E I RG1 FRER AV ZERT ~ M0 L ERRA2FRERAYZE

A E B MEER « BEMMSAEMESEFHRE - SESEFRERI0TBINZER - ERFEREIEZER
FHR&1HER10TBIZER -~ EHERE PR AU REII LR RS - ONTAPHBEERESTBRYERH
ZEfE ~ BIATRE BB ERLAIERZE - ONTAP

TEERER E—EEFIEEENGER - TEEMRL « (MAERERNHEEFSE (15TB) ONTAP Select ©

B~ RN EBNHEERE (10TB) LLERL2 (5TB) % - ESEMMEES —(EEHRNELHERE « EW
BENRLER R 2Ie B (Ao - BREFREIPERRIINVAIRAZER - MABENERENTEAA °

24



REDE | BE—REFNEFEERNEEE AT

ONTAP Select o ONTAP Select
Node 1 e Node 2
HA Pair

/’f--_____-—-“'\ P
Node 1/Aggregate 1 S 4
10TB [ Node 2/Aggregate 1
5TB
Sync Mirror for Node 2 .
kel Sync Mirror for Node 1
10TB
Free Space in Datastore 1
15T8 Free Space in Datastore 1
e : : 15TB
R
Datastore 1 Datastore 2 Datastore 2 Datasfore 1
Total Capacity 30TEB Total Capacity 30TB Total Capacity 30TB Total Capacity 30TE

ENEG1 EARIBEEIMAE IS EE S BN ERE 1N EGIOMERNERE2M—E D (FEBS=LMR) - F
— B ESEE S RENERE1F15TBR HZEM o TEIRERE — REFINE(EENEER o HhEF - #1341
BIENERATEREA50TB « §iE5201 A RHA5TB o

AELM | AR RITMRERINYEEFIIE(EREZ R - BETRERIAZER

[ ONTAP Select rt : ! ONTAP Select 1
Node 1 — Node 2
HA Pair

- — = Node 2/Aggregate 1
— 5TB
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TE  Total Capacity 30TB

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

AEMLFEIABERNVMDKA/NERZ16TB o BEEM (FEIARFRERNIVMDKA/N ERIASTB o iRIEE
RU4ERE (BEENELERZENELEE) MHEMABEE « FHAVMwareZE R 2L A/NEMEAIVMDK o ONTAPARIE - 7£
HERITEEEAR « SEVMDKMERAA/NRSIBIBSTB « ITHAFHIE/EEER - X/NAEiBiB16TB ©

FI|FI%RBE RAID 4/ ONTAP Select 9B &

FEEHIGEE R LUERONTAP Select EXBERAID ARG I 18 X BT IEMITIBAE ST o ILFEE(EEE ] FHRIDAS
SDDHERERE 3 AT HE FEARDMZEONTAP Select :2VM o

HABREREILULMNE—TB « (BEEREEERAIDE « EABRIZME—TBNAE - BiSHIRHIEEFAS &
BEIEHAFF JEBEREfESAEML « RERFRE T BE—FERIMENRERTEE -

AR © EHARH F « EERFEFREBNIEENR « BIERHHALY (89852) EthRZERMSHVHIRK
ARSI IR AR ER R R ENRS 1 LR B — RIS (R ZEFR (A - hRlEsR  IEImbARRi ] SR (RENRL 1 £
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B R AR L EITERNIRE - &7 EER2_ ERTE A AT ARV ER B « MIEETR LB BT
(RS (FE AR 2 BURARRI

LEINRE AT R (A iR o 2 A EIIR B RARE AR R FOIR A ER ~ BERIAER D EI&E o ONTAP Select D EIFE SR

I #RYAggregate BRI S 7E 3R B Aggregate HIBFEHAREIMNTT - BEHIR MR DB EEMRE X/ NEREATT

BIRANR FIRENRSEIE X/ - Flt « MEZEEEN2TEXNPHNE—EEHAT UG EAMIRES 2R ER
FEEA/NRUMIE - ROE&ESHIEE A/ NEREN « TVERERTCHREKB T ANETHE - %
HIIRZEEI48ET (EBENRAEREE4368GB ~ HABC¥1 4 136GB) B MRS ~ IR AT MR F B ThihE o
RAE&ESWURE X NEHTFAE « UEENREMEE R AT L

AR ICERE I FBIAggregate ~ FREERVEIEIEEE TR ZARAIDFEEFONTAP Select % &gt T B HABCH Y
—EBRMBFAARRE ©

MR B R FEFREMIEERARAggregate ~ RINEZEHMEIR o (RERRAIDEHE R RZZHRARS - ERI LI
HERRRTIE =R A AIRAIDEAE © 7EFAS IRARAIDEH B FHTIE AR (BRINAE(EMER « AFF RILTEREAR £
BURREAIENEZE o ILh - LEERER DB @A/ NER AT AEE MRS TR ARIRAIDEHE - 1 E
PRt ~ BB & A/ RIGANARE o REBFIEHNERDEEARFEENDEE - BIRTHEIRERIA/
BEEN o BAIEER - BEREIREN - T EMARER -

tha] AE FAFTHARR IS S SORTRIRAIDEHAR « 1EZ3IR A AggregatefI—ER5) © ZEULIER T « RAIDBHER/NERIRE
HYRAIDBF4EA/METT ©

EIEBVES T

R FEFEREEEL BT EMINEE M R ETFREREETE - ONTAP Select FAS
AFF

fEFAIl Flash VSANTY —f%FlashPE5 1T ERINAS (VNAS) ZE - FEBIEIESSDEIZMINNGETFRE (DAS)
HRIEEFEMEEONTAP Select ONTAP Select ©

RELE BHESSDHFREI B EIRENDASHFRME - MBENZEDEHBAFFESFHERE ©
A TAFFRRRUFIEEEE « TFIENRESETHAE S 1T AL AR B SRR ¢

* BN EE(EA

* Volume A ER 18 B RHAH PRl

* Volume® = EE ERHHBRE T

B A BN B 4R

* BN ERIARE

* E SRR EEE R bR

* Aggregate &= B RHH BRI T

HEBRONTAP Select B E ERAFMATERNFEFUEXRRE « FEMBRILNEFRE ERIT TS -
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<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.

Do you want to continue? {yl|n}: y
twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true

EE{o SRR EHIRATHR - XA LA EEIEMRIDAS SSDETFRE F 1B
SEONTAP Select ONTAP Select ° ItE5h ~ A ATEHITONTAP #iasE R KR A2 AR FN

() =Ewshn - LU M) HEETRERE « MBERGA LA R TRUBATS
PERRTEONTAPIEFHE < AU BB A0 3 AIRDREBHTRNM - IBEAEE - SAMMRREITE

1BEPFY o
EIZER4HREONTAP Select
‘Fi\%iréi;ﬁuﬂj%@‘maﬁ’m%ﬁxﬁz 18 « FER AR ~ STERAKREE « BEEMEH - RIERRER SRR
IHBEONTAP Select DAS SSD DAS HDD (FRrE#1E) VNAS (FRE#)
(BEHEExXL1A)
BpRF Al = (FE%) 2 HEREUSERE 2 BEREUSERRE
& A BB & A BB
VolumeREREEE MG 2 (FER) #IAER &
ity
KENSEAE (Z45B4E) = RHEREESEmE 2 HEREUSEmRE B
EEM R o & A ERREE
SKNEREAE GREMERE =2 (F8%) 2 BHfERETESERE A2
) EER A
B =B X 2 HERAEESENE 2 BEREUSEREE
EER R & A ERREE
BRiEimiE =8 =1 2 - HERE S ERE
& A ERAREE
BPEFEEIERS = (8% = HERETSERE TXZE
EE# R
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IHAEONTAP Select DAS SSD DAS HDD (FrE#%H#) VNAS (FrE#E1#)

(BEIEEXL1)
BREimEas [ [ 527
EoRINEREAMEG 2 FER) EA 527
i
VolumeH RERELMIF 2 (FAR) T BEREEEEEE =2 - BERAEUSERER
i & ER ERA & AEREREA
?Ar?gregate;’q“ﬁé‘ﬂmﬁ%& = (FER) TEA 527

[small) 1"ONTAP Select96%Z IE BB (B EXL) MHFHVMAK /N (KEB) - T XK BVME X
A2 RAID B DAS 4H RE& o 9.6 ONTAP Select ik 89 K B kR & X #& B 2 RAID M1 vNAS4H && o

DAS SSDAEERIFARITAEREIR

F4RONTAP Select £32 - 6T EShRAE ° 555 F system node upgrade-revert show mi<iEHFALRE

SRk~ R EBRERAMIREENEERERE o

TEFAARZONTAP Select S5 9.6 EMRANRM L « FIRAESRINEINESE LRUHERE « H
TARABEEZINBEPEINEIREAER o EITONTAP Select RXIFEMVIRAMIER « BITEINHEEAS
REPDHEEREEEERRA - BE—EEE .

eI
MREFARZ AIRTEHLIR & R R R#EERERRE ~ B

* Volume &L space guarantee = volume FEXFBENRERERLE - SRR EEERMMRREES=
SEECHIER - SLEEBEREHREBEF ©

* Volume &HC space guarantee = none REIAHSE4E o ILEBREFAAREEA ©
* IRAWRE ENRERERRAIGRERSEAREEBNHIT
e

MREFARZAN ~ AR ERBE D REEFRER 8 ¢

volume AREBERBEMEERE
none BEY Aggregate 7 = EE ERHBIBRINAE o

* Volume #&fC space guarantee

* Volume #8HC space guarantee
* Volume #3fC storage policy inline-only iSEHRAIRABH o

- BEERECEHTNRRANEEERERE 8EEE « (BHEEIM space guarantee =
none ° S LEHEE B BUHAggregate N = EE E RHBIBRINAE ©

AR | AR R

BFCFAEONTAP Select BN E(EBZMN—RAERELS o ARIFRRE—MEMNZEHEE
ST MEAEEE -
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BFREAER
BREEIR T EIFBEONTAP Select IRMHEEBE —BRHAERINE « FTIBEEENIE - HEHRERARIAVAALE
B¥EHypervisor E T B EZ IR RIRIE ©

FHENICEEIE

fONTAP Select {E4FHypervisorE & B TE MBS E B IS ERAIR o EENBIEREURINZER
E Ik

* BERTEE—{ExZONTAP Select A7 11

* FR{EAMHypervisorfEX£ & 4%

© ERHMSBHNRESR

* LACPR & i ik —itE(H

ISR AR

AR E AR HARRHYAH AR ST IEONTAP Select #ETHIMHERE - BRI B HypervisorB BRI B ES o
RENRYERRBCRNZSBRAR - TEEE6HE !

- BRSNS 2 PRI B 2

R R AN R RN W RSER 7

* WAIRESE ZEVLAN ?

ERMERFEIREERRE  IRBHIRDTRRE - ONTAP SelectAfEME ~ MEBAITHEANN TR A « UK
RTF A P in s 2SN E At 28 2 RIS © Hypervisor B IRH E#E3SIA28 A BT SR B EBATEE o

PIEBARES

FIBLENREELPE  EFIONTAP Select FUTTEEE S EAPRREAY TASE) MHERETEN o IEERAE
TEONTAP Select E=EEREIMRILT AT A ©

() @RS mugE -

RERERREE TIAFIE

* FAREBIEONTAP BEAMEERE « G1F !
- BOAEERE (HA-IC)
° RAIDEIF 4T (RSM)
* B—E T BAAES  LIVLANAER
* EFREIP[IE 2 FHONTAP Select F5IEE IS :
° {£FRIPV4
° K{EFDHCP
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AL A AL
* MTUA/NFEEZ A900011754H ~ AJTE7500-90008 B A% (&)

pl=iE

SMERAERE B REEEEONTAP Select VMwarez= 5 B4 RSN HTF A P in SR M 83 2 FERYRE o SMERAERR 2 5 1E
RENEN D - RAE TS :

FI EREEONTAP RIESZHIRE ~ 615 ©
> Zkl (NFS ~ CIFS +iSCSI)
o BIE (EELMY ; BEASVM)
° BEM (ER)
(FI&) ZIEVLAN :
° BEREIFIREHA
o BIREIFIREHA
* IRIEEIEEARRSEIEISRAVIPALIL -
° IPVAE}IPV6
* MTUK/\FERE A 15001 c4E (RIEAEE)

SN FE R BHRIENRE °

[E RS AR IRIR
HypervisorE# i 2 IEAHERINAE ©
HBERKIIET NFIIEE ¢ ONTAP Select

FEBI A EIRIR

BZEEIZIBONTAP Select AIEEfER - EFfIZRERIKMERR
BREEEXNIEIRNEERE -

FEHRIES

Hypervisor IRIE PRI EHAIAZTEAE » Mim=2 vSwitch  (VMware ) 3§
FAEN vSwitch (KVM) ~ i EHIE2RFI QABRERIB B ERE 7 KAYRRES
NIC EIZIE o MM BAE(E ONTAP Select 12 EHEEHI vSwitch

IR o
ESENEL AN 2 BN BL AR RS AR RE
TIRE—ERAZ EELAEER4ARE - ONTAP Select

B RN ABERAE RS
EEEIREONTAP Select FIRFTREONTAP ERAEN R FTNAEMRES « AR 2B RE « HARIRITRE
FEIFRONTAP Select ZEIBERRASHIE SR ~ FONTAP Select BRRANTR B E =BEESRERNE R « T2R
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4ONTAP B 43 E1%IEe0a ~ eObFleOc ©
BLEIZIE R AR ME TYIRT | B2 - BRI RFEERIAILIF o

TEERELEEREEMERE N E £ % « 3RBIONTAP Select ESX Hypervisor EHI—{EVMware# &
Bfi%g o

EEiBLONTAP Select AERRARRE R TR HE

ESX ONTAP Select VM

Data, Mgmt,

Intercluster

Hypervisor
Services

Port Groups

Active-Active NIC e i
Teaming ethQ ethl

s e

Corporate
Network

() #AWENERRUSHEHLRE  BRHBEENICEA -

LIF5iK

NANH TZEBLIFIEK) —EiFfa « ONTAP Select HNetAppfEAIPspacesHKid = E A R e BER NS
REDH o It FANEMSE RS EERIR - FIt - #FE&|PspaceF R B EIFIE o

@ =ERMAEEE S ETEONTAP Select AITHREINAER BEE - HARRVEMPERAIERE
(E3E v
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BEHERNYEME (ea ~ eObFle0c)
iEi%Be0a » eObMeO0cH kAL T MEHRE 7 LIFAYREERZIE | ONTAP

* SAN/NASTE#EIHE & (CIFS » NFSHIISCSI)
* =5 - fIEAISVMEBIERE
* BERRE (SnapMirrorflSnapVault

ZENRE MR AERE
ZHEIREONTAP Select XERAVAERRAARE €1 2 T EARRS o

BEEANEEN R RUEERNITERRS - UKABRHEENZ HY&Q%EHE%%E’\J%EB%HE% o TEEM{EARES
B RENRRH IR IERE N BB EEMENIRIERG - BAEE

TERETELEEE « BERONTAP Select f£VMware vSphere & _EHITHITEIZEVMware s £ o 7 ENELFN )\ EIZG
B EMARRECEARM o

SONTAP Select {HE 82T IEREHIH BITAVEIEFIRES | - PYERAISNEDTE BRI 04E
()  smmieanmLUEE « BLAHETIE A SERRERNE - A EEDIL RSN
SRS EBIRA o

* ONTAP Select {Overview of an Singfingmultinoder cluster network configuration) (MM #A—EARZIFNZ
ERhER S

4
NetApp . T -
OnCommand || : [
Suite i i Client Protocol | iscsi ﬁ CIFS ﬁ NFS ﬂ
| Traffic
- r -
(o v I
Shared | | ONTAP-external Netwark |
| ONTAP-intemal Network | i
j
R | rEsterlERD ot bl g i e Wiy L R e =
Port -int i i g-int i po-int pa-int
Groups | | P:ext VLAN 10 |} [ PeeX VLAN 10 [j} | Racext VLAN 10 paex VLAN 10
Select-a Select-b ‘[ } Select-d ]

FONTAP Select EE#H KSRV S CEERMEAEFR - LAONTAP tﬂEiﬂE%L&iE (e0aZle0g) HIFZXEIR4AE
BERL o AN E EWAEASEENIC - EER LEMRERN « TSR ERCHRERBEHER —EZEN
& o ONTAPHILE aﬂa‘%ﬁmﬁ%ﬂm%\@;ﬂ—ﬁn% BRI o

()  FHEEEEERNEEREONTAP Select ERFIBNAREHLES -

BEERIBETRARESRE TR



* e0a ~ eOb#le0g - BIRHERIE M=

* e0c~eld o REMREMREH

* ele ° RSM

* e0f - HAG &

E1%iBe0a » eObFe0gNIMIMIBAEER L o BEIAEBeOffYEIZIBeOcHITEREARRMINAE « EEMEHEERA

EBSelectiHik o TEHIEMERRFHRRE « BEERBRNETE—F2BMR L - FTREEREEERTERORF
FL A EIRYHEES o

TERPELEFREERER T EZRERE% - EP:REHONTAP Select ESX Hypervisor EHI—{EVMware
R o

*% HIBSONTAP Select F B8 —EIBSHABRAARAS « 2% ENEARIM S 19— 205

ONTAP Select VM
ESX Data, Mg,
Hypervisor
Services
Part Srouves ONTAP-internal ONTAP-external | | vmkernel
‘ vSwitch0

Aﬂwe@mma.\—
NIC Teaming

Non Routable
VLAN

Routable VLAN

AR BEEENICZ BRI AN ERRE « PR EMERERTFIT B MERRRIEE © IEIh « FBNICEHE
EITRE ~ FIRAE—ERRRETZIEONTAP Select FlZ s MR ELE BRIAER o

AR~ SMNERAERR AN BT B RS R BRI IR TBRY S LB S PRA TMENICT T B F © SN BRI IR BHAE R RI 1
FAREZIR B B R PRI anEIRIR o AARM « ERERRIE ?%iﬁﬁ"rﬁﬂlﬂﬁﬁﬂfﬁﬂﬂlﬂ EIZIB MNP ERR E RIRE
FRBRFARIERIE o

LIFSIK

BE&E|PspaceshYHEL « ONTAP REEREIFHEAE ° YNFEIFAS ZIEHAR _FES - ONTAP Select ZERRFES
FEsZMYIPspacef1#& £ IPspace ° BB AL H1%18e0a « eObFe0gii A Fa&IPspace - ZA% 1 EZIEe0cHle0d
MAZEEIPspace ~ ELEEFIBEA FEWAR - BIAERBRNERBEE - B EEHEKISEAZBARTEHIN
m ~ BIel AR EPRIHEHERNEIZIRONTAP Select °© EffFAEHRONTAP EARSMAIHAE E T E MR EBE [EAR
AP75/£§%E§°
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@ Wi IEFRB 4 srERSEIEBONTAP flexibledp < ShellE £l ¢ HAEEFIRSMA T HEAONTAP Z371%
BEITEREMER « LIRS BRIARTS ©

AR EEIBAILIFE 1L T 5 B R EFAlERRA o

TIEMER 4D (e0a - e0b  e0g )
ONTAP E$#1E e0a + e0b #l e0g kAR AH 7 BRI RE 2 £ i RBEEIZIE ¢
* SAN/NASTEEItHERZE (CIFS ~ NFSFIiSCSI)

© EE - HiASVMERERE
* EERHE (SnapMirrorflSnapVault

() EEMGHEREBHEEONTAP Sclect BITRRMAENETE - HEANEMRATIENE
(E3E v
FEHElifs (eOc  e0d)
IEIERL0CHIE0IE AN FATIEG - ONTAPIEONTAP Select STRBRIER - ONTAP fE/RIR4E 4
HIPAIE (169.254.x.x) TEREBET - GEBELEMERET
()  BENEEHETREEPLIL AR H SN E

=R E LB RIEE ~ JERMAMFE2EMREE - ARNEEREEMIEERN » ONTAP Select FRIAFRHE
ISR EREBRNEEMMAMUE (FII - SEMH - BE—BHF0) o NHEREHMWANSFEE TR « B
POERES ~ FNENREEN/\ ENRLBVAE(REREEAERS o STREA T3 BVIE (R EIRGAHRS -

WMFTHAEN ~ A2 H—H "EREMHA MetroCluster (7578 [Z2248SDS) ) REBHMCEE" ©

»TRARERRAENRARES  ILARBREREAEAERER (750059000 MTU
() ) - pRREETHEE  FREHAA DR SRR FORAEIIER LR
1133 TT AONTAP Select #SERIBIZ (PO TAARAARTS ©

RAID SyncMirror &i5{Z% (e0e)

ERIIN AR EIZIRe0eFIA BRI THE « FHAGERHEMZHRTERELR o ILTHAEGTEONTAP RERTE
HAREI e A R IR RFAER E HUARER 1T Eﬁ@]iﬂﬁ MEEEE N EEETEMERRE -

IEi2Re00RONTAR ESEIE R EBEMERE - Hit . BEEHRHALFT BT
(D) 7EONTAP MEEBCLISAMERIRS S « b\ B E AR SR EWBERBIPIIL A1
SRS RIPAIL - AR E ?&iﬁﬁﬁ%ﬁmﬁifﬂim (750059000 MTU) °

HAEE (e0f)

NetApp FAS ERiESERBEEERR « ZEONTAP 2EHHHARCH Z MBIRE o 746 - B ERIRIEEEFT
IRIHEERLE (PIWinfiniBand=(iWARPEE) - RILEEERBRAE - BEZEZIZERFEE « ONTAP {8
B AR RANE R TEREE RIS HRIETNAE o FILEONTAP Select ~ T—EARLIBEMNEER - HARE (B4H
FERBIR ML) MUINRER MU KRR IEAFEHILE « sSRETRIEERL o
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S « AABEABEIRIZRESITTONTAP Select EAZE « WAE S EH A SEENLES ©
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LT E N 1E1 GBI EITAINRE « SUFERE—10GhEIE « MIFMNE R Z EFENM{E10GbE
IR o EEASHIIHER10Gb NIC-REVIRIEH ~ AAEBAFRE AT {E A M5R10Gb NICF ~ SMEBONTAP BYSZ1EA8 KAl n]
ERME1Gb NIC ©

POERAE R B oE BARE B PR AR
ZERE S PRI BRARER Pl E AR R R B THAE E1TEREE o ILTHAERIIEITRERZE CLI FAPUA network

connectivity-check start Ap% ©

BT TS an < LUt B
network connectivity-check show --run-id X (X is a number)

I TEEEANH S MRAENEE PR BERE TR - LT ATEANREIHRENREE (8
HEVNASAERE) ~ ONTAP B IREFZEZIONTAP Select FFEEM ~ S A FimEARRE ©

=EZIUHFE (ONTAP 8157 TEANIEGU ) BESAEERRERERN « AR SHAEEHHE A
RERDER - MINASERESHREETINERERAE  FILEESRAAREN—8D « BILZEI TIERE
A ERERIFERIMINE

EONTAP ¥ 2000528108 Z B ~ AEPAEERFRERBIMTUAR/NB R ETET ~ 500%9 ~ 0007 [E © AFRRELR

BETAMETARAIET ~ 50029 ~ 000ZFERIMTUR S © FERIIMTUE S 243 ERERIIREEME - NRIRIR
RETEAUVXLANRERE S « RIMRUBV N EIAATERE

SN ER4EERONTAP Select
EEIPERESEENFIAEELEN - RItFEEREHIFZEELAERE  c ONTAP Select#AULARERRE N

IS EERNRIEEE K - ERABTIEERIE - FEEHFIKONTAP BVMware VMZ I ABRRHRTE
AR B R AE 21 ERET A ONTAP Select S EMRRAIRIE o

ShEBSTREBETAEVSwitch® (VST) AISMIBSCHESE (EST) fB32 ~ 5sLIlPEm Bl o it
() 5k~ ONTAP Select ZE/BAVGTIVIER « AIEBRERBIVMA S RIRCINDRE - HSH—
BRI SR BB S A o

TRERERPAONTAP Select AEBMIIMNEBER Z FRVEEER ©
REREASMNER R IRIR B &

SR8 RS SMEBARER
HBRRARTS BE BEl S

HA/IC =R

RAID SyncMirror ( RSM ) ( SnapMirror #1 SnapVault )
pElzdier WNE BEA
MEZEA/N (MTU) 7 ~ 500F9 ~ 000 1~ 500 (&%)

9~ 000 (%1B)

|P{IitER BHEESE FHEEE
DHCP %1& S S
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NICE:4H

7= 7 EEAEMINDER RGO ZRSRRMIMER T - URESMEENSEES - BRERAERERTE R
4H - TIREBE—10GhEENEMBREARR o T  NetApp BN RIEBFHMBUEZEONTAP Select AERFN
5 ERHERE L EFANICEHAR

MACiESE

FEIK4AONTAP Select FiE &flE) ARERBNIMACHILLEHBENRMNBEARRXBBEL - LAREIE
FANetAppEBII TS EE « AHEZEBAVHEREE (OU) ~ UFERFAS A EEEMAMIEE LR o 4% Mt
B AR EHIFTEONTAP Select AEFERHERAIZEVM ONTAP (58 &1 ) 1~ LUBSRTERIRAVENRLER
EHFRINEMER - EIEEETEEERERIBAVEEMACHIL

rm

S IRAVAERR AR RS
FEER (ERVEERS ~ WaRE AR (ECEENIRIERES] -

RIIRSS M AR A N ERINIEZEZSFHRE - SHERFEE - AL - TEESRAERESE « TRTEAARELZR
B ERETHEEIE c AZSHMWHERGEEMHIENICEIE « fliRME —EIZIR L EISIREIE « W o] $HE
EMREEETARIEEY) o E63E%1E VMware ESX B 25Gb/s #1 40Gb/s NIC /T EF °

EIVMwareRI3ZBEONTAP Select SEFEIERSAVFIE HEEAERA « RILEIEREBRIRAINICRIENVMAYEIEE
TERRENERS « BREEAERRTRE - AJEAIE10Gb NICEMERZZENIC (25/40 GB/s) REIR
SXMAEEREE < BASHMEBTRIITIE - HINLHMEE « IEHE1GbERIRE11E10GhEIZIR
RE—EREE « XIE2(E1GbEZIR -

AR B (EANZRRVAERS
RIBREXR) ~ BZEERI I XRRRAER -

F=EAN RIEER 2z

EERERE 2x1GbE 2 {& 10GbE
LR EL MetroCluster A& 4 x 1GbE 3 1 x 10GbE 2 1B 10GbE
EfRITHAERISDS

4/6/8ENBLEE 2 1@ 10GbE 41E10GbE;2{E25/40GbE

RS EEER IR ETRRAAR
EA RHREERS I A « NetAppERER TEFMIMINZEHREAER « RAME T BIESASHRIEI I

37



Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEN NEERER
= = EEEEEE EEEEEE [

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

VMware vSphere vSwitch 4H%&
EARENICFITTNICAHRERIVMware VSwitchZBREF1 & £ 45 - ONTAP Select

R ERIZEEM D ETvSwitchZHAE ¢ ONTAP SelectD B{zivSwitchZIRELAE S ZRE (LACP) - EHEESRER
—TEEANEREE - ANEAZESENEENIEE - LACPE—REMig IR % « o] A48 IHEH2 R
NEFHRIFE - BRERER BRI ARAEE—EEBEET - nERRTCAEEESRE (LAG) WEEEEE
f$EF8 o ONTAP Selecti * NetAppiEZERER EFSERIBFAMEN 1T (T8) FERER « LUBTRLAGH
BE o EELERT ~ BEMOEAVSwitchesHIREEFEMEEZHEER o

AETREBIEENICFIUNICAB RS R FE(FE I AYvSwitch4HREFI & £ T &7 /R A o

RTEONTAP Select ERVMwarefEFRHEIZIBELAERF « FEEE NIRESHEMCE ; EIRRREBANE EH FE
[RE SR RIBEEEERSRIDEITIRE o VMware B2 1T EIZEESXiF A EIZIE F ~ i§STP:R
APortFast ©

FRrBEvSwitch4BRE#EEE /D MES AR E F - UiEEHERTIE —NICEHHEA - HIEEMEEEME—10Gb
4L o ONTAP Select i@ ~ FBNICE S KR (RIFREHIE ENetAppHIRIEEFEMOE ©

fEvSpherefalfkes L ~ NICEHERRANRZEERERNE FESHEBEBENESHRE  JEFANREE
BB RHZERGH o FHUCE - FTREBRIRBHISIE « MAEZINICEHE - BH FENREBERRE
E#ERZENICEHE « MNICEHEIRERE FFHERER - FILERT - RAREEREGHRE
@ FRREIEIRIBIMIB RN ZONTAP Select k1% ° SIELACPRYBE A & D EFvSwitch ~ BEFLACP
LAGR]SE @ EHELAGH ENEH DA FITT -
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HETE —EIZLEEE « ONTAP FEiB{EFEIZONTAP Select 18840 3% & AR IMEB4FR& BYSTor VM ~ LUK AEEIRY
EIRIBEHE - ERREIERERHARBRIEREMMNEIRERE - HNE—MEE - IENEREZEYE
AIFTG NI E R B AR EAERT N A °

L ERLEEE « ONTAP B ONTAP Select fEEfingVMaZ E 43 5 Fl— S M EEHHEEHE A B 48R ~ 5—

B M EE iR B AR AR SNEBAER - MEMEREIRE P UEALEINPRERERERIREE « ] LUEERE
FRERREZIEEHE - RERMAEERERZEANNRELBR—EERERE -

REH D vSwitch + LURSEHRINEE IS EZIE

FILGR EE R BHEIR G S R R TR S ERR: - BEEREREHE —(EFAPERERREN =EEA
BESERR - I TEFIR -

“ESERA LA B IEEZERvSwitch *

Hypervisor
services

Failowver
Priority
Order

ESX -
Standard
vSwitch

VIMNICA VIMMNICE VMNICT

VIVINICS Controller A

FRBETERENIEFRER - TRIEHEZEZERHENEIRERR L MEM
AR B (EANZ AV

EIFIEEHA AMNERA. SMEB 2. &R AER2.

{ERH vmnicO vmnic1 vmnic2 vmnic3.
1 vmnic1 vmnicO vmnic3. vmnic2
Fen2. vmnic2 vmnic3. vmnicO vmnic1
FH%3. vmnic3. vmnic2 vmnic1 vmnicO

TEBEREE BvCenter GUI (ONTAPYIMESFIONTAPAMER2) BISMNIRARRR IR EFAR4RARRE - s5E 2 ~ EATIIN
HEHERBAREHBERE o 7ELERED ~ vmnic 4Fvmnic 52 FE—EEEENIC_EHIEE « Mvmnic 680vminc 782
BINIC ERIEIR (REHIFPARERVNmics 0FI3) o FNE RNIEFTRUEMSEXBERE « AIPHERIE
BBAIERE—E - Foa B IRIEIZRIEF S EMEINERSEEHE 2 BIETELAIRM -

5188 7ONTAP Select : SMEREHZHERFAHARRE
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Seigc] bl and standdy sdapbers Dorng @ fadowsr stacShy 30%Ts D - L = Ser 3o fed atwe
O ar e
A . 3 £
* 55 2 889 : ONTAP Select SMEREIFIREFARARARRS
5, ONTAR Extornal2 - Edt Sefings L
Properties Losd bakunting [ e
Secerly Matwork fulure detecion. [ Chmiride
S S bty swiichis [ weemte
F bt [] Ovemas
[y
] i
Acive adapies
W =t
ol adapting
M el
R
C Rt I3
Unassed adapliers
Sabbcl Wt Bnd S0ty a3apters Dunng o Geiver, SLancty BERCOSS WOVAIE 1 W Didee SDRIAES Mg
[} Wil

AT HERE - kAR ¢
ONTAP4MER ONTAP-External2
ER®AEE : vmnich YER®YEE © vmnic7

ZFHAEE . vmnic7 ~ vmnic4 ~ vmnic6 FEAEFK ¢ vmnic5 ~ vmnic6  vmnic4

TEETASEREZERE (ONTAPREIMONTAPRIED2) BIARAS - B3R ~ AN ERKRBRERIAE

40



BRE o FEUEERER ~ vmnic 4Flvmnic 52 EREIEREASIC_ERIEIE « Mvmnic 6Fvmnic 78 @& IZASIC_ERY
818 o TN ERNIEF TiREMEX S EHEE « INIERNEZRIIERE—E - F
FE1EM{E RS EIERR AR 7 BT TR o

SE1EB7ONTAP Select : AZREIZIREHAAARRS

3§, ONTAP bl Setgs

Propertes Load balancng ] ez
Secarly ok i et ] dvemice
Taffic shapeg — R
e MR R
F ot it
) e
hrine bipties
i Ll
Sty aapliny
et
- Russ ;
i
Uempiaed aclapien &
aiect e nd stancy adicas Duing o o, standby aZaptery aovice

$52ZFONTAP Select . NEFEIZIBEFAH

Ted QrJET SERCOE] A2

FREYSMNERESZIRIR
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5, ONTAP Jermal? . it Seftings

Properhes
Saurry
[1aff shapng .
v (1 ey
. Ot
Actue slagtes
LR
Sandy sdagiery
R,
-
L
s
|rurid il i

1} i
A7 HERE -~ IFRASUT ¢
ONTAP AR ONTAP AZPIRIE 2.
{EF®/TEFE . vmnic4 {EEHTEE : vmnic6
e/ YEE . vmnicé ~ vmnic5 ~ vmnic7 FHHAEE . vmnicd ~ vmnic7 ~ vmnich

BRERDHIvSwitch « UL SERMEE IR ERZE

EFAMESRE (25/40Gb) NICE « BEAVERHB R AAREHS L REAIE10Gbs T E-RAVAAREIEE AL o Bl
EREAMEERTEF  HECRAIEERERE - EIREEEIRKNT -

IR 5MEB1 (e0a -~ eOb) P9ER1 (eOc ~ eOe) FEE2 (e0d - eOf 5ME2 (eOg)
)

fERS vmnicO vmnicO vmnic1 vmnic1

e vmnic1 vmnic1 vmnicO vmnicO

*SEEHEMESR (25/40Gb) BiSEIZEMIvSwitch
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Hypervisor
services

Port groups

ESX -
Standard

vSwitch

VMNIC1 VMNIC2

Controller A

ERMEEREZE (10GbHE /D) B « SEERBEHEERZE —EFRAPNTE RN —ERIEHRESN
FHNEF - NEPAEREBANZEHTONTAP Select BYEEEE o BN BEEREE « MENE REBRIEIMNEPEFIE
EATRERERT -

LU T 5588 RvSwitchRU4EAE ~ U R B ERIEZ EZEONTAP Select 55 Ay 2B B MR BT BRFS U M (B B4 8 B
48 o HMERAFER BT LATE 48 RE R R FF f5E AR A ZR A8 B vminic ~ R RER 4B vmnics B ML EIZIREH4ER—2 9 ~ MERTE
AEmiER o INIERRAIERAIER o TEMEEFEERAE 2 B IBRIEA R MAFmEIvmnics ~ HHLONTAP Select
R PETEARE M R AR SEE RSN - RIEREEM o

“SERAMEERERE (10GbaEL) HvSwitch *
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Hypervisor
services

Port groups

ESX -
Standard
vSwitch
VMNIC1 VMNIC2
Controller A
ELACPHI > E T vSwitch

TEAEREFR{ER D ERTUvSwitchBF « RIfEEFALACP (MAEFAEREBHEMCE) KGR - H—ZIEMLACP
BB MVmMnicsEM IR E—LAGH o 1T B IS IASIN AT BB P EERIE EX187,500%9
~ 0002 FEIFIMTUK/)N o EBONTAP Select FISMIBHIFHEE 4B FEZ T B IRIR B AH B AR PRRE - MBTAEERFE(ER

4

Aol E (FEEE) RYVLAN o SMERAERRRIEEAAVST ~ ESTZVGT ©

THEBHIREEFALACPRY 2 BT vSwitch4HAS o

“EALAPAC*RILAGAR
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

*SMERIERHBBFARARAERE ~ B ERALACPEI 2 ERF vSwitch *
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|Route based on IP hash -
|Link status only -
|ves |
fres -]

Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedified below.

T 1 Move Lp |
Active Uplinks
ONTAP-LAG Mave Down |

Standby Uplinks
Unused Uplinks
dvUplink1

*RERERIR R AAAEAERE ~ EAERALACPRI 3 ERT vSwitch *
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(%) ONTAP-Intemal Settings |5l x]
General ficies.
[ Polices Teaming and Failover
?f?%‘c“;hm Load Balandng: @ [Route based on IP hash vl
IChakiooe Derche oakdtiaie iy £l
ﬁzﬂmﬁhﬁﬁm Notify Switches: |Yes -
Miscellaneous Failback: |‘|’e-s LI
Advanced
Failover Order

Select active and standby uplinks. During a fallover, standby uplinks activate in the

order specified below.

Name

Active Uplinks
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplinkl

et |

®

AR HAASAERG

L)

o

FirrBERe R AsHRRF AR - UE IS SEABIRIEAERE

LACPERE R L IR AEIRIR R E RERIBEIE - T D ATivSwitch LEVAILINAEZ A ~ SBFETE
B IEFES T RUFALACPRYZEIRIRBIE o

TERERER T RBRE BRI 2 BNERER  [BEELZE - RANEERELIINTERRFER - BEB
SB2BVLANTEHBVFRREINEE  EFREI_EIF ERSAEIR/E o

BRECIANREFIBERTAPEEZE - INPREREBMESRZ— - EZEF2BHER ZEDFE - ONTAP
SelectEA—E /A2 FHAONTAP 55 VLANIZC N ER BRI E A E—EIZIREH - 3—EHABRVSTIER
FRE R EEE R IS R A B IR EIZEeOa o [N BIERE K EIZIEEe0bHe0c/e0g » FRIONTAP Select FHi
&~ BEIB S ZEBAARTE c MRINITEEREZEFR2BAERIE « Bl LITHRR BRI EZEN D
SFVLANBEFREESELLEVLAN ©

BRSO & fE A B AP UL E BBV E R TEE 1T © ONTAP SelectHNELEIPIUER A RIEREHAY « EIE
REMBZENREREBLAMEE B2 HEN - TIRTERENRLZ KR HERONTAP Select ©
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TEFRAZ EEEONTAP Select IR AEEFIRYITIARSARRR  TEULEREIT « AR IMPERR EIR R E
HIVSwitchesFRfEFARYERENIC ~ ELUBRERER—E LFRIRER - KRB REGHEAEIERFEVLANFRIE

TERAEIERPRRE o

@ HPAWEPRIAEER ~ 1Z5 BT ERIREHHBARSTH - ONTAP Select#ifA N5 S HI{ERVGTIEAINB
HEER ~ B3 #%iﬁaiﬁﬂﬂﬁi'z#ﬁveﬁnvsn

ERHAE TR IRSRAERAER

Single Switch
Ethernet Switch
T R } WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Native VLAN 20
‘vSwilch 0

@ FEULARRE R ~ HEMMAI G LM ERENIE o MNRATRE  BERSEEIRAI RN LB IR SRS
:&Z%%iﬂﬁﬁﬂlﬂlz%ﬁ °

e RS

FRHEER - BEASEERMEIRIINS - TERRTZEHERONTAP Select BB —BEEIRIFTEABEZRAERE - A
ERMSNBEHREHERINICH B E TR ERER ?ﬁ%% REEMERE RN E—IERE IR - 7ETRas 2R
TEERERIREE - LB R EE BB GBS

ERZEERER IR EITHRAAR
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Virtual Port Channel (vPC)

Ethernet Switch 1

Ethernet Switch 2

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

vSwitch 0

ONTAP-external

}

BRI EEIERENE
BERREMNEIE NSRBIV E 2B o

SRR REMNERAER (CIFS ~ NFSHIISCSI) -~ BIEFI#EE (SnapMirror) JiZ o ONTAP SelecttT—1&
EZEANONTAP ~ SRS FRABIINEE N « MZNTELBESEERARERE L - EZEE
4HBEONTAP SelectJ: LR OMTs i%@%iﬁeOaineOb/eOg o (FE—EIELARRE T « BLEIZIEEIEEAela
#eOb/elc ~ MEEREIZIRARBLARZPEERTS o

NetAppiE:E BRI REN EIEREMRMIIBIINFE2EREEE - FEEIRIET - E2FEAVLANIZE KT

X% © ONTAP Selectis PIiEBAFVLANIRSCRVEIHIREHBIE AR E K1 (EiRe0a) EITEIERENKE
BY o 2418 ~ ERI LURHME B BYE ?ﬁiﬁﬁé‘ﬂ?&)ﬁﬁA B1%1Ee0bfle0c (E—HABLFRE) - LUkkeObMeOg (ZEARLEEE
) 1—/( ?‘_I_'ﬁ'l‘—l-/mi°

MRAXFIEFMRIVSTRRRABZERE ~ QIR ERER B EERIfsON—4 « RER—EEREREL - &
EEEM - BEABAVCTHER « VMBTEEFP#MITVLANARES ©

fEFAONTAP IEINEERT ~ EUAEREBVCTHREN A EERER - IR U AERERETHE
HiT o

EAVGTHEMELEER « BATEINVES - FEMBFEARD - IS IEIPMIARTEONTAP 2 A2
AR EArh Y ESR0EAR o FItE - HEEEHEEIELIF (EiEiBela) WEEEEAESTIEESTMVSTIZET © HESh ~
MERBENEBL R EAARNERREE « BB A EEEBEST/VST ©

BIEREVEIZIB B 4ATEVSwitch/E

[ERF SR VSTHIVGTIAZAHARIEIR - TEIFERE —ERGIVST - HFRES
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1250 o TEUCARREH ~ %%%uﬁﬁﬁﬁﬁiii nEEEI5 KONTAP EE#FiRe0a « MEBFSKAVEIZIBEFAHLVLAN ID
101Z:C - BRI A fhiBEI S 5 R45EIZBeObMe0cTe0g « M FFHFE —EEIZIEEH4HIER4SVLAN ID 20 o E&EE
IR {ERE = (EEEEE4E - BAIMRVLANID 30E °

“ERVST IR A ERS B
Ethernet Switch
1
PortGroup 1
Management traffic
VLAN 10 (VST)
v Eaond PortGroup 2
Data traffic
vome | vans VAN 30 VLAN 20 (VST)
= - SO | e PortGroup 3
Cluster traffic
VLAN 30 (VST)
Data-1 LIF- ]
Clust tLIF: ] i
0001002400 | 152.108.0.1724 |
Data-2 LIF: !
Node-management LIF: . :
10.0.&1.-2? 192.168_.0.2 24 |
FE‘Q%%:{E%@JVGT ~ ONTAP WE”@%M%EKHF%ﬁHtEEPE’JVLANL 15 Hé}uug TDEBAEEVNM,FE*E

CRYIET o TEUEEEFIR « i EREIRe0A-10/e0b-10/ (e0cEe0g) 10Fe0a -20/e0b-20E B EVMEEIRe0a
FeObMTELR o HHAHRETT:EARERIZEC EIZTEONTAP TIEE A#TT ~ MIETEVSwitchB#1T - EIEBEER A Hhilg
METELEEREZEL « EB—VMEBEANFE2BFHI&FLUE—PEE - FEVLAN (VLANID 30) 1
R EHAPIZEC o

g

E{FERZ(EIPspacelfF « EREMAKTALHIEE - MREFEEE—THEERBNZSHEEEE A VLANERE
ﬁﬁ"%ﬂﬁ@?ﬂm’] B:TIPspaces °

s EELIEVGT « ESX/ESXFHMARNE E BEEEEEE ?ﬁ%&tﬂﬁziﬁ EIZIR o FIRE ERIRSIAVER
IBEHAENESEHVLAN IDER 44095 ~ A SETEEISIREY 4R R R T 5piE 4

MERVG* D IRE R TR
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Ethernet Switch

EENE

PortGroup 1 - No tagging at Port Group Level
Management traffic
VLAN 10 (VGT)
Data traffic
S VLAN 20 (VGT)

PortGroup 2

Cluster traffic
VLAN 30 (VST)

ONTAP Baisot VM

Default m
e |

Broadcast Domain: BD1 Broadcast Domain: BD2 |

Cluster-management LIF: i a0 |1 eln0 i o020 || etb20 E Data-1 LIF:
10.0.0.100/24 | ! 152.188.0.1/24

Node-managementLIF: - Data-2 LIF:
10.0.0.1/24 152.168.0.2/24

= HERE

= A AEAERS
RREAAERER - SERIRIEEEREHARRE -

AR PREREAEI TSR EERFFRFEBEEUREAEREASE « WEHERER LT 8
HREE N B AN IR MBRI R - HAFR S ZIRMEMERBR (RPO) -~ AIfFERZFRRTE
RS R PEAITTAHR PR E RV E FEEK -

KEDHISDSTHIGH R AR ZEFAFHIHSAER - MR R I EARARNHEEHAREDREZECEREES
EHEZR « IRMEERIRERES - FIBEBXZENEPSEEINME (RAIDER) ~ TE2ERTESE - UWEEEPHE
ZESMOEREBRIHEZ - ONTAP Select SyncMirror ONTAPE 22 A EHARRKHNABRH - SEHARNE H#T7E
MR ERAEERER | —HREFESEEEFAIRENEERE L - S—HHEEEHASEB IR ENEERE
L o F—(EEEARONTAP Select ~ HAFIRIF E RS ZHEELS - MEMENIISEEZBIL DEESER o FLt ~ B
THEBAEERANSHMER

@ E—ERRIFEEP - AP EZINEERHAZ(ERINAE « IFIEIER D SnapMirroraliZ[RE R 5|
BIERINAE - ONTAP Select SnapVaultiEZ R HABILEHARSEE o

HEMONTAP Select TBINSE : ZEREERE (1A ~ 7B/ \EEGRL) FEREERE - LEIFLONTAP Select BY
A_EENTEFCERERINIRNIRFERERIGD ZIZEF o IEINRERIEATERMIRESS - BN EFSRENFIE
EETHATCE - ONTAP

EMmEIEI N BT o
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* ONTAP Select fEREIFH T EMAHEMIFEFRE NWEHRRSE &

ONTAP
DEPLOY

Mailbox
Disks /

(D LEIREONTAP Select BYZEEH—HHARCH A — (7T 854HM ° EHARCH S « SEZEH LN
BNEGREATRI RS MATXRERERER  BNAgEX -

Max Latency: 125 ms. RTT
Min Randwidih- AMbis
iSCS1

* ONTAP Select B A IINHFRFE HIHEREAIERSE

GG G

* HEIREONTAP Select Ryz=E FHMEHABRCEIAB A o 7 BRG]\ ENREE 5 2 B = WA UEHARR ° £
BHAECH S « SEEEHR LNENESRE SRS R - MATRESHERER « BRAgEX -

* {FFADASHHZRENR « BREEARES_E 2 ONTAP Select BEA—EHITERE - FEZENRARIERAIDIESRZS1F
IR « REATIEAHMMIINEIRETMRET « MR RE BB EIEFRE - AARRIREME)E—25 - ONTAP

Select
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LERHAR S EIRIHABYLEER

BIFAS A—#XRIZ ~ ONTAP Select HAFCH FREVREERIRE R AEEBIPHEREITIEN - EBRTIPHEREERNE
(SPOF) - [hEMRNEEMENEIZES « ERFANEBRER - THMEEAZE—MRKIE - HAZEMH
FHATH={EMN LRI ERET - SEMAREMRBONTAP R F ZRENRNTIRFSREMEFNGER o

HARERESESE TTEAPE PR Z BB TREONTAP Select 1B/ HIEM+ONTAP
SE ~ ONTAP FELLETHE TEFZE#14%2S ) sTETTONTAP Select REIFY THIBRPET) LERELEEMNZEIFC o

HRBIE R 85 SRR TG A8 2 B R EL E A— 15 - ONTAPHIRIEA
FERIFRTM IR » SERSLE S MIRATIZ AR « (BONTAP Select BfEFIRE BT BIET M)

() # - RHONTAP - M IEfisTabBenst) ARFEHS « AARMEEONTAP Select HARRSHYS
BRI - 5 T MERARERIET - 20 RESMbps BRI 25ms B ABERT (RTT

WNERONTAP BN AR ZIPEVME RS Rl fEk A A A - rIEH Z4R0NTAP By R EFEVMARIER
ST EhE o WNIE—2K ~ FTONTAP BISAKE| (IZPEBVMAVARREFEE B IZONTAP Select SLEHIZL « (HERK
W2 AT EEMFEE L - FBFEBIPVAERISCSHEHFE « BRI E X BB EE RFIOZ HETE
FIONTAP Select ° ONTAPLL AR EN 2R RUERAEENZL B IR IP itk ~ ML A BIERZEFZEVM IPAiE - ONTAP
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