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EEENERAETRIHER o

AR S BN E RS B E#FERAIDERISZF AL RENT « RIEEARNVRAMASEIE@E AFEE BEIRE - TLE
HAPEARIBRSRETFIRES - BEARAEHRNVRAMABHEABEIONTAP EREEREMHIRNHERES - EW
BEHEFERE « SEFRRIREMBREE

TEBETEABAFENI/ORKE - EAAEREE (HRAIDIZHISIREVFIEERT) BEERE (HVMBINVRAM
MERERERERT) ZENER -

#2ANVRAM VMDK E 2 BB G REVEIAHERAIDIESISHAER R « BHRER I FAEVMES IS,
() sEsus - CREHEEENEREFERML - HANVRAMREERI—H% o 1
RHypervisorE R HEREINEPIEEE -« BIE S5 E EHypervisorfIE AEK o

2 AZ AONTAP Select ZISing VM

Physical Server

v
L 4

RAID Controller Cache

¥
A o

Physical Disk

ONTAP Select

A Write commitment ————» NVRAM Destaging

|
|
|
|

NVRAM Virtual Disk Data Virlual Disk

NVRAMIZEE S & & 2 7E B SRIVMDK L% ° VMDKZEFESXhRkZ6.581 EHThR A iz fit
() EWNVMESEEIRSARMIN < B EHIONTAP Select ERBEERAIDE THIAEH RN BE
= « FAHEERAIDIE £ RAIDE SIS RER R -

AN R R RYERRERAID AR TS

HEERAIDE—ERAIDHZRE « EEFONTAP BENINAE - BIRMHAIHEEEELONTAP
MNEZEFEE (HIUNFAS ~) AMRAIDEHERE o RAIDE S HITHAMEIL B T B8 ~ I
TEONTAP Select —1E&724 P £+ ¥EHE B HARR I PRI (H(REE o

FZIBEERAIDAEREBIRZEONTAP Select ~ M EEAZEERAIDIEIR o BERSRAIDIE RS E R LEIRIFR A SEH

ERANAZED « HINIONTAP Select EfFRRIEEFEEE/ N T ERERE LA - SRESRAIDFIHETE A] ARVEREIETR -
LUAANEHRIRIR - AEETAIRIZHRUAEAERAID « SACE %A ¢
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* R HPremiumslPremium XLIZHE o

. EEE%SSDEENVMe (BEPremium XLIZHE) LR « FARLONTAP IR IRN BRESIRMAERAN E
B

* ERERILNRGREE « 7 SEFAONTAP Select B{EIBIE PRI ERIKLIMILIEE o

o BEEIFIAVELEE (SSDEINVMeiilE) « ARMHEMEETERENE (EZHERES ~ FJEL
NVRAM ~ Boot/CF— ~ coredumpF1E&H} EIE2:) o

FitsE

* MTEBRARFSHARR AN R AR AR o ELHAERR o
° PRFEZHEEEZONTAP Select 3§7EVMwareZ 1L A BN IRF SEIEBERVMDK ~ FIMNEE - Bk o

° IRFSHABRE RSN B —BRCHEE (AT AMEREEE) L EEHRENTEER - 2 BREIRGAS
ZDASERHFIRE - EREHNZEHE « FA TEE) SR IIBERBHER « UFBREAZHENVM
o ONTAP ONTAP Select

* RRIREFEONTAP Select Z BB MZINE X S EERSHAIRE 2 BE—P D IRL A SIRBI AR -
* IEBERAIDIL KB o

M fEEF R AEEERAIDAERS

EFIERAERAIDEY « REZRFISRAIDIERIZS BIZERVERE « BUIRAMEERIRARAIDIZERIS « BIXARNS
THIEK :

* TFRERAIDIERISSNBIER « A e MR EIZ2IRA AN (UBOD) o EIBSEEE nJfERAIDIERZSBIOSH
LT

* TIERERAIDIEHIZIMEREFNSAS HBAET o filiN » HELEBIOSAHAERR TRAIDZIMEARSHER lahci) I »
MRAIDRIREZR B JBODIET, o EERUAEIE - (FEREHIR LTI R A T FAVSRERAREE o

IREEHIZ T IRAVRERE B E FIRME  CIAE R EEEIMVEEHIZS o FEFASAS HBARTURT « sAFE(RIOERIZS (SAS
HBA) ZiERIK6Gb/sERE o R ~ NetAppiE:&E A 12GbpsiEfE o

A BEMPRERAIDEEHIZIE N TNARAE o B0 « FLEEHIZZ AFFRAID 0218 ~ BRI A& MBHiR &R - 8
AREEEMFARFE - TIRNERHIEAR/) ((ZPRSSD) 71 11200GBE16TBZ R ©

@ AMEEBWEHONTAP Select MILEHERE IETERZRERIKLSIEMA « WHREEH LSS
fEFRIE Lo AR o

EEEAE AL ONTAP Select

HWINMEFAFRERAIDIZS2SAVAEAE « ERLHAIE 1R 2 HRAIDIZS 23424 o 12— (EsL Z{EVMDK ~ £VMware®E
IHERTERESEE - ONTAP Select ONTAPIZLEVMDKIRERAID 08 XE 20 ~ EAFEAONTAP VMware
FRERAIDZEIEM ~ MEARE -« M EANERLRE RIREIRETIIAE « FAUILMERE o 1L « AR R4GHE
FHIVMDKE AR #FERAEERNVMDKIU R E—EBEREZERE -

{EFAERASRAIDEEFONTAP ~ #H¥ONTAP Select SSDFIFENVMesHIPassthThroughakDirectPath IO%E ~ £
—EEEIR (VDK) MERRHIRRERENHE (RDM) B - BIr 2R —EIHAEEABITHEE

TEEFMEEATESERR « SRFHONTAP Select ARRFEAEERNERCHIREARFFEAEEHNNE
RRlitRZ ERVERE -
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*TIREREERAID : fEAERCHAERFIRDM * ONTAP Select

ONTAP Select with Software RAID

~ o T

ONTAP Select

<
Software

Hypervisor

Host Bus
Adapter

AAfHiER (VMDK) (It E—E&ERFRENE—EEREEER L o EERNVRAMEZERRZRIE B ABIREE
It ~ EZIENVMeFISSDEERMERIZME ©
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\

VM system disks

ONTAP Select

software
Passthrough
OR
Hypervisor DirectPath 110
devices
Host bus
adapter

i ] | ;
N N NG A

AiftasR (VMDK) (untE—EERFREMRE—EEREHIE L o EERNVRAMBRREZIRE BT ARG
It ~ EZIENVMeFISSDEERMERIFNE o TEERANVMeEIREETERIE « BRUEEE & « RRMIREZ
ENVMeE ° 7EAI NVMefBREH « RIBE G fER RFHFRRIZ Intel OptaneF o

@ g;gﬂgﬂﬁzﬂﬂ * ONTAP Select FRIREEZEERFRE NS EBEHIRE 2 HE—D DIRL
RIRHLIR ©

BEBENHRESAZERD | —ENRRSEE (FEHRE) MMEAX/MERNDEIE « LEIZONTAP
Select 7EZvme R A R BYMIEE FHEEE - 2EEERRER (RD2) 243 ~ TR « BANE—FRE
EMHATRCH PRIERRS o

P RRENITTREMIRE o~ pp RNERNITREMIRE s » Tonth B -

B ERL R & B FARYRDDHAER 7 &I

&wmml DL |D2 | D3 | D4 | D5 D6 | D7 D8 | P

MmO < a3amA

A_data/plex0/rg0 || py | p2 |03 |oa |os |06 |07 |08 | »

CIE) (R E
R¥w=0

A_root/plex0 (| D1 | OZ | O3 | D4 | D5 |06 | D7 |08 [P |
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BRANSEHEEE (HARY) HIRDDHEFRSE!

$ §
£ ( l £
DL|D2|D3|D4|DS|D6|D7|D8|P |DP|IS |R D1 | D2 |D3 | D4 | D5 | D6 | D7 (DB | P |DP R
A _data/plex0 v 1 B_data/plex0
\ “ 1 \ |
o C
f 3\ £ ' L £
B_data/plexl DL|D2|D3|D4|DS|D6E|D7|DB|P |DP|S D p1 | D2 |D3 | D4 | D5 | D6 | D7 (D8 | P |DP ) ‘;A_dataf;ﬂell
\ J I |4 J- |
S 3
DOz (03[P W“‘I.u LLr40 e W} T Tu DT 03[P uv} D103 P DF] s | X
J ,! | ; J
A_root/plex0 B_root/plex1 B_root/plext) A_root/plex

=& T5IRAIDEEELAVERHFRAID : RAID 4 ~ RAID-DPFXONTAP RAID-TECIELEERZFAS FiSameFIAFF Same
AFFERIERERAIDERE o rootE RECEONTAP Select f£32#ERAID 4FIRAID-DP © fEFRAID-TEC &
KlAggregatefs « A2 (REEZRAID-DP © NetApp HAEREHAZIUME S EMRHAER 25 —EE

#i ° ONTAP SelectE R ~EHEMMEMUARFEFHRDEERHENFRDFNEAES - ARBERHREE—RD
Z& - FUEAREBEONTAP Select ZERLER B HARE N —E5 « BRHRNS N MESHRR °

HRNE—RERE MAENNIERNERARMESE ((EAT) Bl o HIEIRHARH —S8D R « S
B—EEHD 3 &REFXMENAE (FRS) Bf - MEEENSEERIEARESHARZRNERF
B} o

Passthrough ( DirectPath |0 ) #XEH[FRAKEME ( RDM )

VMware ESX B AR Z EENVMe iR A R IatE BEHFE o BEEVMware BIFIEHINVMerEEE ~ NVMelfiRis 78
EESXHREABIRLEE - ONTAP Select:m/EE ~ BINVMeE BER EABIEEE T E[MREIBIOSHITIE « B2
—REHETEENRER - EEEMEBIESXE o b - SEESXEEMRKIBEEEHA16 - 78 ~ IHEFIE
PREITE14EZEE A - ONTAPEONTAP Select BRI R Z FIH 14ENVMeSEE  ERTFIBANVMe/BEERER L
BEIOPSZE (IOPS/TB) ~ MBHERE - E » IRCEERAEEDTENSUAAER « EERFERA
REAKONTAP Select R~THIVMware VM ~ & #&F4IRBIntel Optane ~ UK B RMETFZRI 2 & SSDHFIE S = o

() EZAHBENVMeISE  #EBERAONTAP Select RHIVMware o

PassthThrough#£ B 8RDMZ 2B HthZ R - ROMAIHEZEHITHHVM o FREEZEESHHIKLVM - ER
TEANVMel#f % B AR 2B T FRIHiE) EFEEZEONTAP Select EFRBILUETITZIE - WIlHILE
BERSET (MRS FXI2HONTAP £ (ig) P ITERIZFTEEE) - ERFERESIEE—HHEE
ERERILINEE - URHABCH B 5128/ REEEI1EIHAE - ONTAP ONTAP Select BT B FEASSDER}
iR (ONTAP Select AEEEITEMBIK/ ATERE) MERANVMeEREAREE (ONTAP Select EE#TE
B/ RERE) CENER -

BRAERUIREERICE

=T IRIEERERERERERE - ONTAP FIABLLINEE « B ESMEENENEFRE (BERMHE) KERR

(E#E) HEER ~ WAFEFINNZEONTAP Select ZBRVM © BIRIFEEEVIAREHHE BEHIT « ONTAP Select 2L
ER IR EE S 2SR 50RA1E - R ZHEIRDM ~ I BENEEIIIRAggregate © ISR ONTAP Select ItLEIES
EHARCHN—Z 7 « Mg ESRERN D RS ENRFEFERNNRGHEE RN - ERIEREEREEIUF
ENREFAIGEEIR B EET -
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FHFCONTAP Select 7£VMware =B E K HARR S B B8 BEMARRARRAN « RILEZ T A AEBRHMIRFEREHR

Shakss
MAERE o

1RAggregateFIRAIDEFARFER B R A B] ARVREIR B o RiE @ SPERIZEEMRAIDEAEEE
Bl o ONTAPUIRE BV EC E4AENEL « B2 EARAID-DP ~ FRIEEIIRAID-41R
Aggregate °

EEFAIEERAIDIF B EHIEEONTAP Select AR « R EIEB X AE EBRCMARRIE A/ )\ FT R AR
£ - ARFMESR  ABR—MEINHEFEEE" -

HBIFAS TIEFHHRAFF WE - REBSESHE W E KBRS 2R A MRAIDEHH - B=RARIBREEA
INE o NRIEERIIEHIRAIDEHE « FTAIRAIDEHE A/ NEELIR A HIRAIDEHA A/ VBT ~ LUIFE(REERS
AIAggregateXFER L E1E o

1% ONTAP Select FiRE B FERY ESX HERREACH

BE RS EEEIZERANET x.y ¢ ONTAP Select{& ] LAE T5ONTAP Hfuseds < JREVFHLRRUUID -

<system name>::> disk show NET-1.1
Disk: NET-1.1

Model: Micron 5100 MTFEFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5SE*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -
Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

7EESXi Shellf ~ AT EA TGS ~ LUSSEERHIEMLED (MUnaa.unite-idi#5!)) B9 o
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esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

fEFRERRERAIDR; 35 £ ZEREIR I iR =

AR A BT S RS FR SR SRS BUIE R o RAMTARURN Aggregate RAIDIRERIMIERIRLILH
B -

RAID4 Aggregate R] T — R i PR & 4 4578/ « RAID-DP Aggregate R] 7E R HhtE iR fE B 4E 1538 /E ~ RAID-
TEC M—1{BRR 2% rI1E = [EHFESE B B EEFRIRRES o

MR EERNHE DR RAIDEE RN R AR « MEAGREREIR « EREFMEBERE - IRE
FRMARRECEAMER ~ RlAggregate B LISRMRIAREIRME K] « EEIFTIBEAMERALE -

MR EBIBRAIDEE TR AKIES « BIXHEZEZIZRAHE « BAggregateiREEG[E4LR - ERIE
HUMRHASEB AN E ZERERM - ERTEAESS1MNI/IOBRE GBBEER EFiEBeOe (iISCSI) #XE
BRI EIEE2_EAYRERE - IR FE _ERE A - AT ZESRITTARIE « BEREEMFER

WAERIBRIE ERTRIIPERI R « A REMEIEINERES c 5HER - SHEBIEENENESRE - UTERUR
EEREEAR o FEHrootERIERl (RDD) 7312948 ~ B EEREED IR —ER2SIEMMEER D E

& o ONTAP Select At ~ BXR—HZEIR R SE R 7 22 EAggregate ~ BIEAIEIR I iZIHIRAggregate 1948

& ~ DU A E R Aggregate iz i &l Aggregate I8 7K o

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD —
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
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208.4GB

shared NET-3.5 SSD 208.4GB
208.4GB

shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)
RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447.1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447.1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
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447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB
4477 .1GB (normal)
10 entries were displayed..

BERA SR — AR IR > 556 storage disk fail -disk NET-x.y
-immediate % o MIRARKPEFHIEUIEN - WSFKBERESE - CoOUERAGTREER
@ ABBAREE “storage aggregate show o EAILUFERAONTAP HEREE BIRERKIE
AR o 3B7EE » ONTAP EifHAIRIEIZERA Broken o HARRIEE IR LI RIBIR ~ aJLAfE
FIONTAP 2R BB R EFHMG - BHERPRBIZAVIZE ~ AT ONTAP Select CLIFE A RF8<

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

RE—(EH<THNELERZER °

E#{ENVRAM

NetApp FAS Emixfii RAfRERABEINVRAM PCI+  IRABBMEETF RS IFFEZ M REICIEE « 2JTKIE
RABAMAE - EFEMETONTAP IEERIZAGEAMEAR ALA R - el IXTERA TROER) NiEF
B~ RHECUBRE RHE HREFZ MRS RETFIRRS ©

—MRME ~ TERALKRZIRULIERE - FLt - NVRAM-RIITHAEE E#R1E WA ONTAP Select T—E7R &
R RMERENREER o FIE ~ IMBFITERNARERBIRIFEEE

om

vSANEZSMNEB RS 4B R

[E#E NAS (VNAS) ZPELIEREHRE SAN (VSAN) _EAJ ONTAP Select &£ - 249> HCI
%n% s DU SMNERPESFER B RHEIRE o SRR BB riR HE R ER & RERE

REERZERBETVMwarez1E - W ESITES BBIVMware HCL L

VNASZE4E

VNASHE & 2B FIE A EHDASHIRRE o HINZHEIZEONTAP Select FIZEEE ~ EEFEONTAP Select tHFEHA
B METHSEEZE—SRERE (BFEVSANBREFENE) MIZRIE o BiZhth il U R R —EHLZIMB
fES I AR R ERER&E L o dtE—23K  fEF iR R FLAERR{EONTAP Select 2B 5 208 H AU RERE (L
T o B ASHERAIDIZEHIZZEEILONTAP Select HFIZRHEEIONTAP Select DAS_ERYSZIEZRIBIER AL, o hFLE
52 ~ ONTAP Select B S EBHERAHASIERHERIER - LRI ASHENERHENEER

8l - ONTAPAILE ~ FEF)iHBHEFENERE - AATMAEZERTIZREONTAP Select MBS IBRIEIERIE o

HABCEI TR EIONTAP Select £ SISkt ATAE AR 1L HOSMEBIEFY © 3 RIZEZONTAP Select MetroCluster 5haBf
1752 NetApp SDSHYE BIEIE o

£ ONTAP Select &L FE AR EBIINEBFET R ~ S M1E MRS 4B HEE1LIONTAP Select 125 VMware VMBY
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MAENTIE ~ BRIFEER ©
VNASZEHE B (5 I E RS RAIDIE B 28 HY A DAS LEER

VNASZRABTEEEE _ RFEMUN K A DASHIRAIDIZEHI 23 HURIARBIZRAE o TEEEMAZFMONTAP Select T ~ fEFAEER
SEABRNEREEM « ZEREFEHREZRHEHEKVMDK ~ MiELtVMDKEZ2E4ONTAP NENEESRE o
ERERIUMEEMLEZEER « FIBVMware S ERRVMDKA/NEE ~ MR EENEE (HARH

) ONTAP o

fEFIRAIDEEHZSHIVNASEIDAS Z BIEMAE R - REEZMNERTER VNAS REE RAID #ZHI38 o VNAS &%
ERESMERRES TR RAID $#E5I2558 £ DAS FREEIRMMBERHFEMMIERES - F_EMNEAMEMINERTE
NVRAMZLAE o

VNAS NVRAM

ItEIHAE BT B R IEF)E01T - ONTAP Selectiaa)sEsRONTAP Select  VMwarel{iIt4H Rl EHZERT (B4 NVRAM
) EIREERAENHEEE (VMDK) £/ ° T3 ~ NVRAMBIRIAEH FRONTAP Select Z{EBRELHIMAELBEI E
57) (o]

=

HMEFAERERAIDIZEFIZSHIDASERE « FERERAIDIZEFSSIRENZ MAEE _ERMINVRAMIREY « RAFREE
ANVRAM VMDKBEI1EEER & o2& S 7ERAIDIZEHI 23 IREXA ©

$EVNASZEHE ~ ONTAP Singfeploy® B EfEFIONTAP Select 184 TE—#ITERRERCHE)  (SIDL) BIRHHE
S| BERBEZIEENEL o B HIFILEIS | 848F « ONTAP Select ENAIERIBNVRAM ~ BRI EMAHEEEASE
KlAggregate - NVRAMZ A sCit T AEXEFREE 2 EIRAVAIIL o LEIHEERN B EHREERA | — X%
ANVRAM » B—E ANVRAM o ZIETHAEEE AR VNAS « FA A E A RAIDIZE 23 IREN I ZBIMNEE 7] 28R
Rt o

SIDLINSEEAONTAP Select FTERITHEERIER o ERILUfEA T8 < ~ TEAggregate/B 4R FFISIDLINAE

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

AR MRRARSIDLINEE - EARGEE R IR E - FHZESTAMEENFBERERERRIZE -~ BIY
EFEYFASIDLINAE :

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

7f ESXi Lf&F vNAS F54H4 ONTAP Select &iZ4

TIEH S HESE IS EELTTINAEAVEEEE - ONTAP Select ONTAP Select R EiS LR BN R —(EZEE
BNEI7E[E—EZRESX T 14 38 A IEEIEL - ONTAP ONTAP SelectifE = - tHABASEEENVNASIZIE (&=
BRERE) o (FFADASHIZRER « 8@ TONTAP Select TIEZEHTERE « EASLHITERE:AHE
EIFERERAIDIZ 4SS o

FERAITIE - AIRARSHIVNASEENYIGSEN TR E—EEENSEERN TERERR —EH
£ > ONTAP ONTAP Select FEIFE MBI EI R 2= S FE M E 1 32 R BYIEREERZ EE A o

ZENREVNASERERTIaEE
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Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

EBETTRRONTAP Select ~ BIRIE XM Z B HXERL - BRISETERIFREM AR SIRAVAER « ONTAP
Select 2R B[R —EZEHIMEHZE R BRI —EEREER - NetAppEZFEEILVMR BEFRR ~ X
EVMware BHENTE R —EZ=ERIEIRL 2 R BRE DR « MAREBE—EHAECH FRYERR o

()  RMBRAIERIEESX#EE LEFIDRS -

2R T8 ~ BEARINEIZSONTAP Select MRLE E %2312 37 S BARHRA! - 1ZRONTAP Select EAZEES
ZEHARY « AIREPRIFASREC A IR -

Gatting Startad  Summary HDnIRIriCUII!H]UW Parmissions Hosts  VMs Datastores  Networks  Update Manager

a“ VMHost Rules

v Senvices el [ &
viphene DRS s Tyos Enabiad Confiicy Dakings By
vSphere Avalability Thiz listis emply

w VSAN
General

Disk Management

Faul Domaing & Stretched
Cluster

Hiaith and Performance
ISCSl Targets
ISCSI initiator Grougs
Configuration Assist
Updates

w Configuration
Ganeral
Licensing
Vidtware EVC
VMHost Groups
VM Overrides
Host Options
Profies
I Filters

Ho VM/Hest rule selected
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost |

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

HEEAIVMwareZEEBMONTAP Select B ERIZIEEIZEONTAP Select RJAEMI M HEREIAVESXEH# L ~ REWT

* BitVMware vSphereiZ#RHIZH KR EIFADRS « ELLLATFTEDRS °©
* B VMware HATEE S A A B2 E REMVMBEES « AL E@RIBDRS R AFHEIRA]

FHEFEONTAP ~ REFNEEITONTAP Select RZIEMEHRMKIRMIE c T8 - EEEMEBEEITEONTAP E
¥ sCERAE T RBEHE AR SR HERVARRE ©

UnsupportedClusterConfiguration cluster 20180516 11:41:19:0400 ONTAP Selact Deplay does not support mulipte nodes within the same cluster sharing the same host:
EINEERE

£ TEE) AIRRETHSEMEIERZERIMNIFEFER - ONTAP ONTAP Select

EXRRIERT « RACRAEIHEEFIIEIIAEONTAP 7 SEEINEEFHHFARE « MEONTAP Select 7%
RERERILINEE - TRERRME#EMISREN T+ Bx -
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAF Image Version 95RCH Licensing licersed
1Pvd Address  10.193.83.15 Domain Names -
Netmask 235.255.255.128 Server IP Addresses .
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

THZENNEERTIFRNNINIFEEE - MLAEFTERARERAEZQEHE GRAEMLRR) - EXEH
RBERERENREFMEEETRN - RARRERAERHTERIIRE

MREEINIBEEFIE EIRBONTAP Select B9VMware Aggregate ~ BIFIIIREEE RN (EREHRE) EEE
LRIRAREERN (BRERE) NMEERERE  FIE - BIARKIESSDREFREIIEEONTAP Select &4
BAFFHE (BifFlash) RYUSZIRENEL o th RZIRBADASESIMNR#TFRME ©

MRS AN HETFR BRI E R AR HEBINO AR (DAS) fEFA ~ RIS NEIR EREIMNIRAIDEFZRFILUN
(8XLUN) ° FURFAS FRVMwareR4E—1x ~ MRIECEER—EESEPINLTRH AU E{RITIIRAIDEE
4ERE B R YARAIDEHAEAIRLBEAR L, - TN RIS E IR I FAIAggregate ~ R FTAIRAIDEFARAD & ¥ FrAggregateFI%K

BERET TN IEAR - BIFMIRAIDEHABCE AIAEE B FAARRE ©

MREREFERENERNABETENRAERERE A « B ol TrFE EHERERERRNERTER
& o FERERESEEFIEE D L5 ONTAP Select FWERIZFHE - I EIEEHTT « MEARZHZ ONTAP
Select BIREAYIEZEE

YR ONTAP Select IEEIEERHABLHBI—EF45) ~ BIfEE E—LLEHMRE o

FEHARRET « SEBHBHE KA AEBANEHRINES - ERRERMINTH1 WA ERNZEH
W HA B LERR - SR M IR S I8 < JRANEN %2 M EHRN RS
B B RIIERN— 209  EILAAERR LERSTR - WEHENEHE  UEEHAR IR R
AR ©

WMEEBBEHMEZE - B LB ERSES EHLE2 o FIL « 251 EFHZER (BREHRE) NRENER™S
EIEG2 LR (BRERE) AIEE o asEeR ~ TEMEERRE EFEZeR « B R AR M AR
gmmﬁ#ﬂkd\ « ATAE R EBNAERIRE - B2 A AEARAID SyncMirror THAER A E S 1ERS L ENZE EMBRIE

AERMHAECH T MEMBNEREFTINEE - ¥ BRITMEFHEFMIEEE - SEMMBSNTIE - BIEH#E
?giﬂfﬁﬁﬁﬁgﬁﬁﬁﬂﬂﬁﬁ%ﬁtibﬂ%%ﬁ o A RLFT TR AVARZE M E I RG1 FRER AV ZERT ~ M0 L ERRA2FRERAYZE

YiasE B2 MEEE « SEMMSAEMESEFHRE - SESEFRERI0TBHNZER - ERFEREIEER
FHR&1HER10TBIZER ~ EHERE PR AUt R EII LR RS - ONTAPH B EERE5TBRYERH
ZEfE ~ BIATRE BB ERLAIERE - ONTAP

TEERER E—EEFAIEERENGER - TEEMASL « MAERERNHEEFSE (15TB) ONTAP Select ©

B ~ RN EBNHEERE (10TB) LLEIRL2 (5TB) % - ESEMMEES —(EEHRNERHERE « EW
BENRLER R 2Ie B (Ao - BEREFREIPERRIINVAIAZER - MABENERENTEAA -
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REDE | BE—REFNEFEERNEEE AT

ONTAP Select o ONTAP Select
Node 1 e Node 2
HA Pair

/’f--_____-—-“'\ P
Node 1/Aggregate 1 S 4
10TB [ Node 2/Aggregate 1
5TB
Sync Mirror for Node 2 .
kel Sync Mirror for Node 1
10TB
Free Space in Datastore 1
15T8 Free Space in Datastore 1
e : : 15TB
R
Datastore 1 Datastore 2 Datastore 2 Datasfore 1
Total Capacity 30TEB Total Capacity 30TB Total Capacity 30TB Total Capacity 30TE

ENEG1 EARIBEEIMAE IS EE S BN ERE 1N EGIOMERNERE2M—E D (FEBS=LMR) - F
— B ESEE S RENERE1F15TBR HZEM o TEIRERE — REFINE(EENEER o HhEF - #1341
BIENERATEREA50TB « §iE5201 A RHA5TB o

AELM | AR RITMRERINYEEFIIE(EREZ R - BETRERIAZER

[ ONTAP Select rt : ! ONTAP Select 1
Node 1 — Node 2
HA Pair

- — = Node 2/Aggregate 1
— 5TB
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TE  Total Capacity 30TB

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

AEMLFEIABERNVMDKA/NERZ16TB o BEEM (FEIARFRERNIVMDKA/N ERIASTB o iRIEE
RU4ERE (BEENELERZENELEE) MHEMABEE « FHAVMwareZE R 2L A/NEMEAIVMDK o ONTAPARIE - 7£
HERITEEEAR « SEVMDKMERAA/NRSIBIBSTB « ITHAFHIE/EEER - X/NAEiBiB16TB ©

FI|FI%RBE RAID 4/ ONTAP Select 9B &

FEEHIGEE R LUERONTAP Select EXBERAID ARG I 18 X BT IEMITIBAE ST o ILFEE(EEE ] FHRIDAS
SDDHERERE 3 AT HE FEARDMZEONTAP Select :2VM o

HABREREILULMNE—TB « (BEEREEERAIDE « EABRIZME—TBNAE - BiSHIRHIEEFAS &
BEIEHAFF JEBEREfESAEML « RERFRE T BE—FERIMENRERTEE -

AR © EHARH F « EERFEFREBNIEENR « BIERHHALY (89852) EthRZERMSHVHIRK
ARSI IR AR ER R R ENRS 1 LR B — RIS (R ZEFR (A - hRlEsR  IEImbARRi ] SR (RENRL 1 £
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B R AR L EITERNIRE - &7 EER2_ ERTE A AT ARV ER B « MIEETR LB BT
(RS (FE AR 2 BURARRI

LEINRE AT R (A iR o 2 A EIIR B RARE AR R FOIR A ER ~ BERIAER D EI&E o ONTAP Select D EIFE SR

I #RYAggregate BRI S 7E 3R B Aggregate HIBFEHAREIMNTT - BEHIR MR DB EEMRE X/ NEREATT

BIRANR FIRENRSEIE X/ - Flt « MEZEEEN2TEXNPHNE—EEHAT UG EAMIRES 2R ER
FEEA/NRUMIE - ROE&ESHIEE A/ NEREN « TVERERTCHREKB T ANETHE - %
HIIRZEEI48ET (EBENRAEREE4368GB ~ HABC¥1 4 136GB) B MRS ~ IR AT MR F B ThihE o
RAE&ESWURE X NEHTFAE « UEENREMEE R AT L

AR ICERE I FBIAggregate ~ FREERVEIEIEEE TR ZARAIDFEEFONTAP Select % &gt T B HABCH Y
—EBRMBFAARRE ©

MR B R FEFREMIEERARAggregate ~ RINEZEHMEIR o (RERRAIDEHE R RZZHRARS - ERI LI
HERRRTIE =R A AIRAIDEAE © 7EFAS IRARAIDEH B FHTIE AR (BRINAE(EMER « AFF RILTEREAR £
BURREAIENEZE o ILh - LEERER DB @A/ NER AT AEE MRS TR ARIRAIDEHE - 1 E
PRt ~ BB & A/ RIGANARE o REBFIEHNERDEEARFEENDEE - BIRTHEIRERIA/
BEEN o BAIEER - BEREIREN - T EMARER -

tha] AE FAFTHARR IS S SORTRIRAIDEHAR « 1EZ3IR A AggregatefI—ER5) © ZEULIER T « RAIDBHER/NERIRE
HYRAIDBF4EA/METT ©

EIEBVES T

R FEFEREEEL BT EMINEE M R ETFREREETE - ONTAP Select FAS
AFF

fEFAIl Flash VSANTY —f%FlashPE5 1T ERINAS (VNAS) ZE - FEBIEIESSDEIZMINNGETFRE (DAS)
HRIEEFEMEEONTAP Select ONTAP Select ©

RELE BHESSDHFREI B EIRENDASHFRME - MBENZEDEHBAFFESFHERE ©
A TAFFRRRUFIEEEE « TFIENRESETHAE S 1T AL AR B SRR ¢

* BN EE(EA

* Volume A ER 18 B RHAH PRl

* Volume® = EE ERHHBRE T

B A BN B 4R

* BN ERIARE

* E SRR EEE R bR

* Aggregate &= B RHH BRI T

HEBRONTAP Select B E ERAFMATERNFEFUEXRRE « FEMBRILNEFRE ERIT TS -
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<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.

Do you want to continue? {yl|n}: y
twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true

EE{o SRR EHIRATHR - XA LA EEIEMRIDAS SSDETFRE F 1B
SEONTAP Select ONTAP Select ° ItE5h ~ A ATEHITONTAP #iasE R KR A2 AR FN

() =Ewshn - LU M) HEETRERE « MBERGA LA R TRUBATS
PERRTEONTAPIEFHE < AU BB A0 3 AIRDREBHTRNM - IBEAEE - SAMMRREITE

1BEPFY o
EIZER4HREONTAP Select
‘Fi\%iréi;ﬁuﬂj%@‘maﬁ’m%ﬁxﬁz 18 « FER AR ~ STERAKREE « BEEMEH - RIERRER SRR
IHBEONTAP Select DAS SSD DAS HDD (FRrE#1E) VNAS (FRE#)
(BEHEExXL1A)
BpRF Al = (FE%) 2 HEREUSERE 2 BEREUSERRE
& A BB & A BB
VolumeREREEE MG 2 (FER) #IAER &
ity
KENSEAE (Z45B4E) = RHEREESEmE 2 HEREUSEmRE B
EEM R o & A ERREE
SKNEREAE GREMERE =2 (F8%) 2 BHfERETESERE A2
) EER A
B =B X 2 HERAEESENE 2 BEREUSEREE
EER R & A ERREE
BRiEimiE =8 =1 2 - HERE S ERE
& A ERAREE
BPEFEEIERS = (8% = HERETSERE TXZE
EE# R
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IHAEONTAP Select DAS SSD DAS HDD (FrE#%H#) VNAS (FrE#E1#)

(BEIEEXL1)
BREimEas [ [ 527
EoRINEREAMEG 2 FER) EA 527
i
VolumeH RERELMIF 2 (FAR) T BEREEEEEE =2 - BERAEUSERER
i & E5E ERA & AEREREA
fAr?gregate;’%‘?—;-\%‘%HPEHJ[5/%1%'2 = (FER) TEA 527

[small) 1"ONTAP Select96%Z IE BB (B EXL) MHFHVMAK /N (KEB) - T XK BVME X
B2 RAID B9 DAS 48 #& o 9.6 ONTAP Select i B9 K B i & % 3% 1 BERAID #1 vNAS 48 #& o

DAS SSDAHREMAARITA TR EIA
F4%RZE ONTAP Select 9.6 S E#HkA%E > 55515 “system node upgrade-revert show g5 $HEHARE TR » 7R
B ERIEEHEENHETENERE -

TEFAHRZONTAP Select S5 9.6 EMRANRM L « FIRAESRINEINESE LR UNERE « H
TARAEEZNBEPEINEIREER o EITONTAP Select RXIFEMAVIRAMIER « BITEIINHEEAS

REPDHEEREEEERRL ~ BE—EEE

25 1
MBEFRZ AIRTEHIEE _ERUBERGHESCERERE ~ 8 :

* EBMNLHERE "space guarantee = volume W KRB BT E ML R4S » ARRIRIERERAGRRERSTRE
BEEMIBRINGE o BLEIEREAARERUE ©

* RN E RBENHERE space guarantee = none ° IEEIER]EHERERE ©
* BAURE FNEERERRIGREATEAREEEIT ©
%A 2
WMREFHKZ AT ~ FEEEE SRBUBESBORHERE 8
- BEARHIEE space guarantee = volume FEFHR B RBEEAERE -
* BFIRL Aggregate R ERERHPRINSERIEARE space guarantee = none©
* BHRBERABEIBIREE storage policy inline-only ©

* AT AETERENXRRRNEREEERR ERBEE » BENMIEERRIN space guarantee =
none ° =R E BB AggregateH R EE ERHRIBRINAE o

ARG | —AREL S BRI

B /L ZEONTAP Select BRANZEEBREN—MRMERES - ABERRE—HRNZSHRE
ENSEFIEAEEE
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BFREAER
BREEIR T EIFBEONTAP Select IRMHEEBE —BRHAERINE « FTIBEEENIE - HEHRERARIAVAALE
B¥EHypervisor E T B EZ IR RIRIE ©

FHENICEEIE

fONTAP Select {E4FHypervisorE & B TE MBS E B IS ERAIR o EENBIEREURINZER
E Ik

* BERTEE—{ExZONTAP Select A7 11

* FR{EAMHypervisorfEX£ & 4%

© ERHMSBHNRESR

* LACPR & i ik —itE(H

ISR AR

AR E AR HARRHYAH AR ST IEONTAP Select #ETHIMHERE - BRI B HypervisorB BRI B ES o
RENRYERRBCRNZSBRAR - TEEE6HE !

- BRSNS 2 PRI B 2

R R AN R RN W RSER 7

* WAIRESE ZEVLAN ?

ERMERFEIREERRE  IRBHIRDTRRE - ONTAP SelectAfEME ~ MEBAITHEANN TR A « UK
RTF A P in s 2SN E At 28 2 RIS © Hypervisor B IRH E#E3SIA28 A BT SR B EBATEE o

PIEBARES

FIBLENREELPE  EFIONTAP Select FUTTEEE S EAPRREAY TASE) MHERETEN o IEERAE
TEONTAP Select E=EEREIMRILT AT A ©

() @RS mugE -

RERERREE TIAFIE

* FAREBIEONTAP BEAMEERE « G1F !
- BOAEERE (HA-IC)
° RAIDEIF 4T (RSM)
* B—E T BAAES  LIVLANAER
* EFREIP[IE 2 FHONTAP Select F5IEE IS :
° {£FRIPV4
° K{EFDHCP
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AL A AL
* MTUA/NFEEZ A900011754H ~ AJTE7500-90008 B A% (&)

pl=iE

SMERAERE B REEEEONTAP Select VMwarez= 5 B4 RSN HTF A P in SR M 83 2 FERYRE o SMERAERR 2 5 1E
RENEN D - RAE TS :

FI EREEONTAP RIESZHIRE ~ 615 ©
> Zkl (NFS ~ CIFS +iSCSI)
o BIE (EELMY ; BEASVM)
° BEM (ER)
(FI&) ZIEVLAN :
° BEREIFIREHA
o BIREIFIREHA
* IRIEEIEEARRSEIEISRAVIPALIL -
° IPVAE}IPV6
* MTUK/\FERE A 15001 c4E (RIEAEE)

SN FE R BHRIENRE °

[E RS AR IRIR
HypervisorE# i 2 IEAHERINAE ©
HBERKIIET NFIIEE ¢ ONTAP Select

FEBI A EIRIR
B Z{EEZIBONTAP Select AIEfER - EFMZRBEZEER (BE£EX/N) KISRMER -

RS

HypervisorlRIZE PR ER RIS ERE (EiR2vSwitch (VMware) ZXBIzUvSwitch (KVM) ) -~ #iEiEEH
e ARNEFRHRER K ERNICEZRESE—IE o [N BIRIEONTAP Select IRIE « AFESZIENE
128 E vSwitch ©

ESENELAN 2 BN BL AR RS AR RE
SR E ML ENELAEER4ERE - ONTAP Select
BSENELATRRARBE
ESEZEONTAP Select WREEONTAP ERAZHI R STHAEMATR « HARHEEE  HAREHRE o

REIFONTAP Select ZEIEERRASHIE T ~ SONTAP Select BRRAMAR R B2 =EEBERNE < ~ 2R
45ONTAP R{E4EEREIZIEe0a ~ eObFeOc ©
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BLEEEIRIB A FAARIR MM TOUARTS | B « BRREERMAILIF o

KVM
ONTAP Select AIERE & B —EiRLERE © Hypervisor T4 E Rl 7 EXIMBAEER AV EHITHASS o

ESXi

TEERELEFEAEREE T F 2 REAR% « 5RBEONTAP Select ESX Hypervisor_EFI—{EVMware# &
Bfi%4 o

ESEZLONTAP Select FUAEERABRE R SRR E

ESX ONTAP Select VM

Data, Mgmt,

Intercluster

Hypervisor
Services

Port Groups

:‘]:
Active-Active NIC t — E
Teaming eth0

Corporate
Network

() momENEERUSHEBHEESE  BHBENICEIE -
LIF#E&

MAXH TSERELIFHSIR) —EFTZt « ONTAP Select FINetAppfEFIPspaces g s MRS M E M ERINE
MENH o ILFENEHMEEAIREREE o FHIt - R&EIPspaceRBEZIR o
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@ EREAMAEIRE MG TTONTAP Select HITEEINAER BENEIT - HERRIE snPEERAITEERE
BE -

BIEMBER4ES (e0a ~ eOb F elc )
ONTAP %38 e0a ~ e0b #l e0c B&IkA AI&AE NEERE 2 £ M EEEZIE
* SAN/NASEEIHER=E (CIFS ~ NFSFIiISCSI)

© BE - BiMASVMEBIERE
* FERRE (SnapMirrorfllSnapVault

ZEELAHER AR R
ZEIELONTAP Select ZIERARAHRE B = M EAHES ©

BLEEAEMER « EERESEEANBERRY - Wk TRUENFEREIERFSAVINBFER - 7T EmiEER
B ORENIRMHIRRIREN N BB REMERNIRIRHKSR « BAEE -

TERFETELEEE « BERONTAP Select 7£VMware vSphere & _EHITHITUEIEEVMwares5 £ o 7 NENEEAN )\ EIEG
FEMARRECEAM o

SONTAP Select ABREHMITERSE UM EIIAIBREMEMRES L - AEMSNERE S ERERIRYHE
@ BRERIBE AN IRRE « BLEEFETRMOSEERERNE - LA=EHRHAERNER
SRS EERINNE o

* ONTAP Select {Overview of an Singfingmultinoder cluster network configuration) (M8 —ERZIFNZ
ERhEREE

]
NetApp I T
Qn%n;t[ggm |} T Client Protocol [nscsl \ﬂa | ciFs | [ NFS \H
. 1 I e B gl
F 3 r -
— SR | ‘ ;
Shared | | ONTAP-external Network |
| ONTAP-intemal Network |
|
FAvCS g NG ey ' e e bbet) Mot llo ity feh Lt ! Ndaatall Firoe peen e T S
Port i -int pa-int ek

HONTAP Select EE# %03 CEERARNE R « LONTAP CEHERERE (e0aZledg) HHERXZIRMA
BERR - AP ERERAEENIC « BEERLEMRERN « WEBEFRCHMEREHER—EEREN
H ° ONTAPHA|L ~ SEFREARS T TE/NMEERMERERR
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()  FHBEEBERNTEEFEONTAP Select ERZIBN AL -

BEEZIBETRARESRE TR -

* e0a ~ eObflle0g - BIRHE I L a2
* e0c~eld o EERFREMEH
* e0e > RSM
* e0f - HARZE
Hi%1Be0a » eObFe0gNIMIMNBAEER L o BEIAE B e0ffVEIZIREcOcHITEREREMINGE « BEEMEHRAERA

EBSelectiHik o TEHIEMBREHRRE « BLEERERNETE—F2EMR L - FTRERFELERTE DR
PL AR ERYHERS o

TERFELEFREERER T E R 2 HrIEZ - EEREBONTAP Select ESX Hypervisor £ —1{EVMware
R EEEE, o

*ZEIFHONTAP Select B E—EIRERVAERRAHRE « RS EMBIRE —E22
ONTAP Select VM
ESX Data, Mg,
Hypervisor
Services
Port Srowss ONTAP-internal ONTAP-external | | vmkernel
‘ v Switch0
\ eth0 eth1 eth2 eth3
Active/Active

NIC Teaming i_

Non Routable

Routable VLAN

internal
Network

R AEERENICZ ERAERFAINDRERRE « FIEERERERFIA EMERRMILE - LE5h ~ FBENICEFE
EITEAE ~ TTRERE— AR RIPER ZYABIONTAP Select Fls% s S B BATFENE B HIAEER o

VLAN

VAR ~ SMERAEERAN A SR AR E IR IR BRI U BB A N E FFAEMENIC T E | © IMNPARRRERIREH A AIE
FREIZIR R NSRS PRV R apEERIR o MR « AP AEREIRIR BB P RVER PEIRIR BN AE RS R B4
RV AR R IRIR o

LIFSIk

BE&E|PspacesPIHEL - ONTAP RE{EREIHEAE ° YNFEIFAS HIEHAR _FES - ONTAP Select ZERRFES
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FEsZMYIPspacef1# £ |IPspace ° BG4I H1%1Ee0a « eObFe0gii A Fa&IPspace - FA%E 1 E1ZIEe0cHle0d
A ZEEIPspace ~ ELEEFBEA FEWRAR - BIAKERBRNERBEE - FBEEHEKIEHAZBARTEHIN
m ~ BNe] AR E PR EHERERRONTAP Select ° EfiFNEHRONTAP EBRSMAHAR E /T EAEAS R
R EBREE °

@ W IEFR B A s ERAEIEBONTAP flexiblefi % ShellE & ¢ HAREFIRSMATERONTAP SH1E «
BI7EERER « LURMHE BRIARTS o

MR EIZIBFLIF S TE T 5B EAREFAHGREA ©

BIEMER LS (ela ~ eOb F e0g )
ONTAP 8 e0a + e0b #l e0g EFHkA ] AH T7$EERE 2 S A REEEIZIE ¢
* SAN/NASEEItHERE (CIFS ~ NFSFIiSCSI)

© EE - HiASVMEIERE
* EERHRE (SnapMirrorfllSnapVault

@ HEHEEEREE ME EEONTAP Select MIITEEINRER BENEIL o HERM A PSR EIE
BB o
HEAKIifs (eOc ~ e0d)

HEREREe0cile0d R AR EN A T EFIE - ONTAPTEONTAP Select S{EREEIRAH « ONTAP ERELA
HIPAE (169.254.x.x) TEREBETR - GEHBELEMEEENHE °

(D) BENEmAERSEPIE  hRER TR ENT -

= EMRAELBEMERIEE « JERMNFE2EMI - MNEEREEMIEETRNR « ONTAP Select FRIAFHE
ISR RE BN EEMMAUE (P~ SEH - E—EHFD) o NUREHMWANSFEE IR « 817
POEARS « 7NEIRLEL/\ ERRARVIEMRERAARE o XIRERA T SRRVIE R ENRLARRS o

BRHAER - B2R—H"EEREMHA MetroCluster  (f§%8 T2248SDS) ) REBHBMIE" o

ATHFREEMERTENRAREES « IHEREIZERTAFEREREZR (75009000 MTU
@ ) o AREFRHEEILTENE  FHEIAE LHERCIRBNSEILB LEBRERIES  BLEX
#2522 ONTAP Select & EIELIR AP ARTS ©

RAID SyncMirror ##5Z# (ele)

ERII AR EIZIRe0eFIA BRI THE ~ EHASERHEMZHRSER &L o ILTHAEGTEONTAP RERTE
HEEABRRKRFIRENRERNEEEHNT - MESESFFTEETEAHERRTE -

J1218c0e ZONTAP IV EMERREERNMARE © Fib « EESMERNLFHTEET
()  fZONTAP AERCLISUAMEIBR R o 1/ ERiE A (R BB MR AIPkt - T 218
EHHSRERIPL o IHEREESREEREER (75009000 MTU) ©
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HAEZE (e0f)
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Ethernet Switch 1 Ethernet Switch 2

EEEEEN NEERER
= = EEEEEE EEEEEE [

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

ESXi LAY VMware vSphere vSwitch 4HAE
FEFARENICFITTNICAHRERIVMware VSwitchZBREF1 & £ 458 - ONTAP Select

R ERIZEEM DR TvSwitchZHAE ¢ ONTAP SelectD E{zivSwitchZIRELAE SIS (LACP) - EHEESRERE
—TEEANEREE - BNEAZESENEENIEE - LACPE—EMig I AE% « 0] A 4B IHEHZ IR
NEFRIFE - BRERER B ARAEE—EEEET - nERRTCAEEESRE (LAG) WEEEEE
£/ - ONTAP Selecti * NetAppiEZERER B ERIBFAMEN 1T (T8) FERER « LUBTRLAGH
BE o EELEERT ~ BEMOERVSwitchesHIRIEEFEMEEZHEER o

AETEREBIEENICFIUNICAB RS R FE(FE R AYvSwitch4HREF & £ T &7 /R A o

RTEONTAP Select EHVMwarefEFHEIZIBELAERT « FEEE NIRESHEMCE ; EiRRREBANE E FE
[RE SR RIEEEERSRIDEITIRE o VMware B2 1T EIZ EESXiF RS EIZIE F « i§STP:R
APortFast ©

FRrBEvSwitch4BREHEEE D MES AR E F - UiEEHERTIE —NICEHHEAF - HIEEMEEEME—10Gb
4L o ONTAP Select i@ ~ FBNICE S KR (RIFREHIE ENetAppHIREEFEMOE ©

fEvSpherefalfkes L ~ NICEHERRANRZEBRERNE FESHEBEBENESHRE  JEFANREE
BIBZRHZRERGH o FHUCE - FTREBRIRBISIE « MAEZEINICEHE - BH TFEHNREBERRE
E#ERZENICEHE » MNICEHEIRERE FFHERER - FILERT - RAREEREGHRE
@ FRREIEIRIBIMIB RN ZONTAP Select k1% ° SIELACPRYBE A & D EFvSwitch ~ BEFLACP
LAGR]SE @ EHELAGH ENEH DA FITT -

38



HETE —EIZLEEE « ONTAP FEiB{EFEIZONTAP Select 18840 3% & AR IMEB4FR& BYSTor VM ~ LUK AEEIRY
EIRIBEHE - ERREIERERHARBRIEREMMNEIRERE - HNE—MEE - IENEREZEYE
AIFTG NI E R B AR EAERT N A °

HEZEBEELE - ONTAP S ONTAP Select {BEfingVMER E 2 (A — o B EZ B B AA A R EPARER « B—

B M EE iR B AR AR SNEBAER - MEMEREIRE P UEALEINPRERERERIREE « ] LUEERE
FRERREZIEEHE - RERMAEERERZEANNRELBR—EERERE -

@ ONTAP Select &% 2 #EU{E vmnics ©

REWD B TUvSwitch « LU BB IEEREEIZE

FILGR EE R BHEIR G S B R TR SE R, - BEEIBEEREHNE —EFATEREREN =EEA
BISERR - I TEFR -

*SEERA ME B ISEZIE R vSwitch *

Hypervisor
services

ESX - Failover
Standard Priority
vSwitch Order

VIMNICA VM NICE VIMNICT?
[VMNICS Controller A

FHBEPERENIEFREE - TRIBEHIEEZBEHENBRSEIRIR MG
AR ER R AN 2R YA A

BIRIREHE 5MER 1. 5MER 2. RIER1. 2.
{ERF vmnicO vmnic1 vmnic2 vmnic3
51, vmnic1 vmnicO vmnic3 vmnic2
Fik2, vmnic2 vmnic3 vmnicO vmnic1
Hh3, vmnic3 vmnic2 vmnic1 vmnicO
TERETREvCenter GUI (ONTAPHMBFIONTAPSMIB2) HISMBAEERERFIBBFABARMERE - 351 R « FAPHN

ERREFFEERE R o FULEREF  vmnic 4Flvmnic 52 E—EBERENIC_EAYEIE « fvmnic 6Fvminc 782
BINIC ERYEEIR (&P ERvnmics 0FI3) o Fap N EFHIEFFIRHMEE NS HEE « NETERAYE
BRRIRRE—E - Fre B ERAENERERIEF SEMEINPERIREHE 2 FEITHELBIM -

39



* %5 1 8849 : ONTAP Select IMIPEIZIREFARARARRS *

= ONTAP. . Ean
FPreperties LEaa Sarcsg | Crpimiae
‘Secu By — o
Piptaron failare Celelon |} Overrsoe
T alle
] PR [} Ovemice
T earrarsy ared 1 sloneT
Sl L] Cwermmoe
¥ il O e
o e -
A Thewr schoapled
S
¥ arwdley gl i
1 B
e
Al errecE
Lrmroesd slagdey s
Seigc] dchve and standdy sdapber: Dorng 3 fadcowsr stacShy 3380 TE b Dvale ) P Srder 080 S6d Slowe
O

* 5 2 889 . ONTAP Select YMIPEIFIBE¥4R4B4HAE *

5, ONTAP External? - £t Seftings 5

Progerties Lbsd binting
Seia sy

Traiic shapng
Py drwelchég [7] Cvaemda

franeq sdtsows I, ———

[y

[[] Erogemicie
Matwork fulurs detecion. [ Cveerida

[ Cvmmae

cine miapiens
W e

Sarley mlygtis
s
M ek
- Rt i-u'

Unarved adaplers

Select schew and plandby a2apters Duntvg & Edindr, SEany Raphers ivals i e (1ded speided vl

[t} Coecdl

T ERE ~ IERABUT ¢

ONTAP#4MIR ONTAP 9MZB 2
YERAHTEE : vmnicsE e TEE © vmnic? YERRRAEE : vmnic7&Eep /T EE : vmnic5 ~

vmnic4 ~ vmnic6 vmnic6 ~ vmnic4

40



TEETAZPEREIZIEEE (ONTAPASRFIONTAPAIER2) HIAREE o 3532 ~ FHRTHNERRE RN
&£ o TEUEERER « vmnic 4Fvmnic 5E2MHFEEREASIC LAIEEIR  Mvmnic 6F0vmnic 78 2BIIASIC_LHYEE
18 o Fom N EENIER A IRERE X AIERE « IR EIRENRRE—E - &

BTEMIE RSP EIZIEE AR 2 RIEITHRLIAIAHA o
158 ONTAP Select . AZFEIZIBEFAHARRE

'xmm.um

Propering Lad balancng

(] Mg
m Teliwtts Hioumk G0 b 5 ol
Taffic shopeg — —
L i ek
F oo oo
B e
hoive siaple s
W o
Standwy adapling
e
- R ;
d P':"_‘I{.
Lienpsied kil &
f i iee nd | i

$2ZF>ONTAP Select . RNEZpEIZIBEF4H

RRISMBERRIRIER

41



5, ONTAP Jermal? . it Seftings

Froperies
Securty
[1af shapng .
v (1 ey
w Fpe
Aciive alapless
I e
Sandy sdagiery
il |
LR B
o
W it
russid el

1} i
AT HERE - I5kRNBUWT -
ONTAP AR ONTAP AZPIRIE 2.
YER=H/TEF : vmnic4fFassTE T © vmnic6 YERHTEE : vmnic6F e/ TEE © vmnicd
vmnic5 ~ vmnic7 vmnic7 ~ vmnich5

BRERDHIvSwitch + UL SERMEE IR SRR

EFAMESRE (25/40Gb) NICE « BEAVERHB R AHREHS L REMAIE10Gbs T E-RAVAREIEE AL o Bl
EREAMEERTEF  HECERIEERERE - EIRBEERKNT -

IR EHE 4pMEE1 (eODa~eOb) EE1 (eOc -~ ele AZF2 (e0d - eOf 4hEF2 (eOg)
) )

fERS vmnicO vmnicO vmnic1 vmnic1

e vmnic1 vmnic1 vmnicO vmnicO

*SEEHEMESR (25/40Gb) BiSEIZEMIvSwitch

42



Hypervisor
services

Port groups

ESX -
Standard

vSwitch

VMNIC1 VMNIC2

Controller A

ERMEEREZE (10GbHE /D) B « SEERBEHEERZE —EFRAPNTE RN —ERIEHRESN
FHNEF - NEPAEREBANZEHTONTAP Select BYEEEE o BN BEEREE « MENE REBRIEIMNEPEFIE
EATRERERT -

LU T 5588 RvSwitchRU4EAE ~ U R B ERIEZ EZEONTAP Select 55 Ay 2B B MR BT BRFS U M (B B4 8 B
48 o HMERAFER BT LATE 48 RE R R FF f5E AR A ZR A8 B vminic ~ R RER 4B vmnics B ML EIZIREH4ER—2 9 ~ MERTE
AEmiER o INIERRAIERAIER o TEMEEFEERAE 2 B IBRIEA R MAFmEIvmnics ~ HHLONTAP Select
R PETEARE M R AR SEE RSN - RIEREEM o

“SERAMEERERE (10GbaEL) HvSwitch *

43



Hypervisor
services

Port groups

ESX -
Standard
vSwitch
VMNIC1 VMNIC2
Controller A
ELACPHI > E T vSwitch

TEAEREFR{ER D ERTUvSwitchBF « RIfEEFALACP (MAEFAEREBHEMCE) KGR - H—ZIEMLACP
BB MVmMnicsEM IR E—LAGH o 1T B IS IASIN AT BB P EERIE EX187,500%9
~ 0002 FEIFIMTUK/)N o EBONTAP Select FISMIBHIFHEE 4B FEZ T B IRIR B AH B AR PRRE - MBTAEERFE(ER

4

Aol E (FEEE) RYVLAN o SMERAERRRIEEAAVST ~ ESTZVGT ©

THEBHIREEFALACPRY 2 BT vSwitch4HAS o

“EALAPAC*RILAGAR

44




Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,
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|Route based on IP hash -
|Link status only -
|ves |
fres -]

Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedified below.
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46




(%) ONTAP-Intemal Settings |5l x]
General ficies.
[ Polices Teaming and Failover
?f?%‘c“;hm Load Balandng: @ [Route based on IP hash vl
IChakiooe Derche oakdtiaie iy £l
ﬁzﬂmﬁhﬁﬁm Notify Switches: |Yes -
Miscellaneous Failback: |‘|’e-s LI
Advanced
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Select active and standby uplinks. During a fallover, standby uplinks activate in the

order specified below.
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Virtual Port Channel (vPC)
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Ethernet Switch

EENE

PortGroup 1 - No tagging at Port Group Level
Management traffic
VLAN 10 (VGT)
Data traffic
S VLAN 20 (VGT)

PortGroup 2

Cluster traffic
VLAN 30 (VST)

ONTAP Baisot VM

Default m
e |

Broadcast Domain: BD1 Broadcast Domain: BD2 |

Cluster-management LIF: i a0 |1 eln0 i o020 || etb20 E Data-1 LIF:
10.0.0.100/24 | ! 152.188.0.1/24
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10.0.0.1/24 152.168.0.2/24
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* ONTAP Select fEREIFH T EMAHEMIFEFRE NWEHRRSE &

ONTAP
DEPLOY
Mailbox
Disks ///'
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Min Randwidth- 5Mbls T ———
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DRRASEFNRIGHREGEE) - ERNEBELENZERTSERFAARRE

B EEIRAEONTAP MR EEEANARAKIIARE o EEAIRONTAP Select Z1E=ENRIFT AR
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