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網路

網路：一般概念與特性

首先熟悉ONTAP Select 適用於整個過程的一般網路概念。然後探索單一節點和多節點叢
集的特定特性和選項。

實體網路

實體網路主要透過ONTAP Select 提供底層的第二層交換基礎架構、來支援叢集式部署。與實體網路相關的組態
包括Hypervisor主機和更廣泛的交換式網路環境。

主機NIC選項

每ONTAP Select 個物件Hypervisor主機都必須設定兩個或四個實體連接埠。您選擇的確切組態取決於多種因
素、包括：

• 叢集是否包含一個或多ONTAP Select 個支援主機

• 所使用的Hypervisor作業系統

• 虛擬交換器的設定方式

• LACP是否與鏈路一起使用

實體交換器組態

您必須確定實體交換器的組態支援ONTAP Select 進行物件部署。實體交換器與Hypervisor型虛擬交換器整合。
您選擇的確切組態取決於多種因素。主要考量包括：

• 您要如何在內部和外部網路之間保持區隔？

• 您是否會在資料與管理網路之間保持區隔？

• 如何設定第二層VLAN？

邏輯網路

使用兩個不同的邏輯網路、根據類型來分隔流量。ONTAP Select具體而言、流量可在叢集內的主機之間、以及
儲存用戶端和叢集外的其他機器之間流通。Hypervisor管理的虛擬交換器有助於支援邏輯網路。

內部網路

透過多節點叢集部署、個別ONTAP Select 的元集節點會使用隔離的「內部」網路進行通訊。此網路不會
在ONTAP Select 叢集節點外曝光或可用。

內部網路僅存在於多節點叢集。

內部網路具有下列特性：

• 用於處理ONTAP 叢集內的各種流量、包括：

1



◦ 叢集

◦ 高可用度互連（HA-IC）

◦ RAID同步鏡射（RSM）

• 單一第二層網路、以VLAN為基礎

• 靜態IP位址是由ONTAP Select 下列項目指派：

◦ 僅限IPV4

◦ 未使用DHCP

◦ 連結本機位址

• MTU大小預設為9000位元組、可在7500-9000範圍內調整（含）

外部網路

外部網路負責處理ONTAP Select VMware叢集節點與外部儲存用戶端及其他機器之間的流量。外部網路是每個
叢集部署的一部分、具有下列特性：

• 用於處理ONTAP 不順暢的流量、包括：

◦ 資料（NFS、CIFS、iSCSI）

◦ 管理（叢集與節點；選用SVM）

◦ 叢集間（選用）

• （可選）支援VLAN：

◦ 資料連接埠群組

◦ 管理連接埠群組

• 根據管理員的組態選項指派的IP位址：

◦ IPV4或IPV6

• MTU大小預設為1500位元組（可調整）

外部網路存在各種規模的叢集。

虛擬機器網路環境

Hypervisor主機提供多項網路功能。

透過虛擬機器展示下列功能：ONTAP Select

虛擬機器連接埠

有多個連接埠ONTAP Select 可供使用。它們是根據多種因素（包括叢集大小）來指派和使用。

虛擬交換器

Hypervisor環境中的虛擬交換器軟體（無論是vSwitch（VMware）或開放式vSwitch（KVM））、都會將虛擬
機器公開的連接埠與實體乙太網路NIC連接埠結合在一起。您必須根據ONTAP Select 環境、為每個支援的主
機設定vSwitch。
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單節點和多節點網路組態

支援單一節點和多節點網路組態。ONTAP Select

單節點網路組態

單節點ONTAP Select 的不需要ONTAP 使用內部的不含功能性網路、因為沒有叢集、HA或鏡射流量。

不同於ONTAP Select 多節點版本的產品、每ONTAP Select 個版本的不只包含三個虛擬網路介面卡、可呈現
給ONTAP 各個網路連接埠e0a、e0b和e0c。

這些連接埠可用來提供下列服務：管理、資料及叢集間的LIF。

KVM

ONTAP Select 可部署為單一節點叢集。Hypervisor 主機包含可存取外部網路的虛擬交換器。

ESXi

下圖顯示這些連接埠與基礎實體介面卡之間的關係、說明ONTAP Select ESX Hypervisor上的一個VMware叢集
節點。

單節點ONTAP Select 的網路組態不完整叢集
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雖然兩個介面卡足以容納單節點叢集、但仍需要NIC群組。

LIF指派

如本文的「多節點LIF指派」一節所述、ONTAP Select 由NetApp使用IPspaces來將叢集網路流量與資料和管理
流量分開。此平台的單節點機型不含叢集網路。因此、叢集IPspace中沒有連接埠。

叢集與節點管理生命期會在ONTAP Select 執行叢集功能時自動建立。其餘的生命階段可在部署
後建立。

管理和資料生命（ e0a 、 e0b 和 e0c ）

ONTAP 連接埠 e0a 、 e0b 和 e0c 會委派為可承載下列類型流量之生命的候選連接埠：

• SAN/NAS傳輸協定流量（CIFS、NFS和iSCSI）

• 叢集、節點和SVM管理流量

• 叢集間流量（SnapMirror和SnapVault
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多節點網路組態

多節點ONTAP Select 支援的網路組態包含兩個網路。

這些是內部網路、負責提供叢集與內部複寫服務、以及負責提供資料存取與管理服務的外部網路。在這兩個網路
中、流量的端點對端點隔離對於建立適合叢集恢復的環境來說、極為重要。

下圖顯示這些網路、顯示ONTAP Select 在VMware vSphere平台上執行的四節點VMware叢集。六節點和八節點
叢集的網路配置相似。

每ONTAP Select 個實體執行個體都位於獨立的實體伺服器上。內部和外部流量會使用個別的網
路連接埠群組加以隔離、這些群組會指派給每個虛擬網路介面、並允許叢集節點共用相同的實體
交換器基礎架構。

• ONTAP Select 《Overview of an Singfingmultinoder cluster network configuration》（介紹一個不支持的多
節點叢集

每ONTAP Select 個虛擬機器包含七個虛擬網路介面卡、以ONTAP 七個網路連接埠（e0a到e0g）的形式呈現給
整個系統。雖然此類介面卡被視為實體NIC、但實際上它們是虛擬的、並透過虛擬化的網路層對應到一組實體介
面。ONTAP因此、每個託管伺服器不需要六個實體網路連接埠。

不支援將虛擬網路介面卡新增ONTAP Select 至不支援的虛擬機器。

這些連接埠已預先設定為提供下列服務：

• e0a、e0b和e0g。管理與資料生命量

• e0c、e0d。叢集網路生命里數

• e0e 。RSM

• e0f 。HA互連

連接埠e0a、e0b和e0g位於外部網路上。雖然透過e0f的連接埠e0c執行數種不同的功能、但它們會共同組成內
部Select網路。在制定網路設計決策時、這些連接埠應放置在單一第2層網路上。不需要將這些虛擬介面卡分隔
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成不同的網路。

下圖說明這些連接埠與基礎實體介面卡之間的關係、其中說明ONTAP Select ESX Hypervisor上的一個VMware

叢集節點。

*多節點ONTAP Select 間單一節點的網路組態、是多節點間叢集*的一部分

將不同實體NIC之間的內部和外部流量隔離、可避免因網路資源存取不足而導致系統延遲。此外、透過NIC群組
進行彙總、可確保單一網路卡故障不會妨礙ONTAP Select 到該叢集節點存取各自的網路。

請注意、外部網路和內部網路連接埠群組均以對稱的方式包含所有四個NIC介面卡。外部網路連接埠群組中的作
用中連接埠是內部網路中的待命連接埠。相反地、內部網路連接埠群組中的作用中連接埠是外部網路連接埠群組
中的待命連接埠。

LIF指派

隨着IPspaces的推出、ONTAP 不再使用連接埠角色。如同FAS 支援的不二陣列、ONTAP Select 叢集同時包含
預設的IPspace和叢集IPspace。透過將網路連接埠e0a、e0b和e0g放入預設IPspace、然後將連接埠e0c和e0d

放入叢集IPspace、這些連接埠基本上已被關閉、無法託管不屬於的生命週年。透過自動指派提供內部服務的介
面、即可使用叢集中的其餘連接埠ONTAP Select 。它們不會像ONTAP 透過RSM和HA互連介面那樣透過這個解
決方法暴露。

並非所有的生命都能透過ONTAP flexible命令Shell看到。HA互連和RSM介面不ONTAP 受支援、
可在內部使用、以提供各自的服務。

網路連接埠和LIF會在下列各節中詳細說明。
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管理和資料生命（ e0a 、 e0b 和 e0g ）

ONTAP 連接埠 e0a 、 e0b 和 e0g 會委派為可承載下列類型流量之生命的候選連接埠：

• SAN/NAS傳輸協定流量（CIFS、NFS和iSCSI）

• 叢集、節點和SVM管理流量

• 叢集間流量（SnapMirror和SnapVault

叢集與節點管理生命期會在ONTAP Select 執行叢集功能時自動建立。其餘的生命階段可在部署
後建立。

叢集網路lifs（e0c、e0d）

將連接埠e0c和e0d委派為叢集介面的主連接埠。ONTAP在ONTAP Select 每個叢集節點中、ONTAP 使用連結本
機IP位址（169.254.x.x）在設定過程中、會自動產生兩個叢集介面。

這些介面無法指派靜態IP位址、也不應建立其他叢集介面。

叢集網路流量必須流經低延遲、非路由的第2層網路。由於叢集處理量和延遲需求、ONTAP Select 所以不希望
將此支援叢集實際放置在鄰近位置（例如、多套件、單一資料中心）。不支援跨越WAN或顯著地理距離、建立
四節點、六節點或八節點的延伸叢集組態。支援使用中介器的延伸雙節點組態。

有關詳細信息，請參閱一節"雙節點延伸HA MetroCluster （簡稱「架構SDS」）最佳實務做法"。

為了確保叢集網路流量的最大處理量、此網路連接埠設定為使用巨型框架（7500至9000 MTU

）。為確保叢集正常運作、請確認所有上游虛擬交換器和實體交換器上已啟用巨型框架、這些交
換器可為ONTAP Select 叢集節點提供內部網路服務。

RAID SyncMirror 數據傳輸（e0e）

使用位於網路連接埠e0e的內部網路介面、在HA合作夥伴節點之間同步複寫區塊。此功能會在ONTAP 叢集設定
期間使用由現象所設定的網路介面自動執行、而且管理員不需要進行任何組態設定。

連接埠e0e是ONTAP 由內部複寫流量使用的功能保留。因此、連接埠和裝載的LIF都不會顯示
在ONTAP 功能區CLI或系統管理程式中。此介面設定為使用自動產生的連結本機IP位址、不支援
重新指派替代IP位址。此網路連接埠需要使用巨型框架（7500至9000 MTU）。

HA互連（e0f）

NetApp FAS 產品組合使用專業硬體、在ONTAP 叢集中的HA配對之間傳遞資訊。不過、軟體定義環境通常不會
提供這類設備（例如InfiniBand或iWARP裝置）、因此需要替代解決方案。儘管考慮到多種可能性、ONTAP 但
互連傳輸上的需求卻要求在軟體中模擬此功能。因此ONTAP Select 、在一個不支援的叢集內、HA互連（傳統由
硬體提供）的功能是以乙太網路作為傳輸機制、設計成作業系統。

每ONTAP Select 個節點均設定HA互連連接埠e0f。此連接埠主控HA互連網路介面、負責兩項主要功能：

• 在HA配對之間鏡射NVRAM的內容

• 在HA配對之間傳送/接收HA狀態資訊和網路活動訊息
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HA互連流量會使用單一網路介面、在乙太網路封包內分層遠端直接記憶體存取（RDMA）框架、流經此網路連
接埠。

以類似於RSM連接埠（e0e）的方式、使用ONTAP 者無論是從ESICLI或從System Manager、都
看不到實體連接埠或代管網路介面。因此、無法修改此介面的IP位址、也無法變更連接埠的狀
態。此網路連接埠需要使用巨型框架（7500至9000 MTU）。

內部和外部網路ONTAP Select

內部和外部網路的特性ONTAP Select 。

內部網路ONTAP Select

內部ONTAP Select 的不完整網路僅存在於產品的多節點機型中、負責提供ONTAP Select 含有叢集通訊、HA互
連和同步複寫服務的不完整叢集。此網路包括下列連接埠和介面：

• * e0c ， e0d *託管叢集網路生命

• * e0e.*代管 RSM LIF

• * e0f.*裝載 HA 互連 LIF

此網路的處理量和延遲對於判斷ONTAP Select 叢集的效能和恢復能力至關重要。叢集安全性需要網路隔離、並
確保系統介面與其他網路流量分開。因此ONTAP Select 、此網路必須專供該叢集使用。

不支援針對Select叢集流量以外的流量使用Select內部網路、例如應用程式或管理流量。在不支援
內部VLAN的ONTAP 情況下、不可能有其他VM或主機。

流經內部網路的網路封包必須位於專屬的VLAN標記層2網路上。您可以完成下列其中一項工作來完成這項工作
：

• 將VLAN標記的連接埠群組指派給內部虛擬NIC（e0c到e0f）（VST模式）

• 使用上游交換器所提供的原生VLAN、而原生VLAN不用於任何其他流量（指派沒有VLAN ID的連接埠群組、
亦即、EST模式）

在任何情況下、內部網路流量的VLAN標記都是在ONTAP Select 不屬於該虛擬機器的情況下進行。

僅支援ESX標準和分散式vSwitch。不支援其他虛擬交換器或ESX主機之間的直接連線。內部網路
必須完全開啟、不支援NAT或防火牆。

在一個叢集內ONTAP Select 、內部流量和外部流量會使用虛擬的第2層網路物件（稱為連接埠群組）加以分
隔。正確指派這些連接埠群組的vSwitch非常重要、尤其是內部網路、負責提供叢集、HA互連和鏡像複寫服務。
這些網路連接埠的網路頻寬不足、可能會導致效能降低、甚至影響叢集節點的穩定性。因此、四節點、六節點和
八節點叢集需要內部ONTAP Select 的支援實體網路使用10Gb連線、不支援1Gb NIC。不過、外部網路可以做出
取捨、因為將傳入資料的流程限制在ONTAP Select 某個叢集、並不會影響其可靠運作的能力。

雙節點叢集可使用四個1Gb連接埠進行內部流量、或使用單一10Gb連接埠、而非四節點叢集所需的兩個10Gb連
接埠。在無法容納四張10Gb NIC卡的環境中、內部網路可使用兩張10Gb NIC卡、外部ONTAP 的支援網卡則可
使用兩個1Gb NIC。
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內部網路驗證與疑難排解

多節點叢集中的內部網路可使用網路連線檢查功能進行驗證。此功能可從執行命令的部署 CLI 中叫用 network

connectivity-check start。

執行下列命令以檢視測試的輸出：

network connectivity-check show --run-id X (X is a number)

此工具僅適用於對多節點選取叢集中的內部網路進行疑難排解。此工具不應用於疑難排解單節點叢集（包
括vNAS組態）、ONTAP 將資源部署到ONTAP Select 非連接性、或用戶端連線問題。

叢集建立精靈（ONTAP 包含在「整合式部署GUI」中）包含內部網路檢查程式、做為建立多節點叢集期間可用
的選用步驟。由於內部網路在多節點叢集中扮演重要角色、因此這項步驟成為叢集的一部分、因此建立工作流程
可改善叢集建立作業的成功率。

從ONTAP 推出《2000年2月10日之際、內部網路所使用的MTU大小可設定在7、500到9、000之間。網路連線
檢查工具也可用來測試7、500到9、000之間的MTU尺寸。預設的MTU值會設為虛擬網路交換器的值。如果環境
中存在類似VXLAN的網路覆蓋、則必須以較小的值取代該預設值。

外部網路ONTAP Select

這個外部網路負責叢集的所有傳出通訊、因此存在於單節點和多節點組態上。ONTAP Select雖然此網路沒有內
部網路嚴格定義的處理量需求、但系統管理員應注意、不要在用戶端ONTAP 與VMware VM之間建立網路瓶頸、
因為效能問題可能會被誤認為ONTAP Select 是無法解決的問題。

外部流量可在vSwitch層（VST）和外部交換器層（EST）標記、方式與內部流量類似。此
外、ONTAP Select 在稱為VGT的程序中、可透過不受影響的VM本身來標記外部流量。如需詳細
資訊，請參閱一節"資料與管理流量分離"。

下表重點說明ONTAP Select 內部和外部網路之間的主要差異。

內部與外部網路快速參考

說明 內部網路 外部網路

網路服務 叢集HA/IC RAID SyncMirror 功能
（RSM）

資料管理叢集間（SnapMirror

和SnapVault SnapMirror）

網路隔離 必要 選用

框架大小（MTU） 7 ， 500 至 9 ， 000 1、500（預設）9、000（支援）

IP位址指派 自動產生 使用者定義

DHCP 支援 否 否

NIC群組

為了確保內部和外部網路具備必要的頻寬和恢復特性、以提供高效能和容錯能力、建議使用實體網路介面卡群
組。支援具有單一10Gb連結的雙節點叢集組態。不過、NetApp建議的最佳實務做法是在ONTAP Select 內部和
外部網路上使用NIC群組、
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MAC位址產生

指派給ONTAP Select 所有「資訊區」網路連接埠的MAC位址會由隨附的部署公用程式自動產生。此公用程式使
用NetApp專屬的平台專屬、組織專屬的識別碼（OUI）、以確保FAS 不會與任何系統發生衝突。然後、此位址
的複本會儲存在ONTAP Select 內部資料庫中的安裝VM ONTAP （簡稱「整合」）中、以避免在未來的節點部
署期間意外重新指派。管理員絕不能修改網路連接埠的指定MAC位址。

支援的網路組態

選取最佳的硬體、並設定網路以最佳化效能和恢復能力。

伺服器廠商瞭解客戶的需求和選擇各不相同、這點至關重要。因此、在購買實體伺服器時、在決定網路連線時、
有許多選擇可供選擇。大多數的市售系統都隨附各種NIC選項、可提供單一連接埠和多連接埠選項、並可針對速
度和處理量進行不同的排列。這包括支援 VMware ESX 的 25Gb/s 和 40Gb/s NIC 介面卡。

由於VMware的效能ONTAP Select 與基礎硬體的特性直接相關、因此選擇速度較快的NIC來增加VM的處理量、
會導致叢集效能較高、整體使用者體驗也較佳。可使用四個10Gb NIC或兩個較高速NIC（25/40 GB/s）來實現
高效能網路配置。還有許多其他組態也受到支援。對於雙節點叢集、支援4個1Gb連接埠或1個10Gb連接埠。對
於單一節點叢集、支援2個1Gb連接埠。

網路最低和建議的組態

根據叢集大小、有多種支援的乙太網路組態。

叢集大小 最低要求 建議

單節點叢集 2 個 1GbE 2 個 10GbE

雙節點叢集或MetroCluster 不含
任何功能的SDS

4 x 1GbE 或 1 x 10GbE 2 個 10GbE

4/6/8節點叢集 2 個 10GbE 4個10GbE或2個25/40GbE

由於可能需要在每個拓撲所需的不同 NIC 群組組組態之間轉換、因此不支援在執行中叢集上的單
一連結和多個連結拓撲之間進行轉換。

使用多個實體交換器進行網路組態

當有足夠的硬體可用時、NetApp建議使用下圖所示的多重交換器組態、因為新增了實體交換器故障防護功能。
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ESXi 上的 VMware vSphere vSwitch 組態

適用於雙NIC和四NIC組態的VMware VSwitch組態和負載平衡原則。ONTAP Select

支援使用標準和分散式vSwitch組態。ONTAP Select分散式vSwitch支援連結集合架構（LACP）。連結集合體是
一種通用的網路架構、用於彙總多個實體介面卡的頻寬。LACP是一種廠商中立的標準、可為網路端點提供開放
式傳輸協定、將實體網路連接埠群組整合到單一邏輯通道中。可搭配設定為連結集合群組（LAG）的連接埠群組
使用。ONTAP Select不過、NetApp建議使用個別實體連接埠作為簡單的上行（主幹）連接埠、以避免LAG組
態。在這些情況下、標準和分散式VSwitches的最佳實務做法是相同的。

本節說明在雙NIC和四NIC組態中應使用的vSwitch組態和負載平衡原則。

設定ONTAP Select 要由VMware使用的連接埠群組時、應遵循下列最佳實務做法；連接埠群組層級的負載平衡
原則是根據來源虛擬連接埠ID進行路由。VMware建議在連接至ESXi主機的交換器連接埠上、將STP設
為PortFast。

所有vSwitch組態都需要至少兩個實體網路介面卡、並將其套裝到單一NIC群組中。支援雙節點叢集的單一10Gb

連結。ONTAP Select不過、透過NIC集合來確保硬體備援是NetApp的最佳實務做法。

在vSphere伺服器上、NIC群組是用於將多個實體網路介面卡組合到單一邏輯通道的集合架構、可在所有成員連
接埠之間共享網路負載。請務必記住、不需實體交換器的支援、就能建立NIC群組。負載平衡和容錯移轉原則可
直接套用至NIC群組、而NIC群組並未察覺上游交換器組態。在此情況下、原則只會套用至傳出流量。
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靜態連接埠通道不受ONTAP Select 支援。支援LACP的通道可支援分散式vSwitch、但使用LACP

LAG可能會導致跨LAG成員的負載分配不均勻。

針對單一節點叢集、ONTAP 透過使用連接ONTAP Select 埠群組來設定適用於外部網路的Sfor VM、以及相同的
連接埠群組、或選用不同的連接埠群組來處理叢集和節點管理流量。對於單一節點叢集、所需的實體連接埠數量
可新增至外部連接埠群組作為作用中介面卡。

針對多節點叢集、ONTAP 將每ONTAP Select 個EfingVM設定為使用一或兩個連接埠群組用於內部網路、另一
個或兩個連接埠群組用於外部網路。叢集和節點管理流量可以使用與外部流量相同的連接埠群組、也可以選擇使
用個別的連接埠群組。叢集與節點管理流量無法與內部流量共用同一個連接埠群組。

ONTAP Select 最多支援四個 vmnics 。

標準或分散式vSwitch、以及每個節點四個實體連接埠

可以將四個連接埠群組指派給多節點叢集中的每個節點。每個連接埠群組都有一個作用中實體連接埠和三個備用
實體連接埠、如下圖所示。

*每個節點有四個實體連接埠的vSwitch *

待機清單中連接埠的順序很重要。下表提供四個連接埠群組的實體連接埠發佈範例。

網路最低和建議的組態

連接埠群組 外部 1. 外部 2. 內部1. 內部2.

使用中 vmnic0 vmnic1 vmnic2 vmnic3

待機1. vmnic1 vmnic0 vmnic3 vmnic2

待機2. vmnic2 vmnic3 vmnic0 vmnic1

待機3. vmnic3 vmnic2 vmnic1 vmnic0

下圖顯示來自vCenter GUI（ONTAP外部和ONTAP外部2）的外部網路連接埠群組組組態。請注意、使用中的介
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面卡來自不同的網路卡。在此設定中、vmnic 4和vmnic 5是同一個實體NIC上的雙埠、而vmnic 6和vminc 7則
是獨立NIC上的雙埠（本範例中不使用vnmics 0到3）。待命介面卡的順序可提供階層式容錯移轉、內部網路的
連接埠則是最後一個。待命清單中的內部連接埠順序會在兩個外部連接埠群組之間進行類似的交換。

• 第 1 部分： ONTAP Select 外部連接埠群組組組態 *

• 第 2 部分： ONTAP Select 外部連接埠群組組組態 *

為了方便閱讀、指派內容如下：
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ONTAP外部 ONTAP 外部 2

作用中介面卡：vmnic5待命介面卡：vmnic7、
vmnic4、vmnic6

作用中介面卡：vmnic7待命介面卡：vmnic5、
vmnic6、vmnic4

下圖顯示內部網路連接埠群組（ONTAP內部和ONTAP內部2）的組態。請注意、使用中的介面卡來自不同的網
路卡。在此設定中、vmnic 4和vmnic 5是相同實體ASIC上的雙埠、而vmnic 6和vmnic 7則是獨立ASIC上的雙
埠。待命介面卡的順序可提供階層式容錯移轉、外部網路的連接埠則是最後一個。待機清單中的外部連接埠順序
會在兩個內部連接埠群組之間進行類似的交換。

第1部分ONTAP Select ：內部連接埠群組組態

第2部分ONTAP Select ：內部連接埠群組
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為了方便閱讀、指派內容如下：

ONTAP內部 ONTAP 內部環境 2.

作用中介面卡：vmnic4待命介面卡：vmnic6、
vmnic5、vmnic7

作用中介面卡：vmnic6待命介面卡：vmnic4、
vmnic7、vmnic5

標準或分散式vSwitch、以及每個節點兩個實體連接埠

使用兩個高速（25/40Gb）NIC時、建議的連接埠群組組態在概念上與使用四個10Gb介面卡的組態非常類似。即
使只使用兩個實體介面卡、仍應使用四個連接埠群組。連接埠群組指派如下：

連接埠群組 外部1（e0a、e0b） 內部 1 （ e0c 、 e0e

）
內部 2 （ e0d 、 e0f

）
外部2（e0g）

使用中 vmnic0 vmnic0 vmnic1 vmnic1

待命 vmnic1 vmnic1 vmnic0 vmnic0

*每個節點有兩個高速（25/40Gb）實體連接埠*的vSwitch
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使用兩個實體連接埠（10Gb或更少）時、每個連接埠群組都應該有一個作用中的介面卡和一個彼此相對設定的
待命介面卡。內部網路僅適用於多節點ONTAP Select 的叢集。對於單節點叢集、兩個介面卡都可在外部連接埠
群組中設定為作用中。

以下範例顯示vSwitch的組態、以及負責處理多節點ONTAP Select 間叢集內部與外部通訊服務的兩個連接埠群
組。外部網路可以在網路中斷時使用內部網路vmnic、因為內部網路vmnics是此連接埠群組的一部分、而且設定
為待命模式。外部網路的情況則相反。在兩個連接埠群組之間交換作用中和待命的vmnics、對於ONTAP Select

在網路中斷期間適當地容錯移轉到各個虛擬機器來說、是非常重要的。

*每個節點有兩個實體連接埠（10Gb或更少）的vSwitch *
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採用LACP的分散式vSwitch

在組態中使用分散式vSwitch時、可使用LACP（雖然這不是最佳實務做法）來簡化網路組態。唯一支援的LACP

組態需要所有的vmnics都位於單一LAG中。上行鏈路實體交換器必須在通道中的所有連接埠上支援7,500到9

、000之間的MTU大小。內部ONTAP Select 和外部的不確定網路應該在連接埠群組層級隔離。內部網路應使用
不可路由（隔離）的VLAN。外部網路可使用VST、EST或VGT。

下列範例顯示使用LACP的分散式vSwitch組態。

*使用LAPAC*時的LAG內容
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*外部連接埠群組組組態、使用已啟用LACP的分散式vSwitch *
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*內部連接埠群組組組態、使用已啟用LACP的分散式vSwitch *
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LACP需要將上游交換器連接埠設定為連接埠通道。在分散式vSwitch上啟用此功能之前、請確定
已正確設定啟用LACP的連接埠通道。

實體交換器組態

上游實體交換器組態詳細資料、以單一交換器和多重交換器環境為基礎。

在決定從虛擬交換器層到實體交換器之間的連線時、應謹慎考量。將內部叢集流量與外部資料服務區隔、應透過
第2層VLAN提供的隔離功能、延伸到上游實體網路層。

實體交換器連接埠應設定為中繼連接埠。外部流量可透過兩種方式之一、在多個第2層網路之間分隔。ONTAP

Select其中一種方法是使用ONTAP 含有VLAN標記的虛擬連接埠搭配單一連接埠群組。另一種方法是將VST模式
中的個別連接埠群組指派給管理連接埠e0a。您也必須指派資料連接埠至e0b和e0c/e0g、視ONTAP Select 乎版
本、單節點或多節點組態而定。如果外部流量是跨多個第2層網路分隔、則上行鏈路實體交換器連接埠的允
許VLAN清單中應包含這些VLAN。

內部網路流量使用以連結本機IP位址定義的虛擬介面進行。ONTAP Select由於這些IP位址是不可路由的、因此
叢集節點之間的內部流量必須流經單一第2層網路。不支援在叢集節點之間路由躍點ONTAP Select 。
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共享實體交換器

下圖說明多節點ONTAP Select 間可能使用的交換器組態、在此範例中、裝載內部和外部網路連接埠群組
的VSwitches所使用的實體NIC、會以纜線連接至同一個上游交換器。交換器流量會使用包含在不同VLAN中的廣
播網域來隔離。

對於內部的網路、標記是在連接埠群組層級完成。ONTAP Select雖然下列範例使用VGT作為外部
網路、但該連接埠群組同時支援VGT和VST。

使用共享實體交換器的網路組態

在此組態中、共享交換器會變成單點故障。如果可能、應使用多個交換器來防止實體硬體故障導
致叢集網路中斷。

多個實體交換器

需要備援時、應使用多個實體網路交換器。下圖顯示多節點ONTAP Select 間的一個節點所使用的建議組態。內
部和外部連接埠群組的NIC均連接至不同的實體交換器、保護使用者免於單一硬體交換器故障。在交換器之間設
定虛擬連接埠通道、以避免產生跨距樹狀結構問題。

使用多個實體交換器進行網路組態
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資料與管理流量分離

將資料流量和管理流量隔離到獨立的第2層網路。

外部網路流量的定義為資料（CIFS、NFS和iSCSI）、管理和複寫（SnapMirror）流量。ONTAP Select在一個
叢集內ONTAP 、每種流量類型都會使用獨立的邏輯介面、而該介面必須裝載在虛擬網路連接埠上。在的多節點
組態ONTAP Select 上、這些端口被指定為連接埠e0a和e0b/e0g。在單一節點組態中、這些連接埠會指定為e0a

和e0b/e0c、而其餘連接埠則保留給內部叢集服務。

NetApp建議將資料流量和管理流量隔離到獨立的第2層網路。在這個環境中、這是使用VLAN標記來完
成。ONTAP Select這可透過將VLAN標記的連接埠群組指派給網路介面卡1（連接埠e0a）進行管理流量來達
成。然後、您可以將個別的連接埠群組指派給連接埠e0b和e0c（單一節點叢集）、以及e0b和e0g（多節點叢集
）以進行資料流量。

如果本文前面所述的VST解決方案不足、則可能需要將資料與管理lifs分成一組、放在同一個虛擬連接埠上。若
要這麼做、請使用稱為VGT的程序、VM會在其中執行VLAN標記。

使用ONTAP 此功能時、無法使用透過VGT分隔資料與管理網路。此程序必須在叢集設定完成後
執行。

使用VGT和雙節點叢集時、還有額外的警告。在雙節點叢集組態中、節點管理IP位址用於在ONTAP 完全可用之
前建立與中介器的連線。因此、對應至節點管理LIF（連接埠e0a）的連接埠群組僅支援EST和VST標記。此外、
如果管理和資料流量都使用相同的連接埠群組、則整個雙節點叢集僅支援EST/VST。
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同時支援VST和VGT兩種組態選項。下圖顯示第一個案例VST、其中流量會透過指派的連接埠群組在vSwitch層
標記。在此組態中、叢集和節點管理生命體會指派ONTAP 至連接埠e0a、並透過指派的連接埠群組以VLAN ID

10標記。資料生命週期會指派給連接埠e0b和e0c或e0g、並使用第二個連接埠群組指派給VLAN ID 20。叢集連
接埠使用第三個連接埠群組、且位於VLAN ID 30上。

• 使用 VST* 進行資料與管理分離

下圖顯示第二個案例VGT、ONTAP 亦即使用放置在不同廣播網域中的VLAN連接埠、將流量標記於由EVM4所標
記的情況。在此範例中、虛擬連接埠e0A-10/e0b-10/（e0c或e0g）10和e0a -20/e0b-20會放置在VM連接埠e0a

和e0b的頂端。此組態可讓網路標記直接在ONTAP 支援區內執行、而非在vSwitch層執行。管理與資料生命期會
放置在這些虛擬連接埠上、讓單一VM連接埠內的第2層子分割區得以進一步發展。叢集VLAN（VLAN ID 30）仍
在連接埠群組中標記。

• 附註： *

• 當使用多個IPspace時、這種組態形式尤其理想。如果需要進一步的邏輯隔離和多租戶共享、請將VLAN連接
埠分組為個別的自訂IPspaces。

• 若要支援VGT、ESX/ESX主機網路介面卡必須連接至實體交換器上的主幹連接埠。連接至虛擬交換器的連接
埠群組必須將其VLAN ID設為4095、才能在連接埠群組上啟用主幹連線。

*使用VG*分隔資料與管理
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