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BB RHAZRERAH - SFHYCHE « TRERINESEISIR « MAERIINICEHE - B THNBHEBZERAT
EZERZENICEHE ~ MNICEHHEIRERE FFHEsER - FILERT - RAIREERAERGLRE -
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@ EFAEEIZIRIEIE RS ONTAP Select 12 o XIEL ACPHIEIE R 1B D Bz vSwitch * 1BfEFELACP
LAGHSEEERELAGHK EN B H DEATS -

FH¥TEE —EBAEEE « ONTAP BB FEIZONTAP Select IREHAIREE T B AR SMEBAEREAYSTor VM ~ LURAEREIRY
EIIBEHE « SUERAFEREREIHARGEIERENANAEIRRE - HNE—HREE - IRNEREREYE
FIATE E SN EIRIR B A E B ERFNEF -

S EREEREE ~ ONTAP K ONTAP Select fEEfingVM&R E 43 FH — S M EZE IR B¥ AH PR i BB 4R ~ 55—

B EE IR BEAR ARSI BRARRE - REMENRLE IR M E AT LA EINDREERBVERIBEHE « W] LUEER(E
FRERRERIERHE - RERMREITRER ZEANNRELRR—EERERE -

CD ONTAP Select &% #EPU{E vmnics ©

REF DT vSwitch ~ U SEEFIIE B i@ izg

FILGR B R R BRI G S R R P B E R - SEEREREHNE—AFATEREREN=(AEA
BESEIRIR « WTEFR ©

AR A EE RS E IR AIvSwitch *

Hypervisor
services

Port groups

ESX - Failover
Standard Priority
vSwitch Order
VIMNICA VIMINICE VMMNICT
VAMNICS Controller A
FRBERERENIEFREE - TRIZHEMEEZREFENSRERREMEG
HARR AR A R SR AVAR RS
IR EHE SMER 1. SMER 2. RIER1. k2.
EAF vmnicO vmnic1 vmnic2 vmnic3
5. vmnic1 vmnicO vmnic3 vmnic2
2. vmnic2 vmnic3 vmnicO vmnic1
H1%3. vmnic3 vmnic2 vmnic1 vmnicO
TERETKBvCenter GUI (ONTAPSIMEBHIONTAPSMER2) RISMEPARRS EIZIRBFAAAR4ERE - 55E R ~ RPN
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HERBEARENAEIRE o 7ELEZED ~ vmnic 4Fvmnic 52F—EEEENIC_LAYEEIE « Mvmnic 6Fvminc 781
EBINICEREIE (KEBHIHARFERvnmics 0213) o FamNEENIEF JiREEERXAERE « WEIHERRE
BB ERE—E o oA ERNRNEERRIEF2EMEINIERSREE 2~ BEITHRLIAIAIM

* 5% 1889 | ONTAP Select SMNEREIIBEFARARAHRE *

= ONIAPE . Eam
P Cpi TS LD
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Traffe shusgareg
- - -
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-
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il et
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il e
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* 55 2 #B% © ONTAP Select SMEREHZEEFARAHAHRE *

%, OHTAP Extornad? - it Sethogs
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il et

Stanatly adptees
Ml e
W ek
i eneica [
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e
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ONTAP#SMER ONTAP 9pEB 2
YEHNEE : vmnic5&Fa/TETE © vmnic7 » ERAEE : vmnic7&Fep /A EE © vmnic5 *

vmnic4 ~ vmnic6 vmnic6 ~ vmnic4

TEBETRAZMEKEREIEEE (ONTAPRERFIONTAPAIEE2) AUAREE o 55 « FATMNERRERERNA
&£ o TEUEERTESR ~ vmnic 4Flvmnic 5E2ERIEREASIC IR ~ vmnic 6Flvmnic 78I 2 IIASIC EHyEE

18 o Fo N EENIEFTIRERE XA ERE « INSIERIVEZIEDRRE—E - S EERNINIEZEIER
SIEMERIPEEERAE 2 RETEMNRH

SE1EB7ONTAP Select : AZPEIFIREHAAARRS

.xl‘.ﬂlﬂw.[ﬂ%

o s g L
Securly I+Eh i
[1affic shapen et
e g [ o
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Pt et
¥
Arine adglers
i el
Sy adaplin'y
W ch
A s
ot ¥
Uempisad e o

$2E8ONTAP Select : NEPEIZIEEF/H
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5, ONTAP Jermal? . it Seftings

Properhes
Saurry
[1aff shapng .
v (1 ey
. Ot
Actue slagtes
LR
Sandy sdagiery
R,
-
L
s
|rurid il i

1} i
AT HERE - I5kRNBUWT -
ONTAP AR ONTAP AZPIRIE 2.
YER=H/TEF : vmnic4fFassTE T © vmnic6 YERHTEE : vmnic6F e/ TEE © vmnicd
vmnic5 ~ vmnic7 vmnic7 ~ vmnich5

RAEE DA TvSwitch ~ UK BHE R M E B RS EIRIE

EFRMESZE (25/40Gb) NICE « BEAVERHBEHAHEREHS L REAIE10Gbs T E-RAVAAREIEE AL o Bl

EREAMEERETEF  HECAIERZERAE - BIRBEEIRKNT -

IR 5MEB1 (e0a~e0b) AEB1 (eOc ~ ele AEE2 (e0d - eOf 5MES2 (e0g)
) )

fERT vmnicO vmnicO vmnic1 vmnic1

e vmnic1 vmnic1 vmnicO vmnicO

*SEHEMESR (25/40Gb) BISEIZEMIvSwitch
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Hypervisor
services

Port groups

ESX -
Standard

vSwitch

VMNIC1 VMNIC2

Controller A

ERMEEREZE (10GbHE /D) B « SEERBEHEERZE —EFRAPHINTE RN —ERIEHRESN
FHNEF - NEPAEREBANZEHTEONTAP Select BYEEEE o BN BEREE « MENE REBRIEINEPEIFIR
EATRERERT -

LU T 5588 RvSwitchRU4EAE ~ U R B ERIEZ EZEONTAP Select 55 Ay 2B B MR BT BRFS U M (B B4 8 B
48 o HMERAFER BT LATE 48 RE R R FF f5E AR A ZR A8 B vminic ~ R RER 4B vmnics B ML EIZIREH4ER—2 9 ~ MERTE
AEmiER o INIERRAIERAIER o TEMEEFEERAE 2 B IBRIEA R MAFmEIvmnics ~ HHLONTAP Select
R PETEARE M R AR SEE RSN - RIEREEM o

“SERAMEERERE (10GbaEL) HvSwitch *
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Hypervisor
services

Port groups

ESX -
Standard
vSwitch
VMNIC1 VMNIC2
Controller A
XALACPEY 2 ElzlvSwitch

TEAEREFRER D ERTUvSwitchBF « BIfEFLACP (HAEAEREEHEMCE) HKECHERAER - M—ZIEMLACP
HHREEEFRA MIvmNicsHBIN E—LAGH o TR B ISR N BT EEPAFTEEEE F187,500%9

~ 000ZEHIMTU A o EBONTAP Select FISMNERBIAHE E 4B ER FE X T IR B¥ AR B AR PRRE o A SPAEER FEREFD
AAIERE (FREE) BIVLAN o SMEBAARERIfEEAVST ~ ESTERVGT °

T3 & FIZE (B LACPHI D ELT vSwitch4HAE ©

“fEFALAPAC*EFHILAGAR
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

*SMERIERHBBFARARAERE ~ B ERALACPEI 2 ERF vSwitch *
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|Route based on IP hash -
|Link status only -
|ves |
fres -]

Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedified below.

T 1 Move Lp |
Active Uplinks
ONTAP-LAG Mave Down |

Standby Uplinks
Unused Uplinks
dvUplink1

*RERERIR R AAAEAERE ~ EAERALACPRI 3 ERT vSwitch *
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(&) ONTAP-Intemal Settings - [of x|
- ~Polides -
! Polices Teaming and Failover
Security g
Traffic Shaping Load Balaning: @) [Route based on IP hash ~|
VLAN . . - -

Pt - o DRt Junk status only =
“Hz*;:_‘l"?e Allocation Notify Switches: |Yes -
Miscellaneous Failback: |‘|’e-s LI

Advanced
Failover Order
Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.
MName | :
Active Uplinks ————l
ONTAP-LAG e
Standby Uplinks
Unused Uplinks
dvUplinkl
O Cancel

@ LACPERE R L IR AEIRIR R E RERIBEIE - T D ATivSwitch LEVAILINAEZ A ~ SBFETE
B IEFES T RUFALACPRYZEIRIRBIE o

il

AR fdnrH R
BN EASIRIEA NN « LB — RIS BRI IR A R o

ERERER S EE BRI 2 BVERR - [BEEEE - RANEERELIINTEHRFER - BZES
SE2fEVLANIRHAFRBETNGE « SEMREI L ERSRIR/E o

-

BERCIAREFBERTATEERE - INIREREBMESARZ— « EZEFE2EBHER ZEDFE - ONTAP
SelectEA—iE /5 A2 FAONTAP S5 VLANIZC N ER BRI R A E—EIZIREH - 3—EH A2 RVSTIER
AR EEE R AHIE A B IR EIRReOa o [N BIEIRE KEEIE Ee0bHe0c/e0g ~ FRONTAP Select FHix
&~ BEIB S EBAARETE c MRINITEREZEFR BRI « Al HITHRRE IR IRSEZEN D
SFVLANBEAFREESELEVLAN ©

PO EB AR & i AR LUE A AR IPAIUE TE SRRV EEHE /T EIETT © ONTAP SelectB i IE L IPiE R A EIERERAY ~ FE
=EMMZ BNRERRE M ATCE —F2EMIR - TIEEREMEZ HIRHAERONTAP Select ©
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HETRKRES

TE:REZEIEEONTAP Select A AEFER RV IRZZAARE  TEUCERFID « EEERIPFIMEPAEREIZIEEEAH
BIVSwitchesPFRfEFIRIERENIC ~ GLUBLAREIZE R —E LR - R NEEFEAESEARRVLANFRE

TEHEER R o

(D HILARERRARR « 1RsC B EEHER A RTTH © ONTAP Select#t7A T3S AIERVCTIERIME
MR ~ B ERHEEHERR X IRVGTHIVST ©

ERHAE R IRRAERAER

Single Switch
Ethernet Switch
R | WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Native VLAN 20
‘vSwitch 0

@ TEULAERE R ~ HEMSS G E B RENIE - YIRFIAE - [EEA SRS KY L BRI RS
R EER P o

ZEER RS

FRHEER - BEAZERRMAERIIHRES - TERRTZEHEEONTAP Select BB —BEEIRAFTEABYEZRAERE - A

EBFNIMNEREIZIREHHRINICIIEIZ E R FR BRSNS  REERE RN E RS IRSNIE - /AR 2R

EERERIBEE - LUBREEEEEAGERE -

ERZEERR IR EITHRAARR
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Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

AY

g

o}

SRHEEIERED
BERREN SRR EREREE ISR -

SRR RENERAER (CIFS ~ NFSHIISCSI) -~ BIEFI#EE (SnapMirror) JiZ o ONTAP SelecttE—1&
FEANONTAP ~ SRR T EABIINEEHE « MZNTELBESHTEERARERE L - EFNZEE
4HREONTAP Select b ~ SLbim O#I5E & E1EBe0aFle0b/e0g ° 1T E—EIZLARAE T « SLEIZIB &5 FE Aela
#eOb/e0c ~ MEGFEIZIBARBLANIEERTE o

Gl

\

=0

NetAppiZFR BRPREN BIER SR IR LN FE2EBHER - TEERED - EE2EAVLANIERE R

BY ° ONTAP Selecti FIiEBR VLANARSC R E IR BHBIS A EIR T E 1 (EiFiRela) ETEERERE

FY o 2818 ~ [ E] LUKHME R B EEHHE B RS IR AG T 1ReObMleOc (B—EREEE) -~ MU keObfleOy (ZEITFESE
) LUETTERIRE -

MRAHEFPMHENVSTERS REAE « AR sEEE2REREERifs D —4E « MER—EEREREL - &
BEE « FERABAVCTHER « VMETEEFHITVLANIRR °

fEFFONTAP IEINEER; ~ EIAERZEBVCTHIRE R EIRFEE - ILIEFHRERERETHE
AT o

fEAVCTHMEEREER  EAREINIES - TLHFMEEERT - MAEEIPAULARTEONTAP T2/ A2
AR AR ERRYER - A ~ HREEMEEIRLIF (Ei#iBe0a) AVEIHIBRHAZESZIEESTMIVSTARAC © IE5h ~
MREENERREMEAERNERERE « BIB(ELHRRE(EIRESTIVST -
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EIRE 2B VSTHIVGT B4R RS IEEIA o TIEE/-T-\% BEZEFIVST « EFREEEBIERNERIEEH4EEvSwitch/E
FE3C o TELtbARRE T « EES B IEL IS5 RONTAP EiEiEiRe0a ~ MIEBISRAVEIZIEEF4HLIVLAN ID

101R50 - BRI E B EIEIKG @%ﬁeOb%ﬂeOC:&ZeOg ~ MR 56 —{EIE R BFAEISRAGVLAN ID 20  sR&EE
RIRERS = EEZEEAE - BfURVLANID 30.E -

* £ VST EITENEEE R

Ethernet Switch
CE
PortGroup 1
Management traffic
VLAN 10 (VST)
v W PortGroup 2
p—) -k === Data traffic
vian1e | viana VLAN 20 VLAN 20 (VST)
od == -LJ e PortGroup 3
Cluster traffic
VLAN 30 (VST)
Datat LIF ]
Cluster-management LIF: . i
! 10.0.0.100/24 . 152.168.0.1/24 |
i i Data-2 LIF: i
| Node-management LIF: . |
. 10.0.0.1/24 15'2.168_ 0.2724 d

TERERE _EZRFIVGT ~ ONTAP TREME M B TR BB P AIVLANEIZIE « i REZC IR HEVMAFRIZ
RIS o TEULEEFIE « i EEIRe0A-10/e0b-10/ (e0cEeOg) 10Fe0a -20/e0b-20E B EVMERERe0a
FeObBYTENR o HEAHRE ] :BAFERIZEC EIZTEONTAP T ER#IT ~ MIETEvSwitch/B#1T - EIRE BRI A i
METELEEREZEL EE—VMEBEANFE2BFoIEFLUIE—FPEE - FEVLAN (VLANID 30) 11
EEBIREHAPIZEE o

D

* BEHEZEIPspaceF « EREMARTALEHIES - MRFBE—PHNEERBRMZIEREE « A VLANER

B4 AERIFIE 5] IPspaces ©

c BELHEVGT ~ ESX/ESXEM&%E@;’TE+M¢EU§§EE R T T EEIRIR o EIREERIRISNER
IBEHARAEREEVLAN IDER 44095 ~ A RETEEISIREF4AR R A 84 o

“ERVG*IIRER A EIE
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Cluster-management LIF:
10.0.0.100/24

Node-managementLIF:
10.0.0.1/24

Ethernet Switch

EETET

D&auum

Broadcast Domain: BDA

i

Broadcast Domain: BD2

g
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PortGroup 1 - No tagging at PortGroup Level
Management traffic

VLAN 10 (VGT)

Data traffic

VLAN 20 (VGT)

PortGroup 2
Cluster traffic
VLAN 30 (VST)

Data-1 LIF:
192.168.0.1/24

T

Data-2 LIF:
192.188.0.2/24
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