ONTAP Select> 1%
ONTAP Select

NetApp
February 03, 2026

This PDF was generated from https://docs.netapp.com/zh-tw/ontap-select-9161/index.html on February
03, 2026. Always check docs.netapp.com for the latest.



Sk

ONTAP SelectX 1
E21T5REA
ONTAP Select#$1T:REA
ONTAP SelectfIFr i INAE
ONTAP Select 9.16.1
ONTAP Select 9.15.1
ONTAP Select 9.14.1
ONTAP Select 9.13.1
ONTAP Select 9.12.1
ONTAP Select 9.11.1
ONTAP Select 9.10.1
ONTAP Select 9.9.1
ONTAP Select 9.8
B
T ERONTAP Select
HIEEERH#T
M{EEREE T
BAVERE M ER
EEEXONTAP SelectFIONTAP 9
ONTAP SelectZpE
O INRE
EFEEEBRREAN G X
EEIEL
ONTAP Select¥#ERAFRG =
EERHERAEN D ZHEFERAONTAP Select
ONTAP Select&fAB EMBE R LRI ZFF
ONTAP SelectfiizBFNREHEEES
5HE|
ONTAP SelectZ £ B ERE T (ERAZE
ONTAP Select
ONTAP SelectEZREiREFEEIS
ONTAP Select VMware E#ti# s B IBIEFNER I REE
ONTAP Select{#7z82 RAID ;¥R EIE
SMERIETFER
ONTAP Select{¥i& T =518
BB HA BYONTAP SelectEBiZhEE R
ONTAP Selectizinfl 9 B EE
ZEEONTAP Select MetroCluster SDS ZFZE
ONTAP SelectVMware vCenter {AlAR2S

© © © N N O O o oo a b DD OWODNNDMDNMDMDNDDND-

W W W W NN DNDN=2 22 A A A A O 2
W NN -2 O N W 2 0N NN W NN -~ O o



A

2

ONTAP SelectZE

ONTAP Select Deploy F9—AEERFFRZ

ONTAP Select Deploy E#itfes B IEREX T IEEIE
ONTAP SelectZ I EREERIHE

#7z

i

is

04

f

w
m -

EETE
ONTAP SelectZRERHEEFAI =5
ONTAP SelectiE B4 EIPEFFAIE
T fRONTAP SelectfyF & 5F Bl 5 & M
BEMFaiEn
ONTAP SelectB £t Al iE N AVIRIEFMAE R
ONTAP Select& £tz A1 U Y B B 5%
ONTAP Select® Mz R R ZRZE R HI
EEERONTAP SelectA 2 MMM A EEFA]
ONTAP SelectAZ2MsFAIESHE
e
FEE ONTAP SelectzFrl s8R Y TEMRAZ
HYfSONTAP Select Capacity Tier EFa]3%
HYfSONTAP SelectA £tz a5
ONTAP Select#fONTAPIHAERI 2 35
a2 BEEUFHONTAPIIAE
S EEBREERNONTAPINEE

AL
=<
LEAREFE

FMEBEMEERRE
ONTAP Select Deploy BRI LEFARENEN
ONTAP SelectZEFIERIE S
BCEONTAP SelectE# LA fEFH NVMe EEEN23
ZHEONTAP Select Deploy
T EUE SR AR AR
E%:5 ONTAP Select Deploy OVA #4
ERE A
Sign in Z Deploy Web 77
EZREONTAP Select&EE
TR EEIE
SER 2 | B EERS L ERE AR
SR 3 STRE
EREEHIONTAP SelectZEEAIFIIAIREE

35
35
37
39
39
40
41
43
43
43
44
45
48
48
49
50
50
51
51
51
54
54
55
55
56
57
57
57
67
68
69
74
74
75
75
78
79
79
80
83
83



=1
BHYAESIEONTAP SelectZ Ail
EIEONTAP Select
MITEBIMYONTAPEC B
F4RONTAP SelectffiZh
—RRi2R
IZBIRONTAP Selectfi2s
65/ VMXNET3 8RR ERENTZ
ONTAP Select:2 B3z 15
BB R
FE;RONTAP Select Deploy E4:18
B R AutoSupport
B4 I F#EAutoSupportfl
{REONTAP SelectZfE
B4 Deploy EIEEFHE
g SR ERESRS
BCE MFA
ONTAP SelectffF] YubiKey PIV 3¢ FIDO2 E&:&EFE CLI MFA & A
FEONTAP Select Deploy B A&
£/ YubiKey PIV E&:Ei518 SSH & AONTAP Select Deploy
ONTAP Selectf§if ssh-keygen 282 CLI MFA E A
HESBONTAP Select&i®h > EAYEE
EIEONTAP Select Deploy H7TARFS
EPNARTEAVARAES
®=E
EIEONTAP Select&EE#
BRIULAEONTAP Select&EEE
BRELFN 44
7ZEXONTAP SelecttRBsTiZHI&
FHEEONTAP SelectzE £ HIEEHIA/N
FEHIONTAP SelectZ £ HIFEAVEEE RAID SEENES
&£/ Storage vMotion #$ONTAP Select&i2tF 4k El VMFS6
EIEONTAP SelectzFa] &
EEREEHE
BERSMIA]E
ENLEREMTAE
R EHh T Al R A S ERT AR
BN A SR

EIEMIINETAIEE
RARE

#F

85
85
85
85
86
86
86
87
87
87
87
88
88
89
89
89
90
90
91
91
92
94
95
95
95
95
97
99
99
99

100

109

111

112

112

113

114

114

115

116

116



ONTAP Selectf#fF | —RREESF4FE
AT ONTAP SelectASt# B4R FETFHIFERS RAID AR
AN A EIZHIZAIONTAP Select@ifg RAID L& ARFS
ONTAP Select VSAN FJMNERfESEC B
1 ANONTAP SelectiZHBE
ONTAP Select{#FE L F
i
ONTAP Select48E& & E145 14
ONTAP SelectEE 8iR4 A S ENRL B EC B
ONTAP SelectaZBEL M ERAEAS
ZIERIONTAP Select43RRECE
ONTAP SelectVMware vSphere vSwitch Bc &
ONTAP SelectEfS iz AL B
ONTAP SelectE R AT IR RE B
=0 AZEE
ONTAP Select= Al A I4ECE
ONTAP Select HA RSM B G E &
ONTAP Select HA 1438 & KR
xR
ONTAP SelectAEME L
ONTAP Select 9.6 3X5E . #P& HA B3 SSD 17
£/ REST BIRB#E
B
RN EPEFEIEONTAP Selectz= £/ REST Web ARFSE R
AN{AI7ZEXONTAP Select Deploy API
ONTAP Select Deploy API irasiZE
ONTAP Select Deploy AP| EZci@E4EiE
ONTAP SelectfViaKF[EIfE APl E7%5
fEFIONTAP Select IEEMHEITIERS RIE
BB EE23h
7EfEFABIEE231ZEXONTAP Select Deploy APl Z Hij
7ZEXONTAP Select Deploy X4+ EHE
T R FTONTAP Select Deploy API 1AL
TERAE
fEFONTAP Select Deploy APl T{EF2 Z Al
TEFAZ 1 7€ ESXi LZ2IIONTAP Select BB EIEE (L EERY
£ Python 77EX
7EfE R Python 7ZEXONTAP Select Deploy API Z &f
T BEONTAP Select Deploy B9 Python filZs
Python F2T0ES &
FAREIIONTAP SelectZERIRIZ

116
121
127
135
138
141
143
143
145
150
152
153
162
164
166
166
168
171
173
173
174
177
177
177
178
178
178
180
182
183
183
184
184
185
185
185
192
192
192
194
194



FAFEEIIONTAP Select#= £ /IfIZSHY JSON
PR IS ONTAP Select &L al 5 A Z
A MIBRONTAP SelectZ ERIRIZ
ONTAP Select#yi@AZ & Python &4
A FEAEEONTAP Select# & EIZEA/ NI Z
£/ CLI
£ SSHSign inONTAP Select Deploy
8 CLI B ONTAP Select&EEE
TR | EEHEINE
SR 2 | _HEMEMEr A X
TER 3 . MG EERISREIEER
$ER 4 . BIMFCEONTAP Select&EEF
$ER 5 | ELCEONTAP Select&iZs
$ER 6 | BETFEIZEIONTAP Select&iZh
HEE 7 BB ONTAP Select&EEE
{REONTAP SelectZfE
B Deploy BIEE
FEEDONTAP SelectfiZh IRVAREREIE
ONTAP Select# 5%
fIBRONTAP Select&EE#
BELFN 44
#EONTAP Select VMware ESXi FH4RZIRRZs 7.0 S{E = RS
{EEXONTAP Select Deploy BT 14 & 12(FARES
HEERRERX
F+4RONTAP Select Deploy B
##ONTAP Select Deploy BB I FhHY 1%
HFONTAP SelectBR{R#71E = Deploy
1% Deploy HfHIPRONTAP SelectBf{&
1S LB EEEE EEAIONTAP Select Deploy ERTER
EREONTAP Selects2 Y 90 KTHER!
ZEHONTAP SelectEER¥ 14
£ OVF £4ZPE B EIZEONTAP Select&EEE
ERIONTAP Select U RREIERE
—R%RY
FFA] ~ 28 ~ AHARMIRIE
7
vCenter
HA FI&E8#
7 ARTS
HEEA
hi 1

201
205

209
211
215
219
219
219
219
220
220
222
223
225
227
228
228
228
229
229
229
229
234
234
234
236
238
240
241
246
246
247
248
248
248
250

253
253

255
256
256



= 256
BERAREIER - o 256

BEJE 256



ONTAP Select™X#g



X175 EH
ONTAP SelectZ217:RE8

ONTAP Select31TsRBRR M T ERIRARIE R - BFEMINEE « XIRRVECE « FHARERPA
B « EEENMEEMNENRE -

() BEE(ERA B ANetAppSBMELE A IR THA -

ONTAP SelectBy B ik
I LAGARI"ONTAP Select 9.16.1 22£17:RF8"& & HAIARASAIEEAAE N ©

ONTAP SelectfYFTI%IHAE
T HEONTAP SelectZ s iERRA MY ThAERIL2R THAE o

ONTAP Select 9.16.1
ONTAP Select 9.16.1 B 5 ZIAFIHAEFILGE o

SB3#T T NetAppsT I a8 X 13285

#ONTAP Select 9.16.1 B4 » NetAppZFRI&~ 4 (NLF) ZIETEH o #7869 NLF XS ARP « ONTAP
S3 # S3 SnapMirrorIHSERVIRHIE o "THREZ" o

HHHTBIONTAP Select 9.16.1 Deploy » 24 E BENERFAY NLF 123X © #§3RB ONTAP Select Deploy 4k
51 9.16.1 B » REEAHBI NLF 18 - BHEES ARP » ONTAP S3 #1 S3 SnapMirrorThSEsF a8 » fEA7E
EFHRB TEHEHM NLF o NRTERZIONTAP Select 9.15.1 HE R > BN BEHLEARAIER

THAEIRAE o

XEBEET#RUEEE

ONTAP Select 9.16.1 5| A T ¥t B T #ZEEEEM,E (ARP) BYZ#E o ONTAPONTAP Select 9.16.1 {£35 1%
ARP HFEEH » NZIEEENEH o ARPIEEFFRIFEE R EONTAP Select 9.16.1 BY NLF HR o "7 fREZ"

125H) VMware ESXi 15
ONTAP Select 9.16.1 €15 %t VMware ESXi 8.0 U3 BYZ$E o

BT KVM ERE SRR

#EONTAP Select 9.16.1 B4 > Red Hat Enterprise Linux (RHEL) 9.5 #1 Rocky Linux 9.5 St E R iZ0BIE
KSR (KVM) EHRE R EIERER o

ONTAP Select 9.15.1

ONTAP Select 9.15.1 B 5 ZIEFHTHEEFIGE o


https://library.netapp.com/ecm/ecm_download_file/ECMLP3332465
https://library.netapp.com/ecm/ecm_download_file/ECMLP3332465
https://library.netapp.com/ecm/ecm_download_file/ECMLP3332465
https://library.netapp.com/ecm/ecm_download_file/ECMLP3332465
https://library.netapp.com/ecm/ecm_download_file/ECMLP3332465
https://library.netapp.com/ecm/ecm_download_file/ECMLP3332465
https://library.netapp.com/ecm/ecm_download_file/ECMLP3332465
https://library.netapp.com/ecm/ecm_download_file/ECMLP3332465
https://library.netapp.com/ecm/ecm_download_file/ECMLP3332465
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default
reference_lic_ontap_features.html#ontap-features-automatically-enabled-by-default

BT KVM EEEIEE T

#ONTAP Select 9.15.1 B4 > RHEL 9.4 #1 Rocky Linux 9.4 STIEEMIZIOMERILEE (KVM) B4 E1E
2 o

SIREEBEANGE
EONTAP Select 9.15.1 B4 » XIFEEERMUALS o

© BRE/ERLRRE)\ERA SRR

WRILMEARERBRAER SRERVENERREEMNE\REE - BRI RSB —EIR « MENRSEL
TUERRE R IRR E /N EIRNE\BIRE R o "THEE S o

© SERUAE - \EDRAEREREINENRAEERE

1] LU PR R SR MR T AEAS = SR AR AR\ BN AR SR MRl A2 7 NERRE R B o BRI A SRR SRS/ BB T\
RS RA— R - MENRASUENREEREE o "TRES" o

()  sEsmEnKERSIEER ESX £8 o

ONTAP Select 9.14.1

ONTAP Select 9.14.1 815 ZIBFTHAEFICE -

X% KVM ERH SR SRR

EONTAP Select 9.14.1 §ith » BEEREH KVM E#EIEIEEZNRIZIE © Al 0 ONTAP Select 9.10.1 2
FEERTE KVM EHRHA SRR ESPEFEEMTIF > MONTAP Select 9.11.1 FERIGHEIRIRA KVM &£
FEH BEFBIRERIN) BB o

FEZIEZZE VMware vCenter 1H4
EONTAP Select 9.14.1 B4 » B Z1E Deploy VMware vCenter MIHFET ©

E# T ONTAP Select Deploy % #F

AREHITHIONTAP Select Deploy 9.14.1 kRAERL 9.14.1P2 » AIFERIRFAARZEONTAP Select Deploy
9.14.1P2 - ARAEZIER » A2 /"'ONTAP Select 9.14.1 175" o

12589 VMware ESXi z15
ONTAP Select 9.14.1 B 5% VMware ESXi 8.0 U2 HZ1E o

ONTAP Select 9.13.1
ONTAP Select 9.13.1 5 ZIEFHINAEFINGE ©

% 1& NVMe over TCP

F4REIONTAP Select 9.13.1 B » A BEEEBVEF I8 74 BESZ 38 NVMe over TCP c R 9.13.1 ARZSZ(
ZONTAP SelectfF > FEENE SRR ©

FH T VMware ESXi 1%
EONTAP 9.13.1 Bi%A > VMware ESXi 8.0.1 GA (ABFhRZx 20513097) ZIBIERSRRZAS 4 KR ESHRES ©


task_cluster_expansion_contraction.html#expand-the-cluster
task_cluster_expansion_contraction.html#expand-the-cluster
task_cluster_expansion_contraction.html#expand-the-cluster
task_cluster_expansion_contraction.html#expand-the-cluster
task_cluster_expansion_contraction.html#expand-the-cluster
task_cluster_expansion_contraction.html#expand-the-cluster
task_cluster_expansion_contraction.html#expand-the-cluster
task_cluster_expansion_contraction.html#expand-the-cluster
task_cluster_expansion_contraction.html#expand-the-cluster
task_cluster_expansion_contraction.html#contract-the-cluster
task_cluster_expansion_contraction.html#contract-the-cluster
task_cluster_expansion_contraction.html#contract-the-cluster
task_cluster_expansion_contraction.html#contract-the-cluster
task_cluster_expansion_contraction.html#contract-the-cluster
task_cluster_expansion_contraction.html#contract-the-cluster
task_cluster_expansion_contraction.html#contract-the-cluster
task_cluster_expansion_contraction.html#contract-the-cluster
task_cluster_expansion_contraction.html#contract-the-cluster
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733

3 T ONTAP Select Deploy X%

B 2024 £ 4 A€ > NetAppZiBihZh F REIRMHONTAP Select Deploy 9.13.1 © 1R IEIEEHITONTAP
Select Deploy 9.13.1 > sERIRFHARZEONTAP Select Deploy 9.14.1P2 - BRAEZ(EE > s52/"ONTAP
Select 9.14.1 Z1T5REA" ©

ONTAP Select 9.12.1

ONTAP Select 9.12.1 2z i1z 0O ONTAPZE & B RIRRASH B K EB D FFAEEIHAE - ERE ST ERONTAP
Select BT IHAESK GE ©

B 2024 F 4 B#E > NetAppXiBihEt F REIRLONTAP Select Deploy 9.12.1 o SIRIBIEFEHITONTAP Select

Deploy 9.12.1 > sERIRFHRZEONTAP Select Deploy 9.14.1P2 - BRAEZE R » 52" ONTAP Select 9.14.1
BEITIRAA" o

ONTAP Select 9.11.1
ONTAP Select 9.11.1 81 5 ZIEFHINAEFSGE ©

1E8H) VMware ESXi 1%
ONTAP Select 9.11.1 B 5% VMware ESXi 7.0 U3C HIZ1E o

F1E VMware NSX-T

ONTAP Select 9.10.1 RESHRAD TS VMware NSX-T 3.1.2 BRFIER o 1E1EH OVA FEZFHONTAP
Select Deploy BIEERAIZLEPZHIONTAP Select EERREFRE A NSX-T K » A g HIRERITHSERI B ER
[ o B2 > TEONTAP SelectZ Ei2h#E ER{ER NSX-T B » 557 E = ONTAP Select 9.11.1 FIL TR :

B HER NSX-T BUARERAITH » i Deploy CLI IRMARIMERREGIZE R T RN

KVM E#Hi s S EE N AB g
* LONTAP Select 9.10.1 Bith » A BTE KVM EHRKESBREEER LIEMELE ©

. jééONTAP Select 9.11.1 FAta - BRARIEAMIBRINGESS - FRE EEINEABERNEARN KVM &M E

NetAppi&Z &= A iRE| T HITHRONTAP Select for KVM EHERIEMONTAPES (B3 EONTAP Select
for ESXi) HITEERIER - BEZEE » 52/ "EOA &EH"

ONTAP Select 9.10.1

ONTAP Select 9.10.1 B 5 ZIAFIHAEFISGE ©

% 1& VMware NSX-T

ONTAP Select 9.10.1 B%&iE VMware NSX-T 3.1.2 hR535% o £ OVA tEZ M ONTAP Select Deploy EIE
ERREXIENONTAP Select EBEIZE#EE T » A NSX-T A HIREMINARIERERIE o B2 » ZEONTAP
SelectZHIBLEEES » A NSX-T B » 55 F BT ERFRS]

* B MTU


https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886733
https://mysupport.netapp.com/info/communications/ECMLP2877451.html
https://mysupport.netapp.com/info/communications/ECMLP2877451.html
https://mysupport.netapp.com/info/communications/ECMLP2877451.html
https://mysupport.netapp.com/info/communications/ECMLP2877451.html
https://mysupport.netapp.com/info/communications/ECMLP2877451.html

EEPBREZ R CUAFEIRFRE MTU K/\HES 8800 » LUBEIZRIMIRIEE o VMwareRJIEER
» TEfEA NSX-T R H 200 (U tAERVEEE o

* 481& 4x10Gb LB
HRERE 7 LEMHEREER VMware ESXi F1# EEBZONTAP Select ° Deploy ERARE X 2R EERER
EFEE » BARER2 IMEARRREZEEE » WiINENRERDEMERREEREEE - B2
s (EEEEERERE » ItEBEREER » CEZBIRILES - TE@BBERT > LEZIFERE—ERIE
BB EHAFN —(E M EREIRIR B o
* EERRESRE RS
EHEER NSX-T BUAERNITR > 1518 Deploy CLI {RHEMER BRI E R ELHK o

KVM E# s S BENABXE

fEONTAP Select 9.10.1 %A » fS#EBTE KVM [EfRLS SRR LEBREE - B > MREREERL
AIRRZAFARE] 9.10.1 > (HIARILAGER Deploy ARENREEZESE °

ONTAP Select 9.9.1
ONTAP Select 9.9.1 & ZIBFIHAEFEGE ©

IR ARYIZIR
EONTAP Select 9.9.1 Bi%h > ONTAP Select{£371E Intel Xeon Sandy Bridge S E = hk4<8y CPU BY5E o

EH T VMware ESXi i
ONTAP Select 9.9.1 18387 ¥ VMware ESXi B 1E - BRI IBMU FHRA -

« ESXi 7.0 U2
« ESXi 7.0 U1
ONTAP Select 9.8

ONTAP Select 9.8 a5 —LEFIEFE B AIINAE ©

SETHE

SR EINEERHE 25G (25GbE) #1 40G (40GDbE) 18 » 38 T AREIZY - AT EFERAEEEFSRERE
SERIENMBE > CAEEBIEONTAP Select X FHRFTi YA REIHEH ML ENRESTE o

)

BT VMware ESXi X$5F
ONTAP Select 9.8 7% VMware ESXi BB A HEH MIBEE o

* I ESXi 7.0 (GARRZS 15843807 KRE S HRZA)
* ESXi 6.0 FBEZXIE



*E% / I._.p\

T EZONTAP Select

ONTAP Select2ONTAPRYATE AEARZS » (K R] LUS HEA E i eSS EE E A2 B 1812
E L - E2YEIERFAS « AFFFIASA ONTAPE MEMU KR E fth4hsi ez (4
dNCloud Volumes ONTAP) BY#E7E ©

ONTAP SelectrI A ERHER% (NVMe ~ SSD B HDD) LURSMNBRES|REFEMAEENHERA > TAGBE
FAONTAPf#TF R AT IHIFT SRS o R BUERTfAIARAZ BRI fRIARAZ ELE 2018 L EBE ONTAP SelectONTAP
SelectZINERE » A AEEIONTAP AR S FAERN BRI - EEREZEMPFNIENZERIIZFE -

ONTAP SelectZBMBEMIFFEIEN (FEEMNTEEENAE) REERCNSEHERTRK - EWERE
BRIVEBAFHELUEE 1 TB VB EIEMAE o HII0 - KERTLERE TB Fts > WEEFRNMREEIENEE - W
RICERBEM > ARAIUEERTHERBREZENDLRE -

ONTAP SelectZ# &% VMware vSphere EEIRnBEIEMEZAF o SHEEBINIIRIPBIERRT - TE R ~ BESHEIR
IMERAREXAHENER -

SnapMirror#R e sz & G E B ERIONTAPHEZE 2 BB EUE - WESERFEFRAERNEUE - fIi0 » &rIU
TRIRIE IR R ERRAAEREE - 28 > BAIIRERBRIERARMEFTOETEERNE SR EFAFZEIER
RHN—87 > EEiRPES EEFE

BRUMASB AT IT IRE > BEESMEMMUAIPFIRENEEMSIEEREREER - BERAERPOEHR
REE HEHRIME (SDI) 2°18 » EJLXH%H-E1E{EE’J T EEREEERERIEIM  EMRHEEEN - AER
MAAREIME

EEm bttt Ra - EROBMIEEERT (DAS) NXEMES » BRBBMEIREMAEEHIEE - THEE
##77 (SDS) EMi#4 SDI (EIHRERAEMERD » EEMREEREREMEE -

ONTAP SelectiZNetAppE[E SDS HiRHIMEARTZE o ONTAPONTAP SelectZ e E &R ERIHLHR T R
{#FEIRINEE » WRiNetApp Data Fabric ZRABHRREIMINAE (IoT) MEMEMRESE FBIRESRM

M {EER RS TT
ONTAP SelectEH & = EERBE T4 -

ONTAP Select&iZ;

ONTAP SelectZ25H 12 4~ 6 I} 8 EAEZL4AEM - SEZEMIIDBEABBER » WiBITEMRS
AIONTAP 9 ErBERRZS o

ONTAP Select Deploy EIEEHER

Deploy EIRERERITEUZEAEBERBM Linux EEEES - G BAFRZEREXTEEERIEPIEONTAP
Select®& £ o RFTARZAFIONTAP SelectEiZiM &R EL Deploy BRI TIRAIE—IE ©



@ Deploy BIEAARHKISKEBAIARASE o DeployfIhR A5 HE L2 RAREAYONTAP Selecthi <48
[E o B2 > $FFEONTAP Selecthik A<t Deploy B FRIE NIV E R EHERE M—HY R ZFRRASSE o
BRI E R B

TERTIAEANetApp ONTAP Select Deploy BIEA B ARILEFZIEMNETZEONTAP Select#EE o
DeployZE FIF2XFONTAP SelectEi BT A E IR BIREN T HEA B RN ERILIEE -

ONTAP Select deployment
and administration using
browser, CLI, or REST API

ONTAP Select Deploy
administration utility

ONTAP Select
four-node cluster

EEEONTAP SelectfIONTAP 9

B IERSAIONTAPHIONTAP SelecttIfR H i SRR FEFARTS ZE o 2AM » AN EMNREMERHS VAR - Fit
ZEILUREARRNESERIGERIBE o EHREIONTAP SelectIBE 2 Hi » (EEZATEMETEZENEE
EHo

AEIRY HA 2548
RIBEEEEDTRAEZEE > ONTAP Selecti2 it HA IHAE o N » —{EIPUETEEE S (B HA $14ER8 o

ONTAPONTAP SelectfEfRY HA ZRIBREINIEHRFHFREE - i@ - HA B —ESREZEREFNS
—EEIRHE A BT - EERGT A SEE R ZONTAP Select RUFELEE(FHRE o

e R

ONTAP Select5 |7 EIVHEBERIREED o TEERIEPEFZEONTAP Selectz25EM @ (N BABERE A
fﬁ%iﬂﬁ%ﬁ—@@ﬁﬁ%ﬁﬁ%ﬂ@@% o XIAZEER Deploy ABREXERRNEEEEMHESSMIRER

7% o
ONTAPIHBESFE]

ONTAP Selects&z SR SEZE S BN RSEASHONTAPTIEERIETH « CEBFHLZRAERESLEIEET

A o



ONTAP Select~Z1ERIONTAPIIEE

ONTAP SelectAZEZIEONTAPINSE « KZEHIBRT » ELEINAEEEER{EONTAP SelectiRIBERARIRHAV4F
REERE o

* BE#REACDE (ARP) NEEIEM

@ #EONTAP Select 9.16.1 B4 » LIEF BT ARP > it B ARP INAESFAI 50 S 1ENetAppsF
RIS SCH (NLF) o o

* =EIPZEM

FIRHEE P ZRETERMEDN - SIERIEMIFRERIR « EH LAN (VLAN) SiEGERS8E o
* JtHiEE

AR CHIBEN O KRR CHIEIE -
* fEEREZ ISR

BB RONTAPEE R ERREMERUREIER E N EEEIET - FHICONTAP SelectfEFIRIZ E#E
{EIRIR » LB TAN R Bt as BR il I E R ENARRE o

FriE4HE
AR TEAE ©

s LR EEEES (MTKM)
* NIC &%

T ONTAP SelectPrfEFIRYEHRICIRLE » FEIEAZHE NIC ENEINAE ©

* NetAppf#EiFINZEEEN2S
* ONTAPEIERBIE

FZIRECIONTAPIENE S » BIERE - ETHREESH

* IRFSRRIERR
* SVM &%
» SnapLock Compliance

* SnapMirrorX &G4
* VMware HCX

HERAE N
"7 RTER ENFEBYONTAPINAE" "7 BRONTAP SelectzF ] 5 EIE"



ONTAP SelectZf=

ONTAP Select Deploy B— IR EPEFIEIEONTAP Selecti=EMNEIRERRER ©
Deploy$T 8% Linux Bt » A ATERIIONTAP SelectiR EEZ AIRETE ©

LI EE
Deploy EIEAREXHITU TIZOINEE !

* SCEREBBONTAP Select MEEEEIE S BIRRN EHMFMAGER
* OB AP R RET Ol

*© ZREFNEIEONTAP Select&EEf

* HEFEONTAP Select# M FH4HYEE

* W& AutoSupportE RHIl i H 225X FNetApp

* #E—ZHAIPONTAP SelectBIEEIR (&

© TEERESREEENREN G SR MHE

FIEFEBERREN G

77HY Deploy B ERRENR » KAZEEEAA  FRAININTENIIEEER - CRZEERTAERENER
BRANEBRWEFEGEE - EAIABERT » CHOACEAEESRPMANEEEA °

WebEIFERETE

eI LUEBIRA Web BIEE2377EY Deploy BATER o WebGUI IRIETEHEZANNE > TAZHEIERT > EF
B ERAZEREARNEENH -

o)
A

]

=

5l
AIEBEE Shell FIENXFHHLINE o BRI UFE BT A NFE CLI 12 Shell :
* Z&53% (SSH)
© EREEIEHIS

TEREEZENYEREEEPERERKSIIERS - B2 > ARZHIBERT > SSH RHTEREE « BEF
HYIETH o

REST Web AR#5 API

myMNEBFA P im AR REST Web ARFS API %1% % Deploy BARIRM T 5 —&EEE - rIUFEREAZE
REST Web BRFFRITRIZNES N L ARFEZ AP| o ERIVEEELE !

* Python
» Java

* ¥5ih



ERARNRTEMAES AL EIRONTAP Selectz=EHEMNEERIEHNE -

ONTAP Select# F 4R

£ Deploy AR PRETAR EXHAEREFE REST Web iR#S AP B —&H% - B2 » EREFEHAENS
= MEEAEREEEEFINER AP o {2 TINEE

* REST Web R API A E M0 Y554t
© FEIEH A API FELYATRE
fE&AILAfEA Deploy EHEEESHY IP ARIRFEVE EXHEE - EERERZEE ° sA1h 2 B3P A T8 AY

URL (FF¥3FERY IP (It SRARIRAIBEN A ERY Deploy EHMAZSHITER)
http://<ip address>/api/ui

HESEE]

ONTAP SelectEFEREFHIG =

ONTAP Select/RiEEFBERIEISE B NERCIRENBEEELM » BEANZEARELE
BpERER -

#BE
WEERHKE > ERILRBERESREEENTRARS LN TR HLIMBERREN S NEFZONTAP Select ©
HHEE

T AAERE T 5 BE—ONTAP SelectBHIE X AR LT - R —ERHBEER N T K EARITER
HMWBEERIE o

HEE

AHEZREIFR > ONTAP SelectEl H TIFRFH AT - BREHRER - A —LERINVESRK - SEERK
BEEETHERERARER - BLEAETIEAHIIONTAP SelectiBEM A o ILER T IR FPIRIEAREIIE
FBEK - HHBARERE—1X > S{EONTAP Select EE %R E AT BB S A ERMSEERN TR LH
17e

=
RIEEHIZETEER > ONTAP Selecta] A FEE(H1Z N EHBN#TE ©
EfE

TEFRLEERT » M LUEIEEEONTAP SelectfF A HFT A - BLEBHENGHEAAR - ARBURIERRE
N TEE SN REHEFEBE o

KEERA R TF R

TR LUfEFIONTAP SelectBIREEIMNITF » LUIBRIEHIEFRETINAE o BEIMNORETF =R A B IS SR (AR BRI S 2
ERIFMEREDETE -

10



IR

TEAEBA B R ER AR IR > IEET LIS ONTAP Select A 1FEE & T2 2R 2 A0 A EURAZ P A B SRR — &6
73 o BN > ISR RE R B ERRERFAFASBASBLER - EEHAENNERRAIESREAREFENE
KM ©

TR AEM D B EFONTAP Select

EBIRIFAZE /) 2141 (ROBO) IRIEFEBEONTAP Select > UIEBUNIMAE > [E]HK
RIFEREIEAE] o

Z1EUT ROBO & -

* A HATORERVEERE SR ES
* EEENRAEERE

ONTAP Select VM BT EEFERTER VM HE > FEHRZA ROBO MR{EMRFE o

fEFAONTAP SelectiR 1EEARSCIHARTS > R AT EMEREIEMONTAP SelectsiFASERF > fEMAsATE KR
PR R AL ANIRIE PRI S8 M AR5 2E © ONTAPONTAP SelectfE5 %45 T CIFS ~ NFS # iSCSI #HE ARSI
KzSnapMirrorfllSnapVaultiE S TR THAER#E o HIt > FrB S L ThAETEER B B BN A ILANEA o

HHFrE VMware vSphere % 15 » (KA LUEREE vSphere Remote Office Branch Office 12
() skmetmsRAEETeIsE > MmBEIE Enterprise R Enterprise Plus K2 » BEFTA vSphere
71 VSAN {BHEHE %18 o

HWHGNBIERIROIRER » FREIEIE /T 23AONTAP Select 524 2 —EAEERS | DR A ZE ° [FIARE
> HA THAEEHONTAP SelectiZfit o ££E12Z50ONTAP Select ROBO A ZEMREAKRERZIUE 1Gb E4f o
ItESh » th3Z3BEE— 10Gb #BERIEAR o 7 VSAN EHITTHY vNAS ONTAP Selectf#/ R S5 R (E13EEEIRL VSAN
ROBO BLE) BFH—EEE o FEILECE S > HA IHSER VSAN 12t o R1E > BERERIIZ O IEREE
ZEONTAP SelectEZ2E A UE R ARRS LIRE—ERANTGEENEETH o

TEIRTR T EEEE: ESXi EfEFAONTAP Select W& RIRIGMMAERE o 5185EEIRYSnapMirrorB A 2 EHA
BERRHERAEEMIUNETERNPONE—BE TIRHEERY

B AZE AR E RO ELRBN

11



: (4 &
i
i =131} H—
Remote Office 1 \\
With 2 ESX Hosts ™ Corporate

Datacenter

T ===
oot ﬁ mm g e ————
: 1 1
Remote Office 2

i i i
| 1 1
# 7 ¥ - -
4”
’l

¥
i
']
!
I
¥
-
¥
]
i
s
onon)

|__Hypervisor | Remote Office 3
¥

With 1 node ESX Host
-

ONTAP Select& A B ZEFME R PO IF

ONTAP SelectiF&BE & ETHBAN—ERZEREE - —EERHAAESHEREA
AR 2 ERVFAE TR MR ARTS

BABELEL > AEENREETHUARPRIVREMIRE o b5 » REEERE T ESZE2EMEHS -
TERETRT FEISI{AZONTAP SelectEHE IR (H et BN A EIZZ (4 > T ONTAP Select E#it R & ERTE
B R HFEERTS o 11t SVM NELEDIERE X ERIESSNITENARE » BELIERESEAILEERHEE
EZREHE -

EE2—REREERNTIAEZER o FAONTAP SelectE Al AR ZS > AT LUEB B = R ASFASPESHERE]
HJONTAPHEES o (#TF(AIARESE JR{EFHONTAP SelectE#%23ER » MEAREX SRR TETERNERE
Rz L o

EICDASEBHILEE

12



Service based consumption model

Privale cloud

Application Server Farm

WAL oy
m

L

ONTAP SelectftisEH FAEEL =
S REIIAIEZONTAP Selectif A BIE B » HAREMENERMS e REE -

ONTAP SelectZpE

ONTAP Select Deploy xEFﬁﬁ ZREONTAP Select%%ﬂ’]"ﬁiaﬁﬁ&‘ﬁ #% Deploy BRRENEEM Linux &
B3 hE(E o BRI LIEBIB Web EHE/E ~ CLI BI2 Shell #1 REST API 7£HXz%Z Deploy B AR ©

BRI E R

B ORIEREES (KYM) 2 Linux 0B —TRERMEINEE - EHAN T E ERMSEEENTE - B3R
ZTRERFERA -

FEH I ES B IRV X BLONTAP SelectEiRS

ERIRBREEREN T EEE ONTAP SelectE R ERIIIZDERE T &  E ONTAP SelectiE 4 as T EEHE %
SREEREN T EAZ A RTINS - EAFIR% _ONTAP Select Hi&f

ONTAP Selectz=5

eI —1E ~ WfE ~ EOME ~ 7Bk \fEEIRE4ERLEY ONTAP Select 5 - ZHIRIZERE BT —(E
ZE HA % - B0 » —(EEFEEFEEEAM(E HA ¥H4ERK o EEERREEREE TR HA Thik o

EEE AR SRR T MIRIER S
£/ Deploy EIEAATENEFEONTAP SelectzZE 2 Hi @ (EEEEFERFHITONTAP Select BIEHIEIRE

%Eﬁi’f% » BIEHEAMAERIRE o ILFHTARIERIRIEERNZRMRFITEONTAP SelectEmZ 5T

13



SHMAEEERE

S{EIONTAP SelectBiFtEREA_sHEEFA)38_2_FEESTrIsE_E1T o (EAFMLETAIEE » ERILIFERONTAP
SelectBEZE EIRIF 2 AT HIEITHME o sMET ARG EHELELER - MRETELEERTPEEER
Al RIE BT rIsE - EREIEE

* FETIER
- AR
© FAHTRER

RERRRERE

A ERFFAIRIUESONTAP SelectBBEFFRIH#FRIFRIGIETR - ©EEIENetApp AFFMIFAS—EERER
BIONTAPHEE! - BEEFEITERIBRIFIAE - REFEHTEIHMHBL AR KAN (BEE]) -

SRR
B EMIFHERZONTAP Select 9.5 f5F Deploy 2.10 i3I AK « SIEREE BMBEE LMV o
BRI MR AR EIRE (B Deploy B - I BAEIRIEME HRUETES o CALEAR
RIS EREEHENE R B2 » HREERMEONTAP SelectEiEs S » FILFI BN T RKEES
LABEFAD o

BEIEC=$E3
FAlsE EERRE A EREMFT A NEEE T - EBRIE Deploy EEBRAREAN—&D - LMIEEEERN
HEMRAETFIHELRONTAP SelectEih © FFR]EHE ID B—EHFF & > ARME—#HRISE LM B > 1t
mE—1R:# S @ Deploy Bl - L ARREREEMEFRIERIMN LLID REEFFAIEXHF

TaHTRER
BB ARAGER » TIAE T OB TERONTAP SelectiE Hi 8310/ N AL :
i
© BHER

* ERMMARSY
EREZER » 2R S8 M= mERRD -

RF BB RTF
ONTAP Selectirs th S — AR E LA ES » S7EmR LS E BT o S hE T e & TR
2 o HEEIE ESXi S STEIZ T 1 FBY » ONTAP Selecti7EtE VMware BRHEEBREZ o

£8E MTU

=5 MTU IEERTERACEONTAP SelectZ Rkt ST ARIAEIAEEREY MTU K/ o DeployBIEARE
BELRTE HA HEFRE MTU X/ » LUBEEHIARRRIRIE o (SRl U FEREZE ©

ONTAP Select vNAS

ONTAP Select VNAS 2R 75 Z 0] :2ONTAP SelectEEEFEVIMNIBHETZE LMY VMware BEXH#ETE o (EFHONTAP
Select VNAS > FHREZE AR RAID #4238 ; RAID IR EHZIHFHEIRE o ONTAPONTAP Select VNAS
ALGEBUTAREE :

* VMware vSAN
* SBRIMNER TR S

14



EEMBIENT » BYUEEEIIONTAP SelectRESRRIAMBMNFER EZRIACE NI

ESXi VM LRVERBLEMEE

BEICEEFEATEIBONTAP Select NAS f#7RAFZE (VMware vSAN ZiEFIMNEBEETREMEY) BESRIINSRGETE
B » AT LUSEH AT VMware IHEERVIRIERFZBENFTE ONTAP SelectEiZHHY ESXi EHEIESS -

* vMotion
* S A% (HA)
* PHRERAESS (DRS)

ONTAP Select Deploy B AN EEEE LRI TIR(FRERAIERIESINEE) > fI0

* SRR
* A

ESEERIEERET > Deploy ERRENEEMEAINEREILEE ESXi ¥ ° FEONTAP Select&iRh
EBRITHIFRERRIFER R LE - BRI EHRE S8 ENH] Deploy EHTTAALL ©

it KVM B9 Open vSwitch

Open vSwitch (OVS) B—{Es & Z MR E R E R IR RESE(F - OVSERIIRRY > #E1E Apache 2.0
= o

7T ARTS

ONTAP Select Deploy B FAR2st @& —{EF7TIRE » SARMSEIEIEE 0L AR S rRAVRRES o ILARTSES
518 HA S B BRI o

R —(ES S EREH B EIIRAS H S ETBE RS » B IIE LB AONTAP Select Deploy i
(D HSumeeEFBIERE - 1R Deploy EEEMEISUE(S - AIBMESRISISToIA - B AHTE
SE4 T HA THEE o

MetroCluster SDS

MetroCluster SDS B—IELIAE > FITE BB LETLEONTAP Selectiz SRR HERESMNVEC B BETH o EABRIRGEEHET
25 ROBO ZBEARE > MetroCluster SDS Ei%h 2 FMEEREF LIRS S © EEYIEIRRESZIREZ AR > HIEn K
HIER o CAABR Premium BE S FRBIFTRIFE 7 SEfEAMetroCluster SDS e IE5h » BiRGZ FEIRVAERE X4 2R
SERBIEEENK o

REEHTT

Deploy &:El#F e —ELZEMNERE » ARNREFERARE - EXEZRANTEELMESERAREPEMER NS
EERERXIH - AREZER - F2HFHEED -

ETERES
ONTAP SelectiR B FEF N RIEIBEFASHIAFFRES R REFNERIEIRLELL - WS L8 > ECEEERT
(DAS) SSD (EFIE4RIZHE) HIONTAP SelectEAFFEFIEE{ o FERAACHE HDD BY DAS AL B LUK%FRA VNAS
Ao B FEWIR A BIFASIEYFE( - EMERLE 2B EEERITER » Bcff DAS SSD FYONTAP Selectz & A9
FEBREEENMRNZRSERAZRAEEEL MR - HXMEENEREBERNEMEIE °

VNAS FERECERA T —IEBAE—EH B B55CE (SIDL) R ARIEICINEE - ZEONTAP Select 9.6 &

15



=hRZAH > B(A3 SIDL & » BEONTAPREFRERINERABAA - BHEZER > A2 RATHEED
SRR

BIIEER o] LUERONTAPS EEI%IEIEFENEIE T AT Deploy 2R ZIMNEFE R E T EHiEES
ALE o oI LUBRENAL EE TR ERILSS o ML SLEER » Deploy ERERNAZEENE » WHATAE
B ERERRD o Er] LUEREERIFTINAEE T Deploy SREEBRE - #EEMHEIBINFERELE Deploy
Web EFRENE ~ CLI B2 Shell #1 REST API #17

ERAE RAID

fEFAEER#TF (DAS) i > RAID IHAEB B IEAAIERS RAID ZHISS R H o MR ICAS EIRLEC B A L AR
A2 RAID > HFRONTAP Selectfi#i#2 it RAID Ik o SR EEAZES RAID » BINEEZHEES RAID 12423 o

ONTAP Selecti g ZdE

/EONTAP Select Deploy 2.8 [A%4 > Deploy EIEEREXNEE F—EONTAP Selecthizs - EF S ZHIRRAE
TR A IRV FTARZS © ONTAPONTAP SelectB R ZEETHAE BRI P HARR AHIONTAP Selectffiii =

Deploy 2R ERIF » ABRTEEZONTAP Selecti R EAZE DI - B'/ANIONTAP SelectE G AEEE
ZER" -

@ CRAEIERR AR Deploy ERIFR S RIGHRZASBIONTAP Selectbhs o F3Z4RFEREH Deploy
HYIET TG B R ASBIONTAP Select ©

ZBZEONTAP Select=E B HHETEIR

ZBEONTAP Selectiz%1% @ (ERAINGRELBE N FIEFIONTAPEE—FACEZEE o fli » TR LUERA
System Manager SIZZONTAPE L HNMEREONTAP Select#EE ©

FERAE N
" ONTAP SelectB{&3#i%ZE Deploy"

16


task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html
task_cli_deploy_image_add.html

5t

ONTAP SelectZ = EE T (BRI
R UERAU T IERERIFZEFNEIEONTAP Selectz=% ©

Plan the deployment and prepare the environment.

.

Install the ONTAP Select Deploy administration utility.

.

Acquire the licenses required for a production deployment.

.

Deploy an ONTAP Select cluster using the ONTAP Select
Deploy administration utility (web Ul, CLI, or REST API).

'

Administer the ONTAP Select cluster using the standard
NetApp management tools and interfaces.
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Purchase a license for the nodes or capacity pools
through NetApp or a NetApp partner.

}

Extract the serial numbers from the email received
from NetApp or at the NetApp Support site.

l

Enter a serial number or serial number with
License Lock ID at the NetApp licensing site.

l

Either download the license file or extract it
from the email received from NetApp.

Yes

More

licenses?

Upload the license files to the Deploy utility to
establish storage capacity for the nodes or pools.
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1. B Linux % ERARER B WEIER G S FE7F AT LUN :

1sblk

BN LUN RAIGEBRAARARERENRME

2. ERE FEERMHFL

virsh pool-define-as <pool name> logical --source-dev <device name>
--target=/dev/<pool name>

fugn

virsh pool-define-as select pool logical --source-dev /dev/sdb
--target=/dev/select pool

3. EREMMEM

virsh pool-build <pool name>
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virsh pool-start <pool name>
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lvremove <logical volume name>
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pvremove <physical volume name>

SER 4 . {REONTAP SelectE£ERLE

IEAILIAFONTAP SelectBBERZ M RENEHRESE - AFFZERT » SHHMREREE  BREABTEH)
HREFSENS TR (HA) IhEE -
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B > [CREZE BT %R, o
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o Namea | Speed | Networks e L |
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Active Adapters
hetapp.cor >
BB vmnicd 10000 Full 0.0.0,1-255.255.255.254 —I
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— Adapter Details
MName: —
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Add... Driver
~|
||+
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| |
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1. FEREH FRY*BIOS ECE BB LR A /0 ERIENXE -
2. E%F3 Intel® VT for Directed 1/0 (VT-d) :&27E °

Aptio Setup Utility - Copyrigzht (C) 2018 American HMegatrends, Inc.

[Ernakble]

birected I/0 (VMT-d)

3. FHLEEARES IR Intel FHAFEE B IR (Intel VMD)* o Bt » ATFAY NVMe B HHY ESXi [EHii43s 51212
RNRRGAT R ; sAFERIEIERELE -
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Volume Manasgement
Device for PStacko

4. FCE NVMe BEEN2S AR EHIHES o

a. 1£ vSphere A1 > BRI FH# BLE fRE » ABIE—T Fie
b. EIZEEHFONTAP Select FINVMe EEE)2S o
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Edit PCl Device Availability

sdot-di380-003.gdl.englab.netapp.com »

D Status Vendor Mame Device Name ESX/ESXi Device

4 E 0000:36:01.0 Mot Configurabie Intel Corporation Sky Lake-E PCl Expres..

1 0000:38:.. Available (pending) Seagate Technology .. Mytro Flash Storage

4 E 0000:36:02.0 Mot Configurable Intel Corporation Sky Lake-E PCl Expres..

}a 0000:39:._ Available (pending} Seagate Technology .. Mytro Flash Storage

No items selected

CEE—(ERIA NVMe REZIEN VMFS BREEFERTLE E.ONTAP Select VM Z#rH4HE
FEHENVRAM o EECE HAth NVMe BERELIETT PCI BEE8F » (AREEV—ERARILER
B9 NVMe BERE o

®

a H—THRE o AR
5. f— T EREEE o

SHEERNTR (FRIE) 7

Configure Permissions VMs Datastores Networks Updates

TR &

DirectPath I/O PCl Devices Available to VMs REFRESH EDIT...
] T  Status T Vendor Name T  Device Name T
g 0000:12:00.0 Avallable (pending) Seagate Technology PLC Nytro Flash Storage
@ 0000:13:000 Avallable (pending) Seagate Technology PLC Mytro Flash Storage

IFg 0000:14:00.0
IR 0000:15:00.0
I8 0000:37:00.0

@ 0000:38:00.0

Ayallable (pending)
Avallable (pending)
Avallable (pending)

Avallable (pending)

Seagate Technology PLC
Seagate Technology PLC
Seagate Technology PLC

Seagate Technology PLC

7 devices will become available when this host is rebooted. Reboot This Host |

Nytro Flash Storage
Nytro Flash Storage
Nytro Flash Storage

Mytro Flash Storage

FHEBIFE » (SR UAZEEONTAP Select Deploy BHTET © Deployid 5| B IEFEFEI 1 _EIEITONTAP
Selectf#TFHEE o TEULIBIES » Deploy BHEAIECE A BB NVMe HEEEMAITETE - I BEIZTPIAEONTAP
BRI o S LRI EE R TaREE o
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@ EEIONTAP SelectEiZhEz 215 14 E NVMe =2 ©

I ONTAP Select Deploy

Clusters  Hypervisor Hosts ~ Administration

Storage
RAID Type Data Disk Type
Storage Configuration Software RAID j NVME
nvme-snc-01
System Disk sdot-dl380-003-nvme(NVME! j
Capacity: 1.41 TB
o Data Disks for nvme-snc-01 Device Name

0000:12:00.0
0000:13:00.0
0000:14:00.0
0000:15:00.0
0000:37:00.0

0000:38:00.0

0000:39:00.0

Selected Capacity: (7/7 disks)

Device Type
NVME
NVME
NVME
NVME
NVME
NVME

NVME

Capacity

=EMINEER > ONTAPAMEERELIRIBEREBFECEMT o ONTAPONTAPE A IRNKIEERE

{ERYEEFERINAE » URDFABER NVMe f#fF o
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Preparing Local Storage.

- The local storage is being prepared.

“ 0 NTAP Syste m M dan age r {Return to classic version)

ofsS-NVYMe versionsro
DASHBOARD

STORAGE _
Health 2> Capacity >
NETWORK
@ All systems are healthy 0 Bytes 4.82TB
EVENTS & JOBS v i ) USED AVAILABLE
PROTECTION FDvM300
0% 20% 405 60% BO0%% 100%
HOSTS = 1to 1 Data Reduction
No cloud tier

CLUSTER

ZHONTAP Select Deploy

EZ4EONTAP Select Deploy EIRE R FAZEBENEILONTAP Selectsx

o

M B

T E E R 2R IR R
TERTIATE NetApp Z3RAFUL T & ONTAP Select Eff ©

FIsGZ Al
& B —(EFEMEINetAppZIRAFILIR A" ©

RARSIHEAERS

ONTAP Select Deploy EIEEBREXNUERHABERIEERX (OVF) ZEMNERESS (VM) B ITE © thEE
— BRI R B B4R ova © It VM $21H Deploy falARE3F] ONTAP Select BiZERIZREEMR{E o
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https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration

1. (EAAAEZIER7ZEY "NetApp ZHEARIL" A Sign in ©
BB rhiEE Downloads > A& 1E THITUEE % Downloads °
£ I't8 EEW TFIBEMRAZ] T EEFHO0o
M T HEBNALEEIE ONTAP Select ©
EEFMENE MR o
EERKAPFAHE (EULA) IEE RS HE o
EEY THEENEY » UREEZELIEMERT o

NP”.‘-“PPO!\’

%:% ONTAP Select Deploy OVA %

TEZHE ONTAP Select ZEE M7 A » EFEZLEREE ONTAP Select Open Virtualization Appliance (OVA) %
E o

RSz Al
BECHNRARREREUTEXK !
* OpenSSL k7S 1.0.2 E 3.0 AR EAER:E
R4 LIREREERE (OCSP) BR:EMIA AP 48 RE 55 R

1. 551¢ NetApp ZERMIEMNER THE@DIIGUTIEE !

X4 Eiepn
ONTAP-Select-Deploy-Production.pub RSB BN LE o

csc-prod-chain-ONTAP-Select-Deploy.pem TGS (CA) (S1EH o

csc-prod-ONTAP-Select-Deploy.pem BARESRIENEE o

ONTAPdeploy.ova ONTAP SelectfVE R ZEE R HIITHE ©

ONTAPdeploy.ova.sig SHA-256 ERAKAMRRIE > AMBHBRIEZIRA
H52R (RSA) £/ "csc-prod ZER RN SIBINE
E (o]

2. E55% "ONTAPdeploy.ova.sig' X IE/EERMERNEEMEREHR < ©
3. FERAUTHSRES

openssl dgst -sha256 -verify ONTAP-Select-Deploy-Production.pub
-signature ONTAPdeploy.ova.sig ONTAPdeploy.ova

EREEHES
A JBfEF OVF RIS AR L RIB) ONTAP Select Deploy E#i428 « E LB » EEERTHEBRN

0
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https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/

ELAER DHCP Z¢EFRS IP 4HRE o

FIdaZ Al
Y ESXi [EfRHEIIEIRIER » S BEHEEBZEONTAP Select Deploy VM :
* BEiBZEE VMware AR IGESIMIER T IREZEHITHRUEE » T2 BR3P OVF T
EE% Deploy VM EhEE$SIK IP ik » 557F VMware IRIEAEH DHCP
1Y ESXi #l KVM BB EERER KN EEREYERIERFEFRNREREER » SiEERI%334%E 4
IR A TR T8 o ERFLANREER > EFELUTHIMEN -
* Deploy VM B9 IP fif3it
* HERRIES
* 48RA (BREH28) BV IP it
* & DNS fAIARZ3HY IP ik
* % 1@ DNS {AAR23EY IP firdk
* DNS =431

RS ILEAETS

MR vSphere - 818 OVF WABHEAAZE - BIRGAA Deploy BEAA (BEMHRT) - 1@
> MRLBIET (£ R - AUFTLER Deploy HESH SR AV A SR B -

BRI RECRNIGERNE ESXi B2 KVM EHiEEIEREN -
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ESXi
1. 335 vSphere AR IRIEE A ©
2. BEFEREEPVEEMEIEEIE OVF &4 o
3. EE OVA HEZE » SR8 52AY Deploy OVF Template 1552 » 1RIBICHVIRIRIEIZAEAYEEIE o

WETEREIEEREMNER c EA Deploy BRI REEIRMILEE o
4. EREEHILIE - BEIEWAVERIES c MRBIEMER[ENTA » ERIESSHRES) > SFFEEE) o
5 WRFEE > LoIUFEH VM =418 38E Deploy 488K :
a. ¥—F Console #IEF > BIA]7EEY ESXi FHEERTE shell M ESERIEFZ T o
b. FFUTERR .
FHEATE -
C. BIAFHLIBIAIZ T Enter o
d. FEUTRT .
AEEERPRHEERS .
e. B AZHEA 1% Enter ©
f. EFLUTRT:
53 DHCP R EAIRREN 2 [n]

g- #A n EHRFRE IP RENEA y R DHCP > AR Enter o
h. WIREEFRERE » FRBEFBREFMBAERLESN

R
1. Sign inLinux {AlAR2s LAY CLI :

ssh root@<ip address>

2. EIUHEHRIIREURIE VM B

mkdir /home/select deploy25
cd /home/select deploy25
mv /root/<file name> .

tar -xzvf <file name>

3. B RIBNFIT Deploy BIEERAEIA KVM VM :
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virt-install --name=select-deploy --vcpus=2 --ram=4096 --o0s
-variant=debianl0 --controller=scsi,model=virtio-scsi --disk
path=/home/deploy/ONTAPdeploy.raw,device=disk,bus=scsi, format=raw
-—-network "type=bridge, source=ontap-

br,model=virtio,virtualport type=openvswitch" --console=pty --import
-—-noautoconsole

4. INIRFE > WA MUERA VM $EHI 552 E Deploy 4R :
a. EERERESIIESS ¢

virsh console <vm name>
b. FERFLUTET -
Host name

C. g A A TBIAEEIZEnter* o
d. EFEUTET .

Use DHCP to set networking information? [n]:

e. A n EEFFE IP RTEHHEA y (£ DHCP » SA%EEE Enter ©
f NREFFERE > ARBREEIREFEEREEE o

Sign in = Deploy Web 7T&

& &% Sign in Web ERE N EUUFESR Deploy 2 RER o] S ITHIIA4ERE -

IR

1. {8 P itk s 48is & #81% 2 B 2845 Deploy BERER :

https://<ip address>/

2. I#AEIEE (admin) REZBMBIELEA °

3. MNREFER MECIDERONTAP Select) SEHE M @ AIREILREMHIEERE FEE) B8 -

4. MBEREHREA » BIEBEER vCenter 1Z2{EAVBEE LS Deploy » AER TR THEREEN ¢
- BEEBIRPIIEE (MW
° AutoSupport (FJ3%E)
o BANRB/EER vCenter {AlAR2S (AIEE)
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HERAE N
* "{§F SSH Sign in #E{TE"
* "ERZEONTAP Selectz®=5£H] 90 KFHLE A"

ZEZZONTAP SelectfEEF

AT LIfEFAONTAP Select Deploy EIE AT Web (FRHE T EIRIPEZEEBLE
ZEIELONTAP Select# £ o

M3 Deploy B2\ Web /TEIEIZIONTAP Selectim&R » RME 5| ELTA—RIFEND R - ARSAIZE
AR EHENEEMMBREESSHARE

E eI L Deploy BATET0 CLI ZBZBONTAP SelectfEE" o

T EERE
T BB AR EL R T o

TR
1. MSRE -
[ElRE"STE"F"ANIR"E D o BRILEE » G UL ARAERBRER » 845 ¢

© RSN EIERER

° ENBLEL

° FrejsEianY

c FEA/N (BEIFERY)

° ONTAP SelecthZx
2. EEIFEE o

A RZEBIFRITONTAP SelectBiBAHYER KSR BRI EM » WIRREHFF IR UER Fr RN REST
FIEEXf - EEEFEBENR > FPIT TIHRIE -

a. Sign inZfZE Web Ul °

* iz @ rEmES -

C. BB SR o

d FFHENEE BRI SR o
3. BUSHFATIESCHE o

MRCHEREERRTEEES - MO BRBRCRFF AR BSREFTAIEX
4. ERBLEMIRFRE ©

"224% Deploy EEEARILHITIIELE" - CRERFELEBEPRERN Deploy EIEZSIRA I o
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5. BE > REFHIKRZASHIONTAP SelectBiELAE{: o

FERIBML T > Deploy B AR E S B HEFNRMIRAONTAP Select ° HIREEFHFEHIRA
HIONTAP SelectZFEEEE > BIEE"IEONTAP SelectMi G HIEZE T Deploy Ef)" o

6. TH#E TAFL REHEME -
tDSGHE TONTAP Select Deploy APy #¥5| SEFEMBERRIIBENSES R - TENHAEDE - 815

° MTEFFAIEE

° REEHITIEERE
° BRIIEER¥

° MBS TR

© EpEERE

@ TrEAEEEmESRRRER (R85 ERHSEERNER - 1) BURITHERDN
TER o

7. REEBRES o
MEEEEDESHUER » CRZNERERBES - CRUER EEEHENERHSHINE"

HER 2 B BB SRR
1 e] LAfEFONTAP Select Deploy Web ffEFi & 7T EI 2P E BB EiRL 5 Z EIZEONTAP Selectz=%E ©

RS Z Al
EnsB R B &4E Deploy BRI SERRAIIARE (%5 ~ AutoSupport#ll vCenter) o

BRI AETS
HEENERIT—ERA—EZHZERRAIONTAP Selecti % °

CEENSFEANCEZTENMEEEESHMES - SHMEEAIUES 26 - 4 8 - 6 (83 8 @R
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ESRNRAEERY

1. FREEERE (admin) Ei# Web 7T Sign inDeploy EATE °
2. MNREETR ECNEAONTAP Select) :BHE @ :ERIDEERTSRERIREY » ARRE THE, o

w

mEkET (AP #EEnEE muz @ ramEs mEArT

4. 7 AFTEEL > B HE > RERAE T FLEE—EREEE BRI -
O. BEERIFT L ST AR EAIE

6. FE 17— MEERNREIRERENIN > AREE Img, -

TR EEATIE E R A B IR TN T > ] LUBIBERE| vCenter ARSI RIS o RIFFZIRMAARE
B E A E A& ©

7. R I AR R IR B ESX B KM o
(R AN B BB BT S B R E AL o

8. BEET—W RS REIIBE -
O IEEMFMERHY » RAAMMERNFIELERER » AREE TR ©

10. 72 TERRAERTEL T IRMENRAEIE IP (bW BHEZERAVET I8 ; eI LURIERE LEMAVET A o
TR LRIBRZE EEIRRME o

1. $£{ft*Hypervisor*#1*Network*BL & °

EEEER =& > DhERERMEA/NIAIAESE - BBERSTRIERRER « SRRMEH XL ik
DRIEELEENRE - EAMAEENF IR AR BARATHEBRZEE

EEERNSREEER TR EIEMNE R
12, Rt BB MR SRR o

1B LUARTR T S 12 R 5 4R A0 1 Fic & B RARR I o
13. BEIFDEHMNEE o

CELUEBEHE # fEEREET -

14, BT —WIRHONTAPEIEE S o
15. BE42 TEEITEERY) BIAEREIIATE  ABEELIEEREE FEE) -

BIURERZTAERE 30 DiE -

16. BRSSP RBEETIBEURDHEESHINEIL

% BE S E B BRI o

LENBhEE
1. EFREIEEIRSE (admin) &8 Web 77T Sign inDeploy B AET °
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10.

1.

12.

13.

14.

15.

16.

17.

WNREET EUN{EFIONTAP Select) sBHEO @ :AHERCERNSECBERIRIZY - IAREE THE) o

MEKET (AP 2erppEE sez@eammEs B2 ARy

EAFTEEL > EE EE > A TIFILEERT A - AREE RRC LEZETAE - ERILIRIERD
FIHTIE HAthEFR] 5% o

R R A FESDET A) 5% BT o
EE T -2 MEFRAERLS SRR - MRIEE TIng, -

AT E S E R AR B IR TN T » ATLUBIRERE! vCenter AARZRIRFNIE o SHIRIBHRRIZHAE
FERY IR AE AAERE ©

ST I FESD E AR SR B (E R ESX B KVM® o
CREREFARARRE GG ENZREERE -

EE TP RREREIIBRE

TR AE N S o EEFRRA R/ RIS ENFIALERER » AREE T
Bi*

£ TENRERRTE) T {RIEEREEIE P (Ut A S EMREHEST IR ; A LIREBEE LEHETA
5% o G AILURIZREE BRI RTE o

e H*Hypervisor*#*Network*EC & ©

B-REMHMACE - DAERERMEIA/N I AINAEE - BBERSTRIERRER « SRRMEH XL ik
DREELEENRE - EAMAERENF AR AR BRIATHEBRZEE -

BHEE S S ETRI R T UL BT R P RR4EE o
IR RO R SR o
EEILIRIET AR SR S A B R o

B I RERNEE -

EEILUBBREIE # TEERSET -

%ﬁ“?—*ﬁ” ) RBER BT EITHERIER - ERFESONTAPEEREEENNEERESERE

EE T L IREONTAPE IR B ©
BIE TRUEE MEEREIIEE  REREEHRETEE HE) -

BIUERERZAAEEE 45 HiE o
B SRR ERIIATE » USREEEYHI) -
ZEEEEEBEERIF o



SR 3 . ERE

CEZFESRONTAP Select AutoSupportThAEEECE » A& #{TONTAP Select Deploy FCE R

NRBEEVIEXECEENERIETN ° B EEHRMNONTAPEIEZIE A EZER c NRBAETE
150 > AT LUER T3 CLI d5 < 2RHERE ONTAP Selectz SEAVERRF IR S ©

(ONTAPdeploy) !/opt/netapp/tools/get cluster temp credentials
-—-cluster—-name my cluster

ZREEHJONTAP SelectEZEMFIIAHARE
G2 7 R BB IVIRIREE » WIRETCHIRIEERICERE ©
ONTAP Selects= TR B AR XEFE

@ IREIONTAPEIE S RF YA BFEREIFEE FRHFIONTAP Select Deploy EIEZEMFES] - BRIE
ZER  A2RMMENE"OTS Deploy &= ERIFTKHUL HIRFEFR" ©

LIF
DT MERENERIEE LIF

- REEE (SEEH—E
- RSB (STEE—E)
(D) sommeasasanEEes LIF HoEEmE -

XEmEH
=B SVM BRR/EEIREE ¢

* B SVM
* HIZESVM
* R (BE) SVM

@ Bl SVM RE7EONTAP SelectERFBRETRI - cfINAHEEEESTNEREL - A
REZER » F2MH "E1 SVM" °

=]
RESERIL -

5
FREIHAE I B ESFrI A A o SnapLock#FabricPool&ERZEESnapLockBIEF A% ©

HERIEN
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1. 7F ".ssh/id_***.pub’ XXf§

2. ONTAP Select “security publickey add -key <key>"#< ©

(ONTAPdeploy) security publickey add -key "ssh-rsa <key>
user@netapp.com"

3. {#H “security multifactor authentication enable &5 % ©

(ONTAPdeploy) security multifactor authentication enable
MFA enabled Successfully
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5%
login as: admin
Authenticating with public key "<public key>"

Further authentication required
<admin>'s password:

NetApp ONTAP Select Deploy Utility.
Copyright (C) NetApp Inc.
All rights reserved.

Version: NetApp Release 9.13.1 Build:6811765 08-17-2023 03:08:09

(ONTAPdeploy)

ONTAP SelectfF ssh-keygen %% CLI MFA & A

i& "ssh-keygen' @i @B —EAN% SSH BRI S MEEETRENTIA - GESRETRANREHEA

DU EHERE o
iE ‘ssh-keygen S Y XERZSEAN MR M ARERE

il

C EEREAR C-EIR
* BRANEEE -bIEE

i

X

#BHEH
ssh-keygen -t ecdsa -b 521

ssh-keygen -t ed25519
ssh-keygen -t ecdsa

1. 7£ ".sshiid_*** pub XXf4f o
2. ONTAP Select ‘security publickey add -key <key>'&5% ©

(ONTAPdeploy) security publickey add -key "ssh-rsa <key>
user@netapp.com"

3. €A “security multifactor authentication enable’ &< °

(ONTAPdeploy) security multifactor authentication enable
MFA enabled Successfully
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4. BhF MFA &% AONTAP Select Deploy 24k ©

[<user ID> ~]$ ssh <admin>

CEZE R T EEAIRERLL

Authenticated with partial success.

<admin>'s password:

NetApp ONTAP Select Deploy Utility.

Copyright (C) NetApp Inc.
All rights reserved.

Version: NetApp Release 9.13.1 Build:6811765 08-17-2023 03:08:09

(ONTAPdeploy)

7€ MFA B2 2| BE—R =517 5E

B LUERIL T 775% Deploy BIEEIRSKIEA MFA :

s MNRERILUERZEERE (SSH) UBEBEFDEA Deploy CLI > FEBEBEBIT e <= MFA “security
multifactor authentication disable 58 B Deploy CLI BY&< ©

(ONTAPdeploy) security multifactor authentication disable

MFA disabled Successfully

* WNREHEEAER SSH UEEE 5% A Deploy CLI :
a. &5 vCenter T vSphere E3%Z%! Deploy E#Het2s (VM) 1RSI &

b. FREESIRAE A Deploy CLI ©

C. 81T “security multifactor authentication disable #5% ©
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Debian GNU/Linux 11 <user ID> ttyl

<hostname> login: admin
Password:

NetApp ONTAP Select Deploy Utility.
Copyright (C) NetApp Inc.
All rights reserved.

Version: NetApp Release 9.13.1 Build:6811765 08-17-2023 03:08:09

(ONTAPdeploy) security multifactor authentication disable
MFA disabled successfully

(ONTAPdeploy)

* BEEEAUERAUTHRSMRAR
security publickey delete -key

JONTAP SelectEiEL > RpyERE:

&RILL E'J::KW”‘B%%?HE%J:EE@‘E%@ONTAP SelectEiF 2 FRVAERRIER - BEEIES
RS ZATHITICAIE - MR A sE SRR (ER AR -

FIYAZ Al
AR P B EHFTA ONTAP SelectBiBLER A BRLE M RLE) o
R LEAEFS
FSREFIEHR SR TELRIVRIZET ) TAEISR—EM—AEITRE - SR IERES—EETT -
LERIEA T iR s ER (ERIER
o UE B BMITEANESETAR o BH1T PING B » MR8 MTU A/ vSwitch A o

* EREL | IEXEHRE SRERBERITERZERAE - MREEFHIONTAP SelectiZe EHITIEER
I BIRIAEE R EREAIRGE

@ ERCERIZSHMREZARRPITRENS o REASEMINTTHRE - GRILRBEERNRE
ENTIRTAE -

TER
1. FEEEERASIgn inZPELBER Web FHENE

2. B—THEIESN SR BEF - RER—T EREEER -
3. BRERBRIATTEIT WIEE HA HRUT M AL

TR LARIEREMEMECEE th HA ¥ o
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4. #—T TR FEMERERAR -

EIEONTAP Select Deploy F77BRFS
F{EIONTAP Select& fiBhE= £ AR IIARTFEELIE

ak
RE °

BT IRFSRIARS

A IAEE HE¥IONTAP Select Deploy BRI E RV EEL MR £ ERRMASEIRTAR

RARSHEAETS

ZRFHE EIEEREZR HA LY

Pluny

eI EESEARSENEE - S1EEATHRA - MIEONTAP SelectBiRE AR #7F HA HZEHIE Y iISCSI BAR o

e ERRMEE RE LAY LRI TR REF Al E AR o

1. (EREESIRASign inZFPEAMTRI Web ERENHE ©
2. HREEHEIRINNEEERT  ARUBE RS -
3. FENE NEIESR RETPNARFSEENEEHREERRE -

S

ZEIEONTAP Select&EEE
AT 1T L IEMERAEF KR EIEONTAP Selectz=£E ©

FONTAP Select& 2515 EREARFNTEAR
BuUmER > CRALURERERHEBERMGER L -

a2 Al
SRR RVIBIAR LARRS o

TER
1. FREEEERASIgn inZPELABER Web FHENT ©

2. BREEEEIEEAY Clusters™ 15| » ABRWBEPERMENLE o

3. BhEE:TEREEEGH BRI o
NRBERIEIRAAIA » AIRECRENREGRAARS o
RLEEE AR E PRV B IUFESDE K ©
ERRGE R AR E OB o
AEEREEMBE - 5FR— T MR R
ERRGE R AR R EETEAR o

N o o &
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MIFRONTAP Select&EE¥
S AREEEONTAP SelectEER » EEIUMIBRE ©

FtaZ Al
SR AR BERRAIARE o

1. EFAEEEIRASign inBfE AR Web f£EAENE °
2. BREEEEIEEAY Clusters 1A+ » ABNBEPERFITNESE ©
3. RhEE: TEERELH - BEEMER -

MEMERERRATA > BIFEETENBERARE o

4. BER— TR U RDEE SR ERMER o

Ff#f Deploy =&AL &

FE2IIONTAP Selectiz 518 > IERIAEFIONTAPE E itk 2R EIEE N EE T ATE Deploy 2ABHZIMEERE
SERSRIE o ERINSENIETER B AEgEE o

ERENERNSRELELEEER > Deploy ARREAREEHNEFNEBEFEHN » I HAISEARERERRY o
FEELEFER TURAEMBERT » ERZHITRER - WERBERENBERIIRIEER Deploy BH}E o

BAtaZ Al
FrER &
T ERAEENERRENR » 81F
* ONTAPEIEER:E
© BEERIPAE
* BEPEHERNRTE

ERNARNIBEMEE o BEIETRIISMBS > SR create failed B, delete_failed #RAERS » & LRI FT
% °

EHI B R
HITONTAP Select FE#i4 2318118 > W7ASTEF Deploy ARBREIIINER » AR SERITHRERF o

RAR IEAEFS
fEAILAER Web EARE TEBITEERIFTZEH Deploy SREERIE ©

(i)  AILUER Deploy CLI shell fi) cluster refresh $5% SRR #E » TIF44{ER Deploy GUI o

REMERKSRECE
—LERIRESE E BB R Deploy BEREARRY HNECEERLE -

© REMERLE
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* ONTAPAEERECE
* ONTAPhRZS (FH4R1E)
© EEIERRTE
© AT
- EEthaE
& A E R RS

ONTAP Selects= &S EIRFIBERE I FABAE - EHMHBAEREF - CEZRITRERFIRIEREEUTIS
P

* ENREERIC_RAI_ARRRONTAP SelectBiRhEEN_RA_IAREFISEHN ZRERE > BIERILEIEHR, -

* REREN_degraded_iRRE UIRENFAERAR » ©ERIFETE Deploy ERREXAMETAZ L - EERERFRT
» BEER degraded AREE o

S ER

1. EREESRFSign inEBEARER Web FRENT °

2. B—THEL AN TEE) BEE RABUSEPEEMENSE
3. BhEE: frEEA  BEEEER

4. 77 THRERFE T REZENONTAPEEERTE °

5. #—TFRIFR o

SeRkiE
UNERIRVERRTN > BURGL T ERRIE SEEH o SERSEEEME » SRS Deploy BEZH o
RS URAEONTAP Select&EEf

EONTAP Select 9.15.1 Fi%s @ ERIUBFIRBEZEN A/ 6 EERREINE) 8 EEHE: » 1
AR RE RN 8 EETRLE/ 2 6 {EEE,

PRI EBHRREAMULAE

* fe—E - mES T ERREERREEEN \ERREE
* RE/NENRGEN/\ENRL B SN AE A —EDRE ~ —ERRASUIUENRL AT EE o

AEREEPNHMBEBLSEERTIWEAIEZIAN)  ERERITIIIES -

@ 1. FER"S<H N E "R EEFERE T E "HEONTAP Select Deploy EIRE A2 —iBiRft -
2. NRBEA > FRUT ARG ERBBEIFERE SnapMirrorfg®" o

EALUER CLI ~ API 5] Web 7T EI1£ONTAP Select Deploy EiEh# &R 7 IURAEIBIE o

EE I FEaE S
ERHRRNBEINER ZIL T HEBIRSE
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task_cli_deploy_cluster.html
task_cli_deploy_cluster.html
task_cli_deploy_cluster.html
task_cli_deploy_cluster.html
task_cli_deploy_cluster.html
task_cli_deploy_cluster.html
task_cli_deploy_cluster.html
task_cli_deploy_cluster.html
task_cli_deploy_cluster.html
task_cli_deploy_cluster.html
task_cli_deploy_cluster.html
task_deploy_cluster.html
task_deploy_cluster.html
task_deploy_cluster.html
task_deploy_cluster.html
task_deploy_cluster.html
task_deploy_cluster.html
task_deploy_cluster.html
task_deploy_cluster.html
task_deploy_cluster.html
task_deploy_cluster.html
task_deploy_cluster.html
task_deploy_cluster.html
task_deploy_cluster.html
task_deploy_cluster.html
task_deploy_cluster.html
https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-disaster-recovery-concept.html
https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-disaster-recovery-concept.html
https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-disaster-recovery-concept.html
https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-disaster-recovery-concept.html
https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-disaster-recovery-concept.html

* (EXIRTE ESX ERIESIEIEEN M FBITRE o LT ESX ARZASEIONTAP Select 9.15.1 KESHRZ<HH
5

o ESXi 8.0 U3
> ESXi 8.0 U2
o ESXi 8.0 U1

° ESXi 8.0 IETUhR
o ESXi 7.0 U3
o ESXi 7.0

RRER
TR fEREERRINERRARENA/IE BB R EIEME\EREEE o

RS IEAETS

TEHEERRIBIER - WY ESX ERBMAZIBES » WO ECHERFAEN - ERGEERREZEFZA
) MRS TRIR E D BRsE PRI M ERARES o

FtEZ Al
* DESHBRER > CREZATERERIGESS - CoIUEREEEHRENE R GS7mE" o
© BERC RS AN R BB o
- ERAEIESRFSign inFBEBARER Web FRENE ©
EEEmIEIMN ClusterBIER > ABRWBETREEMENERE
- EEEHEEE  EEEEOAINERER > AREERERER -
. EfZE HA Pair 4 45 o
- EIEEIE HA HE T AN (HA) HEEFAEER > 81 ¢
° BRI
° EiEhTE
° FANR RIS B IR
° EIZL IP ik
° FFAIE
° (#1FECE (RAID EEFNEHTE)
BB RTE HA B LURERC B S EA o
- IREONTAPREE > AR EEIBERERE -
EET 8 ARBEEETETARERS

—_

a A W DN

0o N O

MR TR E RS RONTAPERERMEEENANERES EREE -

[(e]

EE TRRER) MNEHERIARE  AREHESRPESE HEl -
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task_adm_connectivity.html
task_adm_connectivity.html
task_adm_connectivity.html
task_adm_connectivity.html
task_adm_connectivity.html
task_adm_connectivity.html
task_adm_connectivity.html
task_adm_connectivity.html
task_adm_connectivity.html
task_adm_connectivity.html
task_adm_connectivity.html
task_adm_connectivity.html
task_adm_connectivity.html
task_adm_connectivity.html
task_adm_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html

SHEREZTREFERE 45 NiE-

10. BEES P RBEERRERE - UHIEEREMD -
. F2H T4 BEEf > UTHRRMEEENTEIREN - XEESTHESHRIN

SERLTE

BREEER » [TEZHEHONTAP Select Deploy ECE & o

kB EEBY

e AR R B¥ SR AR THAEIS IR A BEEE RV K/ IV \ B BEBF £ IR/ D BII7 BN REBEEE o

BARSLLIERS
TEULIBIE - BERERRFTER HA BIRE > RSB IRMEMEER -

1. EAEEEIRASign inFfE AR Web EAENTE °

2. FEREIEEAY Cluster’EIE+ » RBRICBFEPEEFRHRHNERE o

3. EEBFIFEE  EEREARNEERENR 5 FAREE Contract Cluster* ©

4. FEZEEMPRAER HA BH) HA HECEFAE AN IRMEONTAP/RSE > #A183EE Contract Cluster °
ERWMERIRERRE 30 DiE ©

o BESLIRERNAEIRRE - MR IAERTS
6. F2M T BRF > UTHRRMPEENTHERN - ZEEEEHBERIH

BRG] 1

7ZEHXONTAP SelecttRiZ#I&
AT UFEUEEHIITONTAP Select BYE 4 2s & IR TV E A 23 HVARATUTHI G o

RER LEAETS

ISP BE E EZEUE B4 2515 & IRARRRIRE » H7ENetAppZ B A B ER TSR MBFERM -
1. 334 vSphere AR IHRIEE A ©
2. BEFBREETPNEEMNSLIRFIONTAP SelectE#i4s o
3. AIEELEE R RIS W IR B RIER B o

FHZEONTAP Selectz= E&IZEHI A/

ZREONTAP Selectzzf:1% > ERILUER Deploy BIE AR AR BRI ERILI SR

NEHLRE -
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() CResmHTREMSRMTREE » CEMRTEEBIA/FERE o

(D fEESX HEBEAALEALE -

FtaZ Al
ERNRERIAR LARRE ©

BRI AETS

LEEFENARUN{AIER Deploy Web FERENE o &t A] LA Deploy CLI FREITERIA/NEEE o FimiSERW
87 E H*&M\?¥1$FEWEGB#F3%B$I§E%fﬁ'ﬁﬁ BRER > LHAREFERREEA ﬁEF‘cﬁZ 1’3 SRBERER
RARNHEEEIEAZE ©

1. EAEEARASign inBBEB AR Web FERENE

2. e EmEIAY Cluster BEIEF » REBNWEBPEIZEMBNRE o

3. EREHFEEE > MEEEAAINERERE > BE NEFREAI -
4. FZBHEEWIRMHONTAPES » ABI—T MBS -
SThY 18
T BEFRERIMRIETER o

EAONTAP SelectZ £ [ERVEREE RAID EEE)25

BEFHEEE RAID AUREREML S SRS » ONTAP Select@I5IKEREIEE WMMRA) 1H
FRENERIZFE  EHONTAPEFASHIAFF EMTEAABLL - B2 > MNRBETTRANE
FREREN2S > BIEEITONTAP SelectEiEL I —(E o

@ FEPRINPERARR AN I AR (IEsC A H FHARRE) ERAZEFEIBONTAP Select Deploy #1117 ©
X IE{ER vSphere A& EIZE IJONTAP SelectE#ii4es o

E gl Gt e
SRR S L R » (CREEFAONTAP CLI 2R3 A IRk
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RE R
FAsAZ Al
& AJBIER ONTAP Select E#FE2SHT VM ID » LUK ONTAP SelectFIONTAP Select Deploy BIEEIRE /&

2%

ag °

REF LEAETS
{2EZ ONTAP SelectEiZh7E KVM B AL E A EFRERE RAID R FEERILLIERS o

1. ZZONTAP Select CLI & » FEEE F ARV
a. BBEFILIFEYE ~ UUID 5B AZ(IUEERIRERE o

disk show -fields serial,vmdisk-target-address,uuid

b. (7]#) BBTRENEHRENERUESENTEBE o storage aggregate show-spare-disks
2. 1£ Linux 8395 E » $ENHERE ©
a. BERMRME - BSHEFIRE UUID (RERERTE)

find /dev/disk/by-id/<SN|ID>

b. B ERIBE - BEERAM

virsh dumpxml VMID

ESXi
1. {EFREESMRESign iNONTAP CLI °

2. R\ E BRI AR o

<cluster name>::> storage disk show -container-type broken
Usable Disk Container Container
Disk Size Shelf Bay Type Type Name Owner

NET-1.4 893.3GB - - SSD broken - sti-rx2540-346a'
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TSR HIEER S
PR B BB RS > SETEIRRERS o
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£/ Deploy BJ KVM
SR AT E R R S A B R EMIRRGEEY KVM 1% 08k o

FAsEZ Al
& JBHER ONTAP SelectfIONTAP Select Deploy EIE B iR /& o

1. EAEEEIRASign inEfE AR Web EAETE
2. FEREIEEAY Clusters I8+ » ABNWBEPEZFMTIESE
3. BEHEFRT HA HEUEIRLSH + o

UNSSAIZEIE » Deploy BRI EERIFTEFEM o

4. EREEE T EE EE R EEE o

5. ERMBEE LTS A RAVREE - I AONTAPEIRER - SARIRIE (taekrs LERAES
6

7

EERERBHEETHNES -
EEERENREN (S RBUHESTIOBIRE -

MR BREZLERWER > TRILEEHBIRE -

f£F CLI B KVM
HRIERER o SAIKER TP BRIR(E o

1. fREH AR TP D RERLER

a. BfHiE -

virsh dumpxml VMNAME > /PATH/disk.xml

b. #REEAEZRL MIPREN EHEHSER D BEAVIZIE 2 SMIFTBERRA ©
R Ry BRI HEFEEAONTAPHAY vmdisk-target-address i FE%IFE o
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<disk type='block' device='lun'>

<driver name='gemu' type='raw' cache='directsync'/>

<source dev='/dev/disk/by-id/ata-
Micron 5100 MTFDDAK960TCC 171616D35277'/>

<backingStore/>

<target dev='sde' bus='scsi'/>

<alias name='scsi0-0-0-4"'/>

<address type='drive' controller='0' bus='0' target='0' unit='4"'/>
</disk>

a. DBERLER o

virsh detach-disk --persistent /PATH/disk.xml

2. FIAYIBHERE
SRl UERUTE AR ledctl locate="t1REEMNEE > I EIBRSHIRE o

a. EEIRAEPRALDR
b. MNRFE > FHEEMMIRIL R HLZEE T A o
3. MREIRAMERRE X > HIBHEER o

TEZREEEEMERRENENHEMNERES

<disk type='block' device='lun'>

<driver name='gemu' type='raw' cache='directsync'/>

<source dev='/dev/disk/by-id/ata-
Micron 5100 MTFDDAK960TCC 171616D35277'/>

<backingStore/>

<target dev='sde' bus='scsi'/>

<alias name='scsi0-0-0-4"'/>

<address type='drive' controller='0' bus='0' target='0' unit='4'/>
</disk>

ESXi

HER
1. EAEBEEMRASign inDeploy Web {ERETE ©
2. EiZ Clusters" {2 EIZMERALEEE o
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@ Node Details

> HAPairl

L]

Mode1 sti-rx2540-345a — B.73TB - # Host1 sti-rx2540-345 — (Small (4 CPU, 16 GB Memory})

|_]|| = ”.'l Node2 sti-rx2540-346a — 8.73TB - # Host2 sti-n2540-346 — (Small (4 CPU, 16 GB Memory))

3. B + EREESRE -

Fdit Nade Starage

@ storage Disks Details

Lata Lisks for sti-elLA0-310a

4. EER R HERAVRE T B BUNE IR PR AR o

@ storage Disks Details

Select Disks for sti-x2540-345a

Mode | St-rELAU-31La (Capacity: 185 BB, Licensed LU0 18) |:| velectLicense
i
Edil
ONTAP Mame Device Name Davice Type Adapter Capacity usad by
MNFT 1.1 1 SO0 52RCA0 L4044 88D witibibaad £A4.25 GR sl k2540 2450 L
NEI-1.22 Naa.LulLsEcIVb1dfb e wvmhbad BUALL G EU-R2U10-3103=>"...
MNCT-1.3 nNaa.5002538c40bdendz S5SD wmhbad 89425 C0 Stl-r2540-345a=>"_ .
NFT 1.4 125 5002 528040 hd 040 R|AD wirihibaiad AN4.75 GR sl i 2540 2450
MET-1.5 Naa.5002538cA0b4e041 S50 vmhbad 804.25 GB sti-m2540-315a=="0..
MNLI-1.656 naa._buuzsiscaubadfsa LL0 vmhbaa HU4 25 G SU-rN2Sau-i45a=="_ .
MNrT-1.7 NAA_SND?SIAcanhad sy sl wmhhad A94.25 G0 afl-re?540-3453=" .
MNET 1.8 Nuw.3002538c4004d 140 SSD witihibud 804.25 GB uli 1x2540 3435u ...
MNEI-1.Y9 Naa.LUlILEEcIUbIelEe Sol wmhlbaa BY1ULL BB S LAU-310a=". ..
MNLCT-1.10 Naa. 50025 38c40bie0ds SSh wvmhbad 89425 G0 Stl-rv2540-345a=~"_ .
Node = sti-rx2540-345a (Capacity: 135 GB, Licensed 50 TB) v Select License
ONTAP Na... Device Name Device Type  Adapter  Capacity Used by
-~
NET-1.1 naa.5002538c40b4e044 55D vmhbad 894.25GB sti-rx2540-345a=...
NET-1.2 naa.5002538c40badf4b S5D vmhbad 894.25 GB sti-rx2540-345a=...
u NET-1.3 naa.5002538c40b4e042 S50 vmhbad 894.25GB sti-rx2540-345a=...
NET-1.4 naa.5002538c40b4e049 SsD vmhba4  89425GB  sti-n@540-345a=...
NET-1.5 naa.5002538c40b4e041 S50 vmhba4 894.25GB sti-r2540-345a=...
NET-1.6 naa.5002538c40b4df54 SsD vmhbad 894.25GB sti-rx2540-345a=...
NET-1.7 naa.5002538c40badf53 S5D vmhbad  894.25GB sti-n@540-345a=...
u NET-1.8 naa.5002538c40badfda S50 vmhbad  894.25GB sti-n@540-345a=...
P neT1o naa.5002538c40b4e03e SSD vmhbad  89425GB  sti-n2540-345a=...

Selerted Canacitv: 7.86 TR (9710 disks)
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5. RIS EREMIEIBREME" o

Selected Capacity: 8.73 TB (10/10 disks)

© ONTAP Credentials

Cluster Username admin

Cluster Password sessesse

Cancel Edit Storage

6. FESDIRIE o

Selecting a disk will result in loss of existing data from the disk and deselecting a disk will detach it from the
node. Do you want to continue?

HIEHEY R ARSI
PRI FRIARRIR R - R 8 FRRARR o

106



{£F3 Deploy Y KVM
£/ Deploy KfNkkE
SR LU HERR I B KVM 4 (ERBIREIRN — S D SIEMESRERE ©

Rt Z Al
& AZEHEHR ONTAP SelectfIONTAP Select Deploy BIE EiRA &:E o

RN AR T KVM Linux i E o
HER
1. EHEEEEMRASIgn inZPE LB Web FEHEENT ©
2. FEIEEEIEIAY Clusters™iEIEF » ABNBEFREFATENEE o
3. FEIEFRE HA HoUEIEEERY + o
WNR{ZFHs%EEIE > Deploy BRIIEFERIFTFEFEES: ©
4. EHREHMFEF EI EEREMETE o
O. HIFEIEIZTIEIBEAVEANR - BIAONTAPEIEE/R:E » AREIE REMT UEREE o
6. EIE FHIZER R E AR SR M INIR(E o
7. TR E P O & o
£/ CLI B KVM
SR I A PR PR R AR A 1B 0 (S RT LUEIR R AL R o

1. AR M N Z) R B 2R o

virsh attach-disk --persistent /PATH/disk.xml

LS
ZHERE D ECAH AR - AIHONTAP Select(E/ - ZMARFISEREE —DIENE RFFMA SEE ST ANR

Ay

sz
G

FER R
BN ERECE 28K » GFEZFER Deploy BIE AR MITRERIFIRIE o
ESXi

1. EHEEEMRASign inDeploy Web {FHE&E7 T ©
2. FEfE Clusters 128 EIZABRASEEE o
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@ Node Details

> HAPairl

|_]|| - ”.'] Node2 sti-rx2540-346a — 8.73TB - #

Edit Node Storage

@@ storage Disks Details

Data Disks for sti-rx2540-245a

© storage Disks Details

Select Disks for sti-rx2540-345a

Mode1 sti-rx2540-345a — B.73TB - #

3. B + EREESRE -

Mode =ti-rx2540-345a (Capacity: 135 GB, Licensed 50 TB) -

ONTAP Name

MNET-1.1

HNET-1.2

MNET-1.3

MNET-1.4

MET-1.5

MNET-1.6

HNET-1.7

MNET-1.8

MNET-1.9

MET-1.10

Mode  sti-x2540-345a (Capacity: 135 GB, Licensed 50 TB)

Device Name

Naa.5002538cafbae0as

nNaa.5002538catbadfab

Nnaa. 5002538c40bae042

naa, S5002538calbiean

naa.S002538catbieal

nNaa.5002538catbadfsa

Naa.5002538catbadfs3

naa.S002538ca0badiaa

naa. S002538c40bie03e

Naa.5002538c10bae046

4. BEEBEREE I AT HAR R PT IEEE o

Host1 sti-r2540-345 — (Small {4 CPU, 16 GB Memory})

Host2 sti-rx2540-346 — (Small (4 CPU, 16 GB Memory))

Device Type Adapter
550 vmhbad
55D vmhbad
S50 vmhbad
58D vmhbad
550 vmhbad
S50 vmhbad
55D vmhbad
SsSp vmhbad
S5D vmhbad
55D vmhbad
i " Select License

Select License

Device Type  Adapter

ONTAP Na... Device Name
Naa.5002538c40b4e049
NET-1.1 N3a.5002538c40bde044
NET-1.2 Naa.5002538c40badfab
NET-1.3 N3a.5002538c40b4e042
NET-1.5 N3a.5002538c40b4e041
NET-1.6 naa.5002538c40b4df54
NET-1.7 N3a.5002538c40b4df53
NET-1.8 n3a.5002538c40badf4a
NET-1.9 naa.5002538c40b4e03e

O RIEEEBREWIEIFREHE" -

SSD vmhbad
SSD vmhbad
SSD vmhbad
SSD vmhbad
SSD vmhbad
SSD vmhbad
S5D vmhbad
S5D vmhbad
SsD vmhbad

Capacity
894.25 GB
B894.25 GB
B894.25 GB
B94.25GB
894,25 GB
B894.25 GB
B894.25 GB
894.25 GB
294,25 GB

894,25 GB

Capacity

89425 GB

89425 GB

89425 GB

89425 GB

89425 GB

89425 GB

89425 GB

89425 GB

89435 GB

Edit

Used by

sti-x2540-345a=>". ..
SHi-2540-345a=>"...
Sti-r2540-345a=>". ..
sti-rx2540-345a==", _,
sti-rk2540-345a=>"..,
sti-r2540-345a=="....
Sti-2540-345a=>"....
sti-n2540-345a=>" ..
Sti-r2540-345am",

Sti-X2540-345a=>", .,

Used by

sti-x2540-345a-...

sti-x2540-345a-...

sti-x2540-345a-...

sti-x2540-345a-...

sti-x2540-345a-...

stix2540-345a=...

stix2540-345a=...

stirx2540-345a=... ¥



Selected Capacity: 8.73 TB (10/10 disks)
© ONTAP Credentials

Cluster Username admin Cluster Password seeseeee

Cancel Edit Storage

6. HESDIRIE o

AL Warning

Selecting a disk will result in loss of existing data from the disk and deselecting a disk will detach it from the
node. Do you want to continue?

&£/ Storage vMotion i#ONTAP Select&iZ4F+4k %I VMFS6

VMware RZ1EHE VMFS 5 E| VMFS 6 BURLIt A4 © KR LAfSER Storage vMotion #3357
B ONTAP Selectfi#s#t VMFS 5 BRMEEE@IEES] VMFS 6 BRMHAEE o

HHONTAP Select/E### > Storage vMotion AJ AR EEIFEM L EIEIHE - EEE BN EESR » ol Bist
HN#ESR -
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F Deploy 2.6.1 1P 10.193.85.71 - Migiale (7} kb

% 1 Select the migration type Select the migration type

Change he vitluAl rmAchines” compole rtesounece storAge, o boldh
2 Xoloct a compute regsource

3 Seleclsiorage (_» Change compute resource only
A Selert natworks Migrate the virtual machines to another Nost or cluster.

5 Select vMotion priority
i) Change storage only

G Heady to complets Migrale the virlual rmachines” slorage o g cormpalible dalaslore or dalaslore clusler.

=) Change both compute resource and storage
Migrale the virlual machines lo 8 speciiic bosl o clusler and lhein slorsyge o g speciic dalaslores o dalaslone clusler,

(=) 3elect compute resource first

 J Secloct storage nrst

Naxt Cancel

FIsEZ Al

TR E KRS STIRONTAP SelectfiEh o FI4N » MNREFEILER _EEA RAID 1EH238 DAS 77f# > BT ERK
FEFTEALRIERCE -

(D) MSRIEONTAP Select VM BEEEIT MRS - ATAE RS RBERRAERE -

BER
1. BARIONTAP SelectE#ii%2s o

WRZEEER HA BV —3049 » B RITRIFHEER o
2. 75B&*CD/DVD YLhiEtdi5818E o

UMNRITZEE T ONTAP Select{B/RFEFONTAP Deploy @ BIIEZERAEA o
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41 admin-1 - Edit Settings

[Vim.lal Hardware | VM Options | SDRS Rules ‘ vApp Options ]

» [d CPU

» @R Memory

» & Hard disk 1
» & Hard disk 2

Other disks

» SC¢€l controller 0

- O

9.9091796875 j | GB ] v

120 j | GB ]-|
Manage other disks

LSl Logic SAS

» &, SCsSlcontroller 1 LS| Logic SAS
» SCSl controller2 LSl Logic SAS
» &8, SCSlcontroller3 LSl Logic SAS
3 Network adapter 1 | OS-mgmt-vlan-653 (DS1) I - | ¥ Connected
» [l Network adapter 2 | OS-mgmt-vian-653 (DS1) | v | & Connected
» [l Network adapter 3 | OS-mgmt-vian-653 (DS1) | v | M Connected
» @ CDIDVD drive 1 | Datastore ISO File | +| [ connected
» [ Floppy drive 1 | Client Device '~
» [ video card -
» <& VMCI device
s Dthar Dssicas
New device: | Select | ]
Compatibility: ESXi 5.5 and later (VM version 10) OK

3. Storage vMotion {252 > BIBIONTAP SelectiE#ii&2s o

NRULEREE HA BE—&7D > ERIIBITFEIRE -

4. 17 “cluster refresh ST EE AR NITIRIEL SR EL LT o
S. 1% Deploy BERERNERE o

FERKTE

& Storage vMotion R{E5ERkE » EFEZ(ER Deploy B BHIZT#11T cluster refresh 121F o

FHONTAP SelectEiB5AIF i & EFTONTAP Deploy B} E o

EIEONTAP SelectzFn]:5
TEEIEONTAP SelectsFr]s5HYATE R » (SR ABITAEERA(ETS ©

Cancel

o 3% “cluster refresh'f&

1M



EEEREHE
SR LIRS EEIY « 4REFMIFRONTAP Select Capacity Tier 5FAJ % ©
HER

1. FREEERBEER Web /1ESign inDeploy BEATER °

2 EEEmIENAEERE o

3. BB EER R EE o

4. AIEEEREIE RS W PRI AVET RIS o

5. EEBMIRAROIE ; BIEETAE - BIE: > ARBEE TN o

6. BEMILETOIE » AEEEEIRS N NG > ABEE HEFT A WA TR STl B XX ©

BEEREMEFAIE

TR LARIRREMNIE « ARIEFMPFRONTAP SelectaEMEFAIE ©

1. EAEEEIRFER Web /1 HESign inDeploy BT °
FEEEEIEAN BT o

EE ST A R LB R E M o

BE o EERIE RS I PR BERAYET AT EE o

BE o EE—EFF AR EE SRR AT A o
ISRl e BB T IR AT A oE -

o o A W N

B AR
EEEYTIE > SREEETEN (FiE) o
EETRESE

BETRANTE

a. BME: ERAHABL o

b. 4% BRI o

C. YA T (FIEE IR — B ET B o

7.

It

BEEREMRE !

EERE -

EET REA—EMUA BB ZONE R RHEREEMENES -
C. SRR EM TEET AR B AR
d. AT AITEARAIEIRA T B oAt B BRI FEAVEARR ©

8 EEBERERE

i)

o o
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a. JEE AN o
b. BN AT E S B IR o

EMZRER MR
BEEPNFEMFAENTHED R ERTAEEERES - ZBHIEITE Deploy EEARRERANERFF -
MREEEFERBEMTRIE » ABERFER Deploy B > BIREFTRIRRABEN - CHAEERNESSE
REEX M ARRZIRELEERRY Deploy MITIEES o
FsaZ Al

* BEIRYIA Deploy BHIFFERNIBE AR EMEFAIE ©

* WNSRTEEILFAAEY Deploy MITERSRIERED » sAEE RN BT B HMAT °

* K FIEYA Deploy BFIRTIEIIAIONTAP SelectfiZh ((ZERYE Deploy BINEHEND REBERIIFHH
Deploy BfIK) o

* BRI EHHEIL Deploy EH

RARS LE1EFS
BEEZRER  ILEFRR={EER 4B © MU REELE N L4 Deploy BEIFFERMNFIA R EMIZHE - BATARE
B LEERIFNY Deploy HITERE®E » EOILURIREEERFS o &% » WIR Deploy IP iiltEFX » BIKEE
M SEFERAEMIZEAONTAP SelectEfiff; o
1. Bt4&ENetAppZ B I BUMAE FBUH IR Deploy BEIRFRIE B EMEFAIEE ©
2. AEEREMTOIEES I T 8 —ERAIEFRI 8 o
B ISBEMFAE THRES o
3. 7£#78Y Deploy Bf L 2B EMFAIE !
a. FEFAEEEIRFSign inZPEARRER Web FRENME °
b. BEIZFEE R BIERE
C. BHEFRE > RBEFREM o
d. SEERME > RBIEE HEFFOI R REEN HEFTAIE o
4. MPEEFRZFRBEDBIER TEILT B Deploy Bf > RELEFERNBE D FERNH » BN ESHEFIR
a. FRAESEERESgn inPELARRRXHSHNE -
b. F&/RIRA Deploy BfIRITEIIAERLAIER @

node show -cluster-name CLUSTER NAME -name NODE NAME -detailed

C. = IR SRR R\ I THF » BUSIRYE Deploy BRIFAfERBRE—ERFSE ©
d. #F 20 #rig E IR LR ILATAIESE ©
e. REH Deploy BEIFIFSE

license-manager modify -serial-sequence SEQ NUMBER
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task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html

5. WNRIEIR4EET Deploy HUITERERY IP it EAR YA Deploy SUITIERERY IP it R[E > BIABIESEFERR S
EHEAIONTAP SelectffiZE EE# IP {izdlt :

a. Sign iNONTAP SelectEiZ5FIONTAPEE <57 THE ©
b. & AERSHEPRIZL

set adv
c. BRERIECE :

system license license-manager show
d. REEBLEAGTRIEEIER (BF) IPft :

system license license-manager modify -host NEW IP ADDRESS

B e Al R A EFF Al 55
GBI LAFH4RONTAP Selects M= E U F RS ER =R F A5 Deploy BEEEHRRER °

Az Al
© SERLED R ESMNEFERER IR EESF AR RIREEN -
* B ARMEERETHSENMEE S EERE

AR UL AERS

EEMMEEPEEREST ARG EATE - 24T > EZHMBEPIFFHIRERER 0 IABIRBREEZE—
B E S BRI o

1. EAEEEIRASign inFfEAMTEI Web EAETE °
2. EEZEEmIEIPY Clusters IR W SEHEFAFRAVESE o
3. TEREFIFHEIAES - B2 ME—TULEE) BEERE -

TR E TREFAER B0 PEELFrAIEEEn et o

4. HESEMREE—EYBNEEF R NRETE LERINIEAIE o
O. fRIEONTAP/RE M BEZELL"

RESTRIEEFRFIAERER D IE - FFHMETAH > AERBRAERZETEMNEMESE -
STl
DA ERNR AN LA N T ERE SRR R AR I FHARBY £ ESFRTE BRI AU OLTT RSP ©
ERBHHNEEMETAIE
BEBRT > SFAEBRRTEREMARE - B2 - ANEHRATBHANRERE: - RIITEIZREME

T o TEBAIRTEZ AN » SADHITIEM A SE SRR S RERAVIR(E > PIMNEEREN RIS IRIF - ERAVIRIERM
TREFRIEEAEAT o
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BRIONTAP SelectizFralBE: TNEZE R » A2 ERME" o

EEMINET IR

HHONTAP SelectE s > MINEF B EIZTEONTAPHER » FEEFEBONTAP Select Deploy #EITEIE © B2
R'EEFOEME (EREEBES) "MEBLTr BRI THRES o
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RARE
&7

ONTAP Selectf#7F : —RBESF4FEH
EREEEREFEEG 2 > o7 FEERARONTAP SelecHRIEH—RREFHLS o

RFECE RS
ONTAP Select Xt #FHNEBEEMREIEUTAS !

© EBBRIFSRIEM
° BRSEERESRTEEN M CRE L E BT EITONTAP Select3fE o
° BeE IS T BRSHAIRE ~ RAID #EHIS3FNEF4H « LUN DURABRARVARES 2645 o
° LA ETEONTAP SelectZ JMifT ©

- ERERESREEE N EEEEREETERE

o A UER RS EIEEABIEAARERX (FIM > VMware IRIZEFH vSphere) KRG EMEFHRELS
M| °

° ILACETEONTAP SelectZ SMAiFT ©
* {EFHONTAP Select Deploy BEIEERIENETHE
o IERIEA S EEE AR IURR E L OB EEETFAERE
° JERILUEME CLI sp TERRRIT » AT ERREIFANEBEN— 2 BEIHIT ©

* BERICE
> ONTAP SelectZPESERLE » ERILUIFERONTAP CLI ARG IR R ERE ©
° ILEZEFEONTAP Select Deploy ZAMNHATT ©

AEERTRIFEETE

ONTAP SelectF M EIZERINRF AT ERT - B—ERHESIEEEX M ENEMEMREEEMBAIE
BEE -

A ERETEE
4HRONTAP SelectsE EfATFHIFRE BREHF N B RIEM - 2R » FrEEREUTFE T EAEERE -
* #8781 (SAS -~ NL-SAS » SATA * SSD)

CRE (8/97)

A HTFIRIRER A

SEEERY IR EIRE N THEE S IR BRI HONTAP SelectfE ARV REF LY - BLEMEFRERS
BAEEHEY) - (EEBRERHATRRRYA
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Virtual Disk (VMDK) ONTAP Select

)

Steorage Pool (VMEFS) Hypervisor

t
LUN
T RAID controller

RAID Group

Locally attached
drives

A FEEARG T

BLERLSE AR ONTAP SelectiRiz AR R4S A TE4R 1 o TEZEEONTAP SelectZE Z A » [BEZAREL
B o IS S ERIHEY © RAID B¥4BF0 LUN ~ {17 thF S EREhE o

B EREHE 404 RAID B#4E40 LUN
AL —E S 2 S AL IR At 1% B 14 R ARES » WHONTAP Select{EFH o SL-EREHAIRAS TSRS RAID B
4 > ABIFA—(ETZE LUN 2IRAERESEEERN THEERLR - &8 LUN S SRR 2 IRAERIE
REEERTMIEERLS -
BCE ONTAP SelectE1#0F » (SEZFEIATHIAE :

* FREEEHFEHAREAE— RAID FHI2372E

s IRBHEEENARRE > 58 RAID £HI252 15 5(E RAID EHEMNR KIS S

117



—{E={%1& RAID E#4H

F{EONTAP SelectF i/ BAFCHE — RAID 48§ o [EFEZZAONTAP SelectEiI8E— RAID ##4H - B2 » £ ¥
LSRR > IRAIAEEE R L RAID B¥4H o BB SEERIEE" o

EEFMEEEA
TEEHEBEONTAP Selecth » &L+ B RH#F BRI AL ERIE -

() 7 VMware I8 > (57518 VMware ERHETRI -

f#Fthi0 LUN

S1E LUN TEERKSIEEREN T WA AR - I B o] UiA—ER#EFIN—32 - SER#FHhERER
ERESEEERIREERR I UERRMERRRETRIE -

1S EEIRTEONTAP SelectZpEBIEFIEMEIFEEMN o KA FRAERIESREEEXEET AR FHEA -
BI4n > /A VMware > EE]LUER vSphere R IREIL#TFAM o 718 » ZEEF MG EIEZIONTAP Select Deploy
EBEERER -

E1E ESXi EHIEHiE

TEZEHEBEZONTAP Selectl » R BB B E AR BRI AV RTRE

R HERTE R R

ONTAP Select/E #2315k A LB EHt AR - SEEREIFER LR HFNPHN—EXH » HERESEE
FETV4EZE © ONTAPONTAP Selectff A ZBRRIMVHLTE: - T EE A MUFEMNERIFLER o

B T A R EE R ERRI LU T &R -
* EERILEREIRZ A FFEMERA o

* TEEILERIES 2 R EUE R 1L R AR o

* [CALZAMKSEONTAP Select Deploy EIZEARIEILFIA EREE (IR - EESEHRER
Deploy BRI ZINEIT ERHER) o

Fo & rE R A RR
FEHRHABR FHONTAP SelectEIR o B/ Deploy BIRARBNEIU£LER > & B BRI ERMER

ESXi LRVSIMBREFIRIEIT

ONTAP Select VNAS &R z"%‘Z%ONTAP SelectfE AN ER KR EIERE N T HIMNIREFERE FRERHE
A2 o [WRILUFERA VMware vSAN EiBMERFECESLEERHFH » th el U EREIMNRF MRS LA o

ONTAP SelectA] 5% & 2 F = #t i 2s B IRF2 T AN AY T54EEL Y VMware ESXi A8 B EH#TFE -

* vSAN (FE#E SAN)
« VMFS
« NFS
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VvSAN B kIE
={E ESXi FHrTUEE — AN ZE 4t VMFS BEl#F - BF » BLEERHERERAM EI4FE - B2

» VMware vSAN 7t5F ESXi S FHSEEHARAREPHNFIAERER  MBEMARTHENREETE 1R T
EIFREA T vSAN MR II7E ESXi sEF R EH 2 MHEBRNERH#EM o

ESXi cluster

ONTAP Select

VM VM VM VM : S
virtual machines

Shared datastores

VMware Virtual SAN (vSAN) accessed through vSAN

SMERfETFIES_ERY VMFS BiFRE

(EEIR T AR SN EBRETE ISR L B0 VMFS EIRIEETE o BT SEARMERIGE > — 7R - TERT
T 1B iSCS| HETFEAIMIETZRES_ LB VMFS BT o

@ ONTAP Selects<#& VMware f#7F/SAN HH& 14X P FRARIFR A SMNEB#TFRES » 155 iSCSI ~ 7%
HBEN O BRI CHIRIE ©
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ESXi hypervisor host

ONTAP Select VMFS datastore
virtual machine defined to hypervisor
. ISCSI HBA or
I35l software adapter

VMES iSCSI array
with datastores

SMERfETFRES R NFS BRHFH#

AT LGRS #TEIES AT NFS BkH#ETE o ILRETFRE(ERA NFS FERIFEETHER - TEERR 7 —E1L
PESMNBTEE LY NFS BRHFH > AI7E8 NFS ARESEREF
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ESXi hypervisor host

ONTAP Select NFS datastore
virtual machine defined to hypervisor

NFS Server
with datastores

FEFIFSONTAP Selectz i E 4R FZHVIERE RAID ARTS

SRS RAID 14230 FHRF > ONTAP Selectf] L& RAID IRFSIEEFIEREIESIZS » LURH
B ASKAE B L B BE AR S o Ktk © ONTAP Selectis= £ HFTA EIELHY RAID {R:E9H
RHEIZRY RAID #EHIgstet > MIEFEBONTAPEES RAID 12t o

@ ONTAP SelectBERI R SEE AR RAID 0 ° AAERE RAID 123 EEAKRBHIREIRME RAID
{&EEEINEE - AZIBHEAM RAID F4R ©
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A EIERETFHY RAID 1EHIRCE

FRB #ZONTAP SelectiR it & IR B RHIRER A ANIN RAID 1EHIZBRRE - AZ M AARBIRMHSE
RAID #ZHI2EIR - REZEE(L > SEERBEMNINAEFHSZAER - RFINEREBAIAEIRELEEE > AliRE
EffmeEH SN EREEX -

IRESE IS FATERE RAID ECERIONTAP SelectE #1423 R0 B R ARE o (EX BN PENEE
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00000000:00000000
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Position: shared
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Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

Wy ater B L saoteeisen 30 paLesgahastacocom 3 5 | sons =
Swemnay et | Confgure | Peimissons  Vis  Datasies et Updss Massger
age Devcas

- Liomgn S @ oa @ sl @ © B E@Made Ty -]

Loes) AT DRSK (B8 S00R0TE1 1 PEEOBEL) 8 ma

Fisns Ghanns!

e
» e
Qs
+ Qs
s
i
v
0=

1

929889908822

£ ESXi shell # > fEa] B AL T on @R BLAEEREHEIE (FE naa.unique-id #Z54) B9 LED B9t o

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>
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fEFAEREE RAID B IR S (BRI AR
AP SE BRI AR BRI RN HIERENER o RAITRIURNERS RAID REMKIEHIRKINEE -

RAID4 B & AT —{EEIRERFE » RAID-DP B & 8] A2 M {EHAIREFE » TIRAID-TECE & A AR = [EiiHRIR
f& o

YNREFEHER R/ Vi 5% RAID SREIS BN R AMIEHE - W BAHRUIRTIA » AEREERBETRE - IR
REBRERAR » AIRSRUFERIRERERE - EEIFEHRMEIRALL

NREEHEREEE RAID iﬁii%ﬂgﬁkﬁiﬁﬁﬁﬁ% » AR R EWITC AR » RERBM FFR - BiRH
it HA BCHEnRE_ERYSE —ERIRMH o ER0KE - 8% 1 BES /0 BRI EBIBRE BIFERFIE e0e (ISCSI)
EXEIERE LU ER, 2 _ERIBER o ﬂﬂ%’“’“‘@%&ﬁ*imﬁa » IR EWIRCAKE > BRAATA -

WAJEMHIBRE BN B HPER plex » A REMEIERMNBERIRG c 55IR » SHEBIEERERNTR MR > th
SEMIRTE S - ONTAPONTAP SelectfEiR-EHl-E#k} (RDD) ﬁ@%‘tﬁ%ﬁﬁaﬁzzm&ﬁ?% &R
PEEMMEERSEE o ALt » BEEX—EHZEHRIEEFESERS » EEAMEESRRHERSHE
> URSHENZRENRRERNESNEIZE

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD =
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
208.4GB
shared NET-3.12 SSD 208.4GB
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208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl

Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)
Plex: /aggrl/plex0 (online, normal, active, pool0)

RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447.1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447 .1GB (normal)
10 entries were displayed..
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%7 Al g —E S 2 EES 25 FE » 5fFH storage disk fail -disk NET-x.y

-immediate #% °c MIRAMPEHEBHIE » BEBHBER - O UFERAGTREFREIKE
@ ‘storage aggregate show ° fXEJLUEAONTAP Deploy #FREELLHKPEMLTRT o 55+

B ONTAP B EIE R4 Broken © SREIZIE IR LI RIBIR » nJLAfEFIONTAP Deploy E#f

N o HEERS TBroken) 1Z% > s57EONTAP Select CLI HEIA YIS

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

il

RE— (A< ELAZIEER o

E#E{ENVRAM

NetApp FASR#{E# LECHERENVRAM PCI £ o X FR—MEMEETF » BFIHEE LT - IAERARA
AL © ©EER FONTAPILEIAE P IR EARANENRBERE R - CEAIUZIH EESRHNE 1R
EIRERIEHNFHENE - EEBEES HEREFE -

HRARGEBETEIHEILERE - B > NVRAMRRIINEEEERE > LB TEONTAP Select R M RRENHEIRAT—
EDE& o IEXLE - BRNRRERBIRINEUEEMEE -

ONTAP Select VSAN F145MNRFEIECE

EHE NAS (VNAS) ZRE LB E#E SAN (VSAN) ~ Z893 HCI E A B INERrES 58 AV B Lz
77 EFYONTAP Selectz £ ° S ENEEERIVEIRME T ERMETZOVEM o

BREERZREBEES VMware 23F » i HFETEFEER VMware HCL E3IE

vNAS Z21%

VvNAS #n 2B AR FTE A fEF DAS FIRRIE o BN L EIEEONTAP SelectfEEf & EB1ER— HA HHHMH
fEIONTAP SelectEiZht = B —&FkH#FE (815 vSAN BRIGEFRE) MIZRHE o BELEEith AT ZER—HA
SMERFET R R ERMETEE L o AR LUR SR EHFNE » R E#{EONTAP Select HA HRVEERE(L A
ZEfE o ONTAPONTAP Select VNAS f# R 75 ZZRBEL AR A H# RAID ££4I2389 DAS EHJONTAP SelectZRiE
FEEARML - hFEEER ° FEIONTAP SelectEiSLE S 4 EER H HA BHEIMERMEIZER o ONTAPHEFENER KR
TEIZAEER o AL Y )IREFESEREEMN » RA T UERR KB MEONTAP SelectEiEiR B EIEE ©

HA gy E{EONTAP Select&i 24t B] AE{#H FE BB & AYIMERRESI © #EONTAP Select Metrocluster SDS B35 ETE
EEERR EREERNEE -

= A S{EIONTAP SelectBiEs B EFAISMEBRES R > MI{EMES) AONTAP Select VM 1B MBI BEFRFHIEEE

=
== °

VNAS 2218 S5 FERS RAID 51384514 DAS
tiEEs F58 0 VNAS ZRABEERC A DAS 0 RAID #ZHI2359(R RSB RN - EFEMIEB LT © ONTAP Select#f

FEABRMETEER - ILEREAFETZRREI 2% VMDK » B VMDK B ERIIONTAPE RS © fEsREEIT
FEFHTILIEZEEAR] > ONTAP Deploy EHEMR VMDK BYA/NEFE » WIETRASIEREMIE (B HAH) o
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vNAS H#fgfs RAID 1Z5412589 DAS ZEIEMEFEE] - REEZNERIZ VNAS & ﬁﬁg RAID #Z%123 © VNAS
(RER KB IMERPED SESHIREEC 5 RAID 142300 DAS FRiZHAYERHSA M EY - F_EFMHMHNER
BEINVRAMZIEERRE o

VNAS NVRAM

ONTAP Select NVRAME—#& VMDK ° #16)555% ° ONTAP SelectiT @RS 5 (VMDK) 2 _E18# 7 —1{E L
TTAHRISHZTERE (B4 NVRAM) o 2R ° NVRAMBIRLBEE FRONTAP SelectEi BRIV EEREMBEERAEE

Hit BEAMERE RAID 42809 DAS 2 & » iEfe RAID IS IR EEE FHINVRAMAER » AABNVRAM
VMDK BIFFE B AZE SLTE7E RAID 12525 IREN A ©

$5 VNAS 2248 > ONTAP Deploy E EHEIfEE%%A TE—BHEF Hs550HR (SIDL)) BIEEIS 8RR

FEONTAP SelectfiZf o ZILEIEN R EIZITE » ONTAP SelectE4EBNVRAM » BER AR EEEABHES o
NVRAMNVRAMA A ECE: WRITE $R{FE B E IR o IEAENBEHENRBETEEREA | —RE
ANVRAM » B—xE ANVRAMBEERE o IEIHEE(EEART vNAS » EAAME A RAID £EH231REXAVZEIMNEE
AL BBEARET ©

SIDL INEENEIEEAFTE ONTAP SelectfEFHEINGENER c JUFHAUTHLERSEBRER SIDL IhsE

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

AR WNREAR SIDL IhAE » BAMBEE R EFE - FHRZZEFFEMIEE EPMAREMERRIEE > AT
EHEYA SIDL ThEE -

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

1£ ESXi {3 vNAS B3l EONTAP SelectfiZh

ONTAP SelectZ BT AFHTF LI B L EELONTAP Select#EE © ONTAPONTAPXIE7E[E— ESX 1% FAlE
Z{EONTAP SelectfiZh > File B ELHEABENE—EE ° (515 » ItEEEERAR VNAS IRIE (HABERME
77) o £/ DAS #7128 » FARIESEEMITEZEONTAP SelectBEf - RAELEHSF AERER RAID 1
H2s o

ONTAP Deploy % 8% VNAS SEMNHIIRERE R S5 2k BEREERIZ{EONTAP SelectBHINEER—&
FHLE - TERRTRT MmEEmM S M EARRANER SR IR Z )

ZHEIEE VNAS SHEVIRENE
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Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

'

#BE > ONTAP SelectEIBiAJ IR 2 1815 - ERIAEGERREFEVEFRHR » IBR—=ETHMm
EEZ1EONTAP SelectfiZEt AR —EEEH o NetAppiZRF BRI ERIH R R AN IR » LUE VMware
BEiERR — ST 2 MR ERERE - MAMEERR— HA HhpERZ RV ERSIRREE -

()  R#AEIRBIERIE ESX ¥4 LA DRS -

AHSEUUTER > LUT RN ZONTAP SelectE i 251 17 K BB FRA o WIRONTAP Selectz2EE =2 1E
HA % > B ERNFE RSN BE S7EILRAIF o

Getting Startad  Summary Honltﬂrltm!‘lgule Parmissions Hosts  VMs  Datastores  Metworks  Update Manager

“ VMHost Rules

- Senvices -
viphere DRS s Tree Emabia CanT Dakinas By
v5phere Availability This lestis empty

- VEAN
General

Disk Managemnant

Fault Domains & Stretched
Chester

Health and Performance
iSCSl Targets
iSCSI Initiator Groups
Confouration Assist
Updates

w Confeguration
Ganeral
Licensing
Vibware EVC
VI Host Groups
VM Overrides
Host Options
Profiles
V0 Filters

Mo VM/Hest rule selected
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

HIRUTEREREZ— » F—ONTAP Selectz= P HIM{E T Z{EONTAP SelectEiFarISEE A [E— ESX T L :

* H5% VMware vSphere 2R K B DRS » FEIEFR7E7E DRS ©
* B VMware HA 12{ESU EIEE MBI VM BIBB S > Rt DRS RARFMEIRRI#AES o

i5EE » ONTAP Deploy A& £ EE#EONTAP SelectEBHHEESHINIE - B » EERFTIZIESEONTAP
Deploy Het PR BUERZZIEMACLE !

UnsupportedClusterConfiguration cluster 0180516 11:41:100400 ONTAP Sefect Deploy does not support multipte nodes within the same cluster sharing the same host

EHNONTAP SelectiZE B E

ONTAP Deploy AJ AR AONTAP Selectz= & B SEEIREFTIE MISHEREIMRETF ©

ONTAP Deploy FBIEEFEIMISIAERIEMEBRHEENM— 7% » FZIEEZIEXONTAP SelectE#Hi42s © T
BT AR EEEEIEEEN M+ Bme
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster

ONTAP Image Version $5RE1 Licensing licensed
1Pvd Address 10.193.83.15 Domain Names -
Netmask 235.255.255.128 Server IP Addresses .
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

» Nod
Node oenodedSIP15-01 — 1378 + ¢ Host  10,193.39.54 — (Small (4 CPL, 16 GB Memaory])
WFEIEFENNAEREIZ(FININEMER - HNFEFERAFIEBEERETHE (RATHEM LHRZE

BE) o MRFBEMERFERMNHBEHERESE > MIRMERERY - BALEEREHBEMMTAE

RSN BEFTIE EIHABIONTAP SelectBR S > RIFIBIRTM (BRH#ERE) FIBEREEBERAHFH (
BEHETR) RUREEREEELL o AR » BIERIE SSD RFMEERE THLAFFRE (RBAMREIEEIEER)
HIONTAP Selectffifh - th ANSZ4RIE G EFA DAS MIIMNERE#T o

IR ARIE AR B T RIS E R M LURMERSIIN AT (DAS) fEfeith > RIAREERSIMY RAID E¥4BA0 LUN
(8Z1E LUN) ° BIFASHRF—1% > MREDEERSHILER - ISR RAID BHERIEELERIE RAID
E%%HEI’\J'I&;?E*EM c MIREBEIUMIFRS > WHERD THMFESHMERE » BIFEY RAID 8BRS B

MRERHEEFNAEXNNRBASZENRABERHER) AU EAERENIEERRBERMHE - BE
ﬁﬁ%ﬁ?&%ﬁ@%ﬁ%@eﬁ%omw Select WEEHHEFIEP I UABNRESER » BEAZRZONTAP Select&i #4895

YNERONTAP SelectEiZiE HA HE9—E49 » BIfEE E— L HANRRE -

£ HA i > SESREE S KRB RECHEMRMIERHRGRIA - 72803 1 PiEERTEEHICHER (8 2
) PETEAERIA/NZER - IXERERD 1 FFFABERHEREIEES 2 o H15E:R » TEEIRE 1 B ERIMRERIA
ZEARL 2 RYZERITERIRE 2 AR REUARAITFE o R ZERINNAGR 2 24 7 HMAETR 1 BVERHTE HA F(HEARE
R ZEFRE o

RARSIERE - BA—ERRIMNYE BRE - #iRh 1 LB SRSENEIER 2 - FIt > 8038 1 LIHZER (BrH#EE
) BUMBEAJRELENRE 2 ERTZERE (BRMET) AURLBEARFT o HAA)sEsR » FEME RS EARINZER » BERRREN
HARRIE R TSR AR RAID B#AEA/)N > BIAERERNAERTRE © BERMH RAID SyncMirrori&EFNTEECHERL £
HEEE RIS -

AEEN HA B EER L ERERERNAE - MRARITMREEFIILIRNE » SEMR—X - BREHEFHE
IR EE R E e M E ENRL IR INERIMZER o SERR PR RVEZRF I ERL 1 R RN _LERS 2 PREZEM -

R EESMERR » BEMMESMEERERM » SEFERERHE 30 TB B9ZE[ o ONTAPDeploy &3
—(EEEEHRLERE - SEMILBERHEFONTAPHAY 10 TB Z=fE o ONTAPDeploy ASEEIEACE 5 TB BY/E
@J%ﬁaﬂ °

TEEET T E2 1 B REFIIZIRIEN4SR o ONTAP ONTAP SelectiT SE &I _E{NERERMNEEFEE (15
TB) o B2 > HiZh 1 BSEBIATFE (10 TB) ARENEY 2 HSEBN#7FE (5 TB) - AN SEELERE B A EEhE R
MEIZA » FIEHE A B2 RE - ERHEEE 1 hRIGREEIINIRIBZER > MEBERMEERE 2 AR E2H

}Eﬁ o
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i

REN | ERFEEFAMERFRIN DR NZER

ONTAP Select o
Node 1 e
HA Pair

)

ONTAP Select
Node 2

/’f--_____-—-“'\ P
Node 1/Aggregate 1 S 4
10TB [ Node 2/Aggregate 1
5TB
Sync Mirror for Node 2 .
kel Sync Mirror for Node 1
10TB
Free Space in Datastore 1
15T8 Free Space in Datastore 1
e : : 15TB
R
Datastore 1 Datastore 2 Datastore 2 Datasfore 1
Total Capacity 30TEB Total Capacity 30TB Total Capacity 30TB Total Capacity 30TE

B2 1 EMBINREREIISEREGR T ERMHT 1 DRIGRTREUREREE 2 —29E/M (FERE LR
) o B—REHFIIEIER(EA T ERHET 1 DRIERM 15 TB el %R - TEIEET T 5 Z RIEFHISIRIENLG
R o IlbEF - EIEL 1 IR 50 TB AUEIREUIE » METE: 2 QIR IRIRI 5 TB ©

AEDM | B 1 AT REBIMBEFIIE (FE R D ECA A =R

[ ONTAP Select rt : ! ONTAP Select 1
Node 1 — Node 2
HA Pair

- — = Node 2/Aggregate 1
— 5TB
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TE  Total Capacity 30TB

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

BEMBZELHRERMNEA VMDK A/\AE 16 TB o 2EREIIR{EEARIERMNEA VMDK A/JMB2 8 TB o
ONTAPONTAPEZIRIEECHAEE (BB ZEHMEE) NEMEINESEREIIEREA/NE VMDK - B2 » B25EE
I EERARIEE VMDK BERAK/NARISHEIE 8 TB @ #IFHIEEXEAMSME VMDK R AK/NARGiEE 16

TB o

fEFBEkEE RAID HZ/IONTAP Selectfi &8

B > ETZITSEE A ARSI AEEE RAID BIONTAP Select BN BIRERE o IHEEERE R BN
DAS SDD EE&h32S > SLEERSNES RI LAEZA RDM HFEZ|ONTAP SelectE#Fif2S o

AR EFTRIE I UL 1 TB » {BEEAZEE RAID B » EIEUBRAIVRESEIGHN 1 TB o B1EFASEAFFE
FURTIEHARLAL - RERFRE T BRI ERAIEH R/ VEFE

AR E HA B > AR 1 MSREAERESM HA Y (6% 2) LB HERBEAIRRRE o ISR
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MizimEEIBERS 1 ER—RRBEFIE(ERMER - RlEHR  BRinfeEnaz ARHERER 1 ERREEE
TEENRL 2 EIREIRRMIRE - 237 7E6E0RE 2 EANINZssta] A E’J?’ﬂ:% ﬁﬂlﬁlﬁ”%%ﬂﬂ&ﬁiﬂﬁ%ﬁﬂ’]ﬁhﬁlJJJD#EPT’E
> It B EA R ERFESES

ONTAP Select& i’ Fii A #itibici% 20 21 7% AR A HIKHERNROEE « EROREMNENDEE - DEIR(FE
BIMBRENERA RS LBETIRET - SEHR LRI FRIFFHINNREAERGHIE FRRARIEE
RAVEFT o EIE > MERFNER D 3@ X )RS —EEAI Ut EAMRE R ERERDF @ XNBIRUZ -
RAOBFERNETER > EREREHBNTE - rRERER (BEREES 68 GB > HAHS
136 GB) TEJMaHAIR SR A (TR BRI 3 BIREIRE R D - ROFBFHEXNEFMEMEERR
HYRGRRIE EIRITAEE o

MRBRUMNERS > RN/ EIREEETUAR RAID 52 LUKRONTAP SelectfiZiE2 D@ HA HHY—
B ©

MRRREEEMEERARS > IFEZTE—EHMEE o R RAID BHEEKRZZIRAIRS] > BRI LR HEER
TR EIRA RAID 2#4H o iSHAEREITIE EIRA RAID B ENEMFASHAFFREBH BRI - I BTERHE
BREh E R AR R —(EETERVRRE o tbSh - RABEN D BB R/ MEFHE AR SERTIE EIRA RAID 2
A o g0 LFRIt - BRlDE AN RIGA/NAR - MREBFMENER DB ARIRE DT & - IR
RNNEBEER - A5 - SEMEESHRH—SDTEMRKFA -

It AT LUEFRRREAAR IS IR I RTRY RAID B¥48 » (FRAIRARSH 8D - EEEBERT » RAID BHEX/EEIRE
RAID B¥4EA/MEFT ©

ONTAP Select#ZMELIF
ONTAP SelectiZ R 77 MR =TT FASTIAFF IS BT ERRIBEE D, o

A2 HRET VSAN SUiBFIIRRIATIEAEESMIONTAP SelectiEfE NAS (VNAS) BPERESIEEAIE SSD B
77 (DAS) HJONTAP SelectlIR{EEF o

RELHEATH SSD BN ARTAIERN DAS 77# > MREFNE BBRURBLAFFEFE -
FRLIAFFRYVFFE - LUTAER SE ThAE SRR EBIETEERA !

* B ERIVER

* ERBREEERRER

* BREEEERMER

* BERE RS

© NEER R

* FERREREFER

* RERAEREHMER

A EERFEONTAP Select2 & ERAFMATRREFURRER » SHEMBIAMIEE ERIT RSS!
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<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel

Do you want to continue?

{yIn}: y

twonode95IP15::*> sis config

only.

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true
Cross Volume Background Deduplication: true

E1 9.6 RESHRASFHARONTAP Select » ENBEFRAEREFAIETE DAS SSD #F LE
ZEONTAP Select © IE4h » TEERIONTAP Deploy #E1THIIAREE R0 » TN B TEUBHTE
R BIEIE o NREFTHNEHERRME » BITEONTAPF 4R % BB EELIAFFREA(CTHAE R E
ENE B DR EFERENENE, o SRR SR B T IR LA o

®

ONTAP Select#FHEREE

TREE T RN BRETNERER  BEEERRANA » WERAMAEEZNA - AEIUANRRRREM

ERREEFOIEE o
ONTAP SelectIfAE DAS SSD (B4khksl=4k DAS HDD (FrEzFrl:E) VNAS (FrEiEtE)
XL")
48 FZEER = (F8R) = HfEAERERE = HfEAERERE
ERIREEERMER = (F8%) HIEER &
§32K NEtERGE (CxBE 2 HERERESESEE 2 HEREREEA -2
JEH o
?K NER4GE (BEERE & (F8:R) Z HERERBHEER B
A
B EB4E 1B 2 REAEREHEER 2 RERERERA
F
BRiEimiEE = = = HEAERERE
MBS L R 48 = (FE%) 2 RERAERBHEER g
A
BREREE =8 =8 V-2
EEANREEERHER = (FER) RiER &
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ONTAP SelectIh5E DAS SSD (B4khxEi=4% DAS HDD (FFA:=Fr]z%) VNAS (FrE#ZH)

XL")
LR AEEERME = (@R = BEAEREHEER 2 hERERERA
A
FERAEEERMBR 2 (%) ER g

[smallj#' ONTAP Select 9.6 Z1EHHIEFAIZE (Premium XL) FFAELEILE A/ (Large) ° BR » KEUEH
HIMEZTEFEAEES RAID B9 DAS BCE © 9.6hRASHEIAEIONTAP SelectE g2 A 1EFERE RAID #1 vNAS
BoE o #

DAS SSD SR EHRITATEEIE

F+4RZIONTAP Select 9.6 SLEFhRAE » H#F “system node upgrade-revert show IS ETRARE T » A%
BEEIRAMIRENRENERE -

EFHREIONTAP Select 9.6 HEBRAMNARA L > HREZRSHMBUNT S LBIUINHEEENTAEES
ERE T IR ERTTAMERE o EITONTAP Selecti2RIEFHRMNIR AL E BRI NHEEEE AL S
MEREEFRERER » B —LEE .
B
MRFHR Z RIEIRE LR ERI TSR > A :
* % “space guarantee = volume' REVE A E B4 - REABMEESEEMRAR SRS EES S
B o BLEEEIERTEFHARBERA ©
* %8 “space guarantee = none’ REFR1E & B4R o LLEERIEAARBEF o
* FHRE o RAHRE FNRENEERREAEE
e 2
MBHEFRZAHEEE FELARRAT BERHEERE 8
* &8l “space guarantee = volume FHREREBIEFRZER o
* %81 “space guarantee = none' BEIUBER SR S EEBTEMIFS o
* #8 “storage policy inline-only iGHRIER A BE) ©

- B AECERATENERRBOEIERERK ERBEE » BAE%E space guarantee = none ° B
R ERMARS RS ERERMIER o

B4
ONTAP Select43i& i< E45 14

Bt AEE AT ONTAP SelecRIGRYEARMRRITE o A% » RREMMNSHUZENR
Rt EANEEIR o

ERSARES

ERSER T BBBIRMEE S BB ISR ZIEONTAP Selectz £50E - HEBRARABRMNEKE 81FE
RS EERN T MM EEZAIRERIRES
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1 NIC =18
B{EIONTAP SelectEHit423EIEE XN T/ Bic & MENOEERERIE - ARRREBCANUTEERZE !

* FEERT BT —EHZ{EONTAP SelectEH#
© FRMEERESREEEREERR

* YNMRIFC B REHR AT HAk

* SR EER LACP

BREIRRECE

T ARRER IR EIEONTAP SelectifE - BIRSAREAN ERH S EERANERIARES
£t - MEFEENARRKERANSBRAE - IK%J&I%@%I

* SRR R R BR AN SMNER 4 RE 2 R RY 0 Rt 2
* BEREERNEIEMER 2 H RS ?
* ZJE VLAN ZaficE ?

EEEAEAE
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TERETR T AZPAEIKEIZIREH4E (ONTAP-Internal F;IONTAP-Internal2) HIECE o s5E 5 @ JEHEARKRE R
RIAEER & o TELEERES ° vmnic 4 1 vmnic 5 2FR—EE ASIC AR > M vmnic 6 # vmnic 7 RltEERE
ASIC EHEiRO o FEABEESRMNIEFRIRE T 2 EHRIEER - REIMNIRRAVEZBINRE - HRFEDIND
IR B TE M E RSP E IR AR 2 RIETTHRLIAM ©

% 1 %84 . ONTAP SelectAZfEIZIREH4EFCE

35, CHIAP etoenal . Exil Seftings
Propering Lzad balancing miE
m Teliwtts Hioumk G0 b 5 ool
Taffic shopeg — —
PGy ek
F oo oo
B e
hoive siaple s
W o
Standwy adapling
e
- R ;
d}":"_.||-=l
Lienpsied kil &
{ e ] i Ll i H P ]
E“ o

%5 2 #89 : ONTAP SelectM 3P EEIREFAH
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5, ONTAP Jermal? . it Seftings

Properhes
Saurry
[1aff shapng .
mhoven e
7 Ceer
Actwe gt
LR
Sandy sdagiery
™ Rt [
A et
il et
|rurid il i

o {
7= T H{ERE BB -
ONTAP- AP ONTAPAIES 2

JEENBACES - vmnicd FEABEECES | vmnic ~ vmnic5  JEENEBCES . vmnic6 #EAEAC2S - vmnic4 ~ vmnic?
s vmnic7 ~ vmnich

REH DI vSwitch M-S ENRIWEE IR

EFAMIESE (25/40 Gb) AR+ > EHRAVEHBAR BT S LRERM(E 10 Gb BECENECEIEEEM
ENfE(EERMEERSEACES - IS AIMEERRRAE - EEIREHENTNT ¢

AROEE 5MEB 1 (e0a~ eOb) KEF1 (eOc ~ e0e) MEB2 (e0d ~ e0f) 4MEE 2 (eOg)
BB vmnicO vmnicO vmnic1 vmnic1
Y iE vmnic1 vmnic1 vmnicO vmnicO

SESEECEMESE (25/40Gb) BiEEIZIEM vSwitch
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Hypervisor
services

Port groups

ESX -
Standard

vSwitch

ERAMEERRERE (10 Gb E/)) F > SEEZBERLKE —(EEEEkEN—EfEAEkS - BEmEER
SBNEIR A MR - NEEREERNZEIONTAP SelectsRfE o HHNEERLER » MIEBRREBATUEIH

VMNIC1 VMNIC2

Controller A

ERERIB AP B AR TR ENARRR ©

LUT a7 —1fB vSwitch BYECE LUK M EEZIBAE » EmEEiRIRE S SRIES HEONTAP SelectsEH)
REBFNSMNEREERARTS © B AIERAEER VMNIC B IERSREHE - BECEATHER » FILTE L EE iR -
HMERHBRE FT LA AR PO EBARER VMINIC © SMNERARERBYIBRAIMEIR - FEMIEEIZIEEF A 2 R RSB

VMNIC HH2ONTAP SelectE #4231 AAR PETHAR ERRETHEER EREE o

SEHMAAWEERERE (10Gb HELD) B vSwitch
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Hypervisor

services
vhics

Port groups

ESX -
Standard
vSwitch
VMNIC1 VMNIC2
Controller A
B7%E LACP 935 vSwitch

TEAEREFRMER AR vSwitch BF » AILUER LACP (BEENIFREEE) RECHEREE - M—SXEN
LACP ECEEKFIE VMNIC U E— LAG A o H1THRERERE RN BERE R A R E71E 7,500
F) 9,000 Z A7 MTU K/)\ o AEFFIIMIBONTAP Select{EiR FETTEIFIBEHAHE AR PREE o NIPAIER EEAR AR RIER
B (PEEE) BY VLAN o SMERA8EE AT LAMER VST ~ EST 3 VGT ©

LU EEFIEET 7 /6 LACP B934z vSwitch BZE

M LACP BfRY LAG &t
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

fEFRRA T LACP 973830 vSwitch RUSMIREIHIR EFHACE
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=12l

|Route based on IP hash -
|Link status only -~
|Yes 5]
[Yes =]

Select active and standby uplinks. During a failover, standby uplinks activate in the

order spedfied below.
Name 1 e
Active Uplinkes Mave Lp |
ONTAP-LAG Mave Down
Standby Uplinks
Unused Uplinks
dvUplink1

{EARUA LACP M9 81T, vSwitch B SREIZIR B 4BFC B
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(&) ONTAP-Intemal Settings - [of x|
- ~Policies -
[ Policles Teaming and Failover
Security T
Traffic Shaping Load Balaning: @) [Route based on IP hash ~|
VLAN . . - =
Pt - o DRt Junk status only =
“Hz*;:_‘l"?e Allocation Notify Switches: |Yes -
Miscellaneous Failback: |‘|’e-s LI
Advanced
Failover Order
Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.
Name ' .
Active Uplinks v |
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplinkl
O Cancel

LACP EX{Ti L3 iassEmizinst E%U&ﬁ
HREERAICERA LACP FYERIEE

o TEERTX vSwitch ERUFBIEINEEZ A » 58

®

ONTAP SelectE 23zl E
HER BRSNS IR EiF B RSt E 4 E ©

RER IS E R B IS SIASRAERER > BFEZE - EEANRELRIINTERRFNIMEZEB_E
VLAN fZEBFRREME BT R E L ERSERE -

BIETHASUEIHIRMERLE AP44IE o ONTAPONTAP SelectdMEBHRERLUBAMBA N EZE_BAKR T O o
—RE 5 2R E—EEIBEHAONTAP VLAN 1ZR EHREEIEIE - 3—E5E 21 VST B T8 EBEREE
BHATS A B IRIEISIR e0a o BN EIRIEONTAP SelecthR AN K& BB EREL N L ERELALE » BB RHEHRIERAS
eOb # eOc/e0g ° WRINBHRETEZE BRI B > B LITHRERCIRISEIFIBAEZEL VLAN FiitEH
AEFEY VLAN SBEH o

ONTAP SelectNERAEES M B LB BEE AN IP AU E R ER T EETER - BNELE IP MR A] KA -

FLREEHRE 2 MNAERENEEBE—5F 2 E{HEIREH o ONTAPONTAP Selecti S iRE 2 AR HEERL
AZTIE -
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HEREEIME

TEET T ZEREONTAP Select# & — BRI AEEARISIARBRKE © T‘Jtt%BWJEF' sEEREMINEIEERE
1FIBEFAERY vSwitch EAMBISER FEEERERIIFE — LFiRS - JRNFREZBEIEAR VLAN f

YIRS TRRRE o

@ HHHRONTAP SelectNEZpAF4E » 1ZsC BEEIZIBEHARRSTAHY o AL TERFIER VGT 1EA5h
EZR4E4% > (BILEIFIRAARERF T8 VGT #1 VST o

FEREAEREXIRIZHERKRR
Single Switch
Ethernet Switch
T R } WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Native VLAN 20
‘vSwilch 0

@ EUECE R > HA MRS AERHE - RFIEE » EEAS AL - UM LE RSB E
SRR -

ZEYIRATHats
YNRFBEER © EEASEE RPN - TEIFETR T ZEHFONTAP SelectEE R —EMRLAIREHRLE ° N

ERFNSMERIEIRIR BHARVARER RENER B A RN BRI - UFREEAERRE—EIEKIRGRHENTEE - iR
R FECE T ERERIRRE - UM LEEREREE o

ERZEERIRERIERRE
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Virtual Port Channel (vPC)

Ethernet Switch 1

Ethernet Switch 2

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external

vSwitch 0

ONTAP Select&E R HEIE NS 0B
BERRENESIENSREMTIERNE 2 B4 -

ONTAP Select/MP4EEREEZASER (CIFS - NFS #1iSCSI) - HIEFES! (SnapMirror) & o ZEONTAP
H=EF > SEEVNTENERERNEERZD » ZIBOXEREEERARERE L - ZEONTAP Selectiy%
ERZAEC B > BUE IR IS E AEIZIE e0a # eOb/e0g ° (EEMZAEF » B EHIBINIEE S eOa
eOb/eOc > HENEIFIRAMRE AR AR ERTS

NetAppiZER BRIREN SRR EMMBEEIBEB/IE 2 B4R - TEONTAP SelectiRiZH > ER]LUEBER VLAN
RECRER o LRAILIEBRTEA VLAN IR E IR EHAS MG ER N T E ~ 1 (R e0a) REFHEERE o
A% > ISR ERRIR eOb # eOc (BBENEAESE) LUKk eOb 1 e0g (ZENFFESE) 1EREIGHVEIRBEERE
WEFPRE o

MRASHERE N ABRY VST RS FEASA > BRI REER —EEHERE EHETH LIF NEELIF - 53
It > SEfERMA VGT BRAZ » Hp VLAN RS0 ERIH ST

fEFONTAP Deploy AR » #7AB1B VCT DB I SIZMEE - ILBREANATERERTE
SERRIAT ©

fEF VOT ML EHEEER » BA—EREIENEIR - TLHMEELET » HFEIE IP {ULANRTEONTAP
A AZARI RPN SNER - Bt - HEZEMREE LIF (ERIR e0a) BYEIRIBMEESZIR EST # VST
FaC o IESh > MR EEMNBERRELERR —EEEIREE - JIBELHMEE(EXIE EST/VST -

VST # VGT mifgsk EHEIRIIR 4% - TEBR T E5—&HE VST » HFREFEBNECHERIEEHETE vSwitch
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[BHEATIZEE © (EULERE S » FBEMEEIE LIF 15 R4ONTAPEIZIR e0a » WE AR RIVEIRIBEEAIESS
VLAN ID 10 o ¥} LIF $5k4AEIEIE eOb MU eOc Tf e0g > MifFF S _(EEIZIEEFAASE VLAN ID 20 « =5
EIRIR(E RS = (@& R E#4H » IS VLANID 30 £ °

£/ VST DEE BRI EIR
Ethernet Switch
PortGroup 1
Management traffic
VLAN 10 (VST)
e PortGroup 2
Data traffic
vomse | voans VON 38 VLAN 20 (VST)
- e e PortGroup 3
Cluster traffic
VLAN 30 (VST)
Data-1 LIF:
Clust tLIF: /
R  1521680.124
; Data-2 LIF:
Node-ma tLIF: /
1000024 st
TEERT R &SR VGT » HFRONTAPE#HME AN ETERERIT AT VLAN EIZIBIESEME © fELLE

Bilmh > EHIEEE e0a-10/e0b-10/(e0c 5 e0g)-10 #1 e0a-20/e0b-20 I F? EHitkISE1FIE e0a 1 eOb 2 £ o It
AL B A FFEIZTTONTAPRER I TAERRAZED » MARTE vSwitch B#IT - BIEMER] LIF (IR S ERERE
:E RMAFEE—ERIEIIEIRENE—DHEITE 2 BMSD o £8F VLAN (VLAN ID 30) {HTEERZIBEAHBIZ

=1ll'g

E i

* EREEEAIEERSE P EEFLHER - MIRFTEE—DHVEERBENZHEMAPINEE » AR VLAN
BIFIR D EEI BB/ BEET IP 2 o

* BEXIR VGT » ESXI/ESX IR ER IS /RIERZBRSSIAS LD HEIRIR - BIREIERINGRNE
FHRBHEX AR E VLAN ID 5874 4095 » LUEBTEERIRE¥AH FRUARAETAE -

£ VGT ETENMEE R
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Ethernet Switch

EENE

PortGroup 1 - No tagging at Port Group Level
Management traffic
VLAN 10 (VGT)
Data traffic
S VLAN 20 (VGT)

PortGroup 2

Cluster traffic
VLAN 30 (VST)

ONTAP Baisot VM

Default m
e |

Broadcast Domain: BD1 Broadcast Domain: BD2 |

Cluster-management LIF: i a0 |1 eln0 i o020 || etb20 E Data-1 LIF:
10.0.0.100/24 | ! 152.188.0.1/24

Node-managementLIF: - Data-2 LIF:
10.0.0.1/24 152.168.0.2/24

= n] F%ZEE
ONTAP SelectES r] 4B E
FERE R AMEE > ACNIRIEEEREN HARE -

BEFFPREREAEA LA SN EERFEREBBIETESRERE LNENRTEENRASE - BHEE
B FHAESTRVHAE AT KA R - IREZEREEB R (RPO) NS RIAM (HA) RS el RER A R BRI
BERPEATAREERERER

RA—ER5> SDS HIZELEERAZRENHSZ L » BB ERERENRHEENEPHEFESERRER IR
RIZHERIE Y © ONTAPONTAP SelectER LEATIRERE » (EFONTAPIREMELZ 8 R INEE (RAID SyncMirror
) EFERERREEIMNIEAEENEIE c ERERE HA BNIRIED o 5 HA HERERECEREEREIZ | —

EfEAMER R ERETF L > S—E7E HA SERHIRHINGEEL - TEONTAP Select®B & » HA RIS 1R E4S
EE—HE > MEMINAEREDRESRILFER - AL > AP ENINEETESHMERTAIA °

@ TEONTAP Selectz=5%H » FFERINFER HA BIRMINEE » MAEIERD SnapMirror
F SnapVaultiER5 | ZENER R - BT ERAFEBILI HA £ °

ONTAP Select HA BfB1ERIEMTE | ZEIRLESE (HERRS « /NENRLEC/\EORL) FILERIEE - EFLONTAP
SelectiERVRRE R ERSNBRMEIRTS RALAIGKEE - ONTAPDeployONTAPHZRRI{ERHECERFIE %
BiFE HA ¥ RVTRERAMESS o

TERRTEMERE
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A &R Imah A es A 156 A A HIE IR (HRV L BN REONTAP SelectfE%

ONTAP
DEPLOY

Mailbox
DISkS///
o
b

Max Latency: 125 ms RTT - W
Min Randwidth: AMb/s -
ol |

@ LEIBLONTAP Selecti# 82 —{E HA B —E:ARR4EM o 72 HA B > SEREHDE EaER
BANBRASHEG > FILERELIEEE  HREAEE o

ERAMEIZEFRINERONTAP Select& 5%

* FUERZEONTAP SelectfEB¢ FaFI{E HA $H4RRL  AEPESHN/\AFE5BLEE ) E = (ERIIIE HA HHAR - TES1E
HA $iv > S{EREGHY FNERBEARERSEE > FILAEREREEE  hAMEKEH o

* EF DAS #7765 > BRSMEARSS L RAEFIE—EONTAP SelectBE I © ONTAPONTAP Select®h ZH R4 Z

EBERER -
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LEIRL HA ELZEEL HA

BIFASESIARTE » HA HHBIONTAP SelectBiRAEIEB IP MHRRETTEN - ERMKE P ERFEERKE
(SPOF) » (AL » B LEAERR DB BERIB A ARtV EE A HE © yﬁ”%#%iﬂﬂ?x%ﬁ’%ﬁﬁa » RlAaREE
IR =N E L EFMEEIL - EEREEMRIBONTAP Deploy Eiit st E N RBRR RIS KR EIRIERN
KR o

ONTAP SelectEiZEFHIONTAP Deploy H7TARFE 2 BV OBMABR R EM/ ) B B B384 > EIEONTAP Deploy VM
AILGGEETEELONTAP Select& BBt Z ERERIE R L) ©

ONTAP Deploy FEHHSSTE 75 TR I IEEOLMARESS » IS0 ST TR0 —805) o O
BRI AT - SEREER BRI - EONTAP Selectit MV HIEHB I
(D) 8 Bt > ONTAP Deploy BRIRRESAEER HA BEYSTEONTAP SeloctE RS54
o AT RIFHEGRERTT » HIEBRERS SMbps » RAHERS (RTT) IBEERS 125

%*’l‘ °

AR 7T EAEESFIONTAP Deploy E#HEASE BF o nl SER A HIAF A » BT LAEFAEEBNONTAP Deploy E#iik2s
RIBREHMBBEMNE - ETEIFHHIONTAP Deploy [EiF%ISHEEZEIEONTAP SelectfiZh » {BRIUINE A
%%ﬁﬂﬁiﬁ%ii o ONTAPONTAP Select&iZ5EAONTAP Deploy FE#itkes ~ RRE2ER IPv4 LR iSCSI 17
SERLAY © ONTAPONTAP SelectBiZhEIE IP {IIL/ZENEN2S © ONTAP Deploy E#Ei%23 IP (iEBAE - At
Y‘L:z%n%%‘%ﬂ% ENZLETR P (A8 IPv6 (il o TR S ENEL R &S » %QEQEQJL_LONTAP
Deploy sEBRIER4-hERE » WG HETEH A IEREAIONTAP SelectEIZEEIE IP il - BEARBERE BT EEHHN
17 BERE—SWEIRIRE - BIIEEMONTAP Deploy B2k EMTER MRS o

MRBAREERIGARRUE - AFE2NITEIRIRIE - BMERIBONTAP Deploy [E#R#AFER » AILERZSE
fh#k o (B2 > NetAppZZ LT BELHIEEBHICERHIDONTAP Deploy Hi}E ©

%4 HA ELE8EIEE3ER HA (MetroCluster SDS)

BILUR S EIRE T 8/ T ) HA REIRR T EIERVEERE » WA sER S EESRMETEAERNE RO - SEREEN
LEREEFE (thiBAMetroCluster SDS) ZfEIRME—&RITEN Bk Z FEIRVARRE 2 EERE o

=]

’*’*Eﬁ%?%m%ﬁﬁﬁ@ﬁﬁ%uﬁ"ﬁﬂ:ﬁﬂﬁlﬂlt\ﬂﬂ‘ﬁﬂﬁ 300 ARMAM=E - B > mEMRISARRE—ER
IR —AEHABR EIEAS (ISL) ABBE ARy LIT3EK -

E&ifiMetroCluster SDS E15EIRLIE_FAEEEREIE 300 AR (REIEM ~ FEZEMHARERPL) BB
£ o LS > SEENRLRY E1THRER BB EI BRI ER3LHES ° MetroClusterMetroCluster N EH FAHE
2 o BR > KIRIEWMELE (RTT&RA 52 > HE&EK 5 2% > 485 10 Z1)) M¥IEERE (RAX 1028
) BIEXK o

MetroCluster SDS @—IB#REINAE » FEE Premium EAEDE Premium XL 21 o PremiumiiEsz #8217 H/)\EY
EE%2S LUK HDD #1 SSD {#f2 o PremiumXL FFr]:5i2 1527 NVMe EREHES o

MetroCluster SDS zigAs#iiEZ{#1F (DAS) MEAFHTE (WAS) ° 5552 > HXONTAP SelectE

@ AR B AT 2 EARAE > WNAS BRERE AERENEBILEE ° MetroClusterSDS ECE #%
AR R RE 10 EFHEER - HEhEEHRARGFEER - a:ER » (212 Select EH#E
tas 2 BRVER R R » RARNELERERR » ERARKFEER A o

ONTAP Select HA RSM 126 E &
£/ RAID SyncMirror (RSM) ~ SRIGE ST E ABRKHIEBERBESK ©
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EZER

ONTAPE R A (HA) HAZEN TS B S 1EBR A2 L o ONTAPONTAP Selecti 221 1ER I IEH B
Fa AR AR s satE - FIFAONTAPH1R{AY RAID SyncMirror (RSM) THEETE £ 2L 7 RIENER &R » TES
AN (HA) HHiRHMEFEREENEIK o

BAR@RSNEHMEETUBEMEERFC - BAEZER - SF2R"EHRIERE HA (MetroCluster SDS)

H‘f:tﬁﬂjz °

REBERS

ONTAP Selectzz8H 2 % 8 {EEIRLAARL © B1E HA ﬁ@aﬁlﬂlﬁlﬁﬁﬁ%éﬂmﬂzk ) BB 1P ERIBERE D RG
IESREEEREZER > THRENRSHEY SEENRSEIIBRETEHEE -

ONTAP SelectzZ2£HHFIE RSN BETRG » WEEEEMMMEERRRAEN RN » WEEEFERE
MRS o IR BE BEER S (SPOF) o ONTAPONTAP Select# &£ TR S EMN HA B ESEENEHR R EH LT
IR > MER LU AR

© —HRASHHERE (FHERIONTAP SelectBfiZhiz i)
© —HEERGHER (R ERIENRSAY HA BHHIR A

@ AREBRER S AR R EHERIIA/ AR - EERGEAE 0 ME 1 (D5FRT
FHRGEENERREGE) - BENSRVECNZEDIERFAAR o

B AEIRREONTAPE BN TIF A NA B REHAE o ZEHEAITONTAP Selects S RIFRA IREAIR M H i
i - REESERNAERIANREGRIE - Fit > 83 N EERERIRSREAER N2 ERHNE—7F
# > ARE _EENEAMNEE SRR L -

TERETR T MERSONTAP Selectz &R HA # - WEERF—EFRS (AE) > SEAREMIE HA BCHE
BERGETE o WWERIR S MR ER RN | —BAHEHER > HONTAP SelectFiB a5 iR, (Plex 0) f2fit ; —
MR IR - FREEEBECE ENRL (Plex 1) fEfft -

Plex 0 2 ANFRFIB AR GETFR o Plex! ERANREFREGHEE BI&ERFEAEENE _EEXE
REVHERR) HIREERS - AR SN S HERIZHAS Plex 0 > MEXENRERY HA BCH ERRE S IAIRIZ (4G Plex
1o

TEHE—EEEMERENRERS - WRSNABTEMEZENT 2 EETRG » AR NET-1.1 K&
£ Plex 0 7@ > Eimhiik NET-2.1 IRETE Plex 1 f&FWET o 7EULEHIF - RSB AINRERRFRE
» M FAASHETARE NET-1.1 F1 HA BCHERARHARR NET-2.1 ©

* ONTAP Selectizfg &
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HA Pair

Disks mimaored
over IP network

. Plex0 Plex 1

................................................

aggregate: test

SBBONTAP Selecti 8 » R4t LIFT A BRSNS ABISTAERY Plex » TIERERS
() s SRR B o ERTLUN IR SN ATAASEIRN Plex » AIBEBEELVH
BHARIRE o
BAKIE

=EMNAZBNENEIRRY REUKRRRKERHNERENERNEBAT AFEZONTAP Selectz=EHE
BEFTFANBREAEEATE o BB MIERKE :

g-C
- T4

o BB MR A FRBBEL LIF 17 » MIRTHONTAP Select BRER G EMERENVRAMAHIE »
REBAEF R o 7 HA RS > BT —{ERINIS R > RABENVRAMFA EE BIERESD A1)
152 B RHARB S £ HA BBEE o LR AT RERIE AT BAR AR AR - HA FDBEPRS LAV
iR -

REARBRIZENVRAME > ONTAPEERRR LD EIENA BB EH R ERLER » L2 FERREREE o
B2 ETE R B RMIR B AVREME L3 E—R > FEE HARCH AR 3L -

TERET T EAONTAP SelectEiBiHRE ABKIE ARBIE °

* ONTAP Select® AR TERIE*
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.
=100

ONTAP Select A ONTAP Select B

NVRAM

& .| Plex1 ﬂ ;

______________________________

BARAEREEUTTER

* EABEBONTAP SelectfiZh A FEEREE N EEARL o
* EAMEEIZTTIEEL A FINVRAMIE SR 5 E HA BEAEEREL B o
* EmME HA BiZ5ERHIR 1/0 B3R % » AR T W RE R

ONTAP SelectfNVRAMZAREIE KRS (ONTAP CP) EHEL T ER !
BARFRERNVRAMBA EHRERES o
* RRSIZEASRELMERNTIME plex
ONTAP Select HA 1385 {RE
=R AN (HA) EEROBE ~ HA S35 ~ HA OBk ~ HA P& A [CERThAE PTG sa B kHRE o

FARRC B

BEONTAP Select HA ZRIETE D FI M T F4RFASEESIBVETF A2 TURBERTE » BEE LA - HPh—EHIINE
ERHERROBURHIRER > B2 — IR EREENT A 0 R RIS TE Yy AR LA R S 2 R
1)%7% KRG REHENENER - BEHERKESE  ERBENREDAH L EERITHBREREER

ER HA Bt AR ERIZILARFT o ONTAPZEB— AN IR RCOBMETIZREIRE—2S o ONTAP
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BMAEEFREIAT  cREENMANGECRASNERREFIUE - SAMNEHRERRE - tmaEEE
R PR RE fihk

EEAE T HA ZRIBRIFASIES £ > ONTAPEBLU T 75 ARG E

* SCSI HFATERZ
* 3 HA TTEhiE
* BB HA BEEX HA RS

#AM > 7ZEONTAP Selectz= S REIARET - BRI RFEE EI B SRR - A2 HA EcH BRI A1
7 o At - EWRDEMRE HA BRNES—AIR > LIS PSSR ITAN AR EEMER -

AR AN ANE RS AEEAER - BNRE—ERNERELFIRIBAIRIVFAMBS A o ONTAPONTAP
SelectiE—iRR T A MIEFAERINE > EHAENTRBR DGR TERRS X - ANHERREEAATA - EItH
fRE BB NAS TFENERFEHAIRRTE AR © BEHIR N MERERED - BIFEHRREDFRES > WA
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http://deploy.mycompany.com/api

TYERF2 1 . 1£ ESXi 72T ONTAP Select&E EiEL (L EEEY

R LATEH vCenter BIERY VMware ESXi 14 EEIZE B EIREONTAP SelectiE &R
2 EAFTHEET A B2 ILRY o

EERT TERRENTIER FERFR :

* ESXi ¥R vCenter B (i F1%)

- BENERSENREH

- REBHBEEARES > TEEE SR

* £ KVM E#RE SR EERENIAN VMware ESXi
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1.:3f} vCenter {AfRES /&5

ZREE M vCenter [RIRESE EEAY ESXi FHERTF » BTEEM M 2 BIFTIL/RET © 2418 » Deploy BIEABENA
LUE A% /&:EM vCenter #E1TER:% o
ezl

HTTP &3 INER
e B34 IBREIEE
bEezi

curl -iX POST -H 'Content-Type:
-d @stepO01

application/json' -u admin:<password> -k
'https://10.21.191.150/api/security/credentials’
JSON #A (1)

{
"hostname": "vcenter.company-demo.com",
"type": "vcenter",
"username": "misteradmin@vsphere.local",
"password": "mypassword"

}
TEEE
IEED
B

* (U EERIREREPAYESE ID
* fEEHR

2 FMER RS BRI

BB — (B RN S B IRE R 1 > HhE ZONTAP SelectBiBLHI ERHL 2SS T2 14 E 31T ©
E=Y] HTTP &z INER
i3 LI e

¥k

curl -iX POST -H 'Content-Type: application/json'
-d @step02 'https://10.21.191.150/api/hosts"

JSON #A (8% 2)

-u admin:<password> -k
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"hosts": [
{

"hypervisor type": "ESX",
"management server": "vcenter.company-demo.com",
"name": "esxl.company-demo.com"
}
]
}
MTEEE
IEEL
ot
* (UEEIEZEPREH ID
* EEHR
3B

EIIONTAP SelectZ& &K » st MEANREREL B Deploy BENEERLRME

Bzl HTTP &z INER
i3 P IEEEE
¥

HNEENELERE > T2 node_count FERTEA 1 ©

curl -1iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @step03 'https://10.21.191.150/api/clusters? node count=1"

JSON E A (FBF 3)

"name": "my cluster"

TR
F%

wit
* (UBEERIREPAIESE ID
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4.FCEER
EECE SR » G RIRMHAERML -

a5 HTTP &9 INB&
= (B2 IEEE%/{cluster_id}
¥k

TS BRRMHERES ID o

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step04 'https://10.21.191.150/api/clusters/CLUSTERID'

JSON &A (FEF 4)

"dns info": {
"domains": ["labl.company-demo.com"],
"dns ips": ["10.206.80.135", "10.206.80.136"]

by

"ontap image version": "9.5",
"gateway": "10.206.80.1",

"ip": "10.206.80.115",
"netmask": "255.255.255.192",
"ntp servers": {"10.206.80.183"}

AT 4ER
m%

wh
RAEEMA
CRIENE LR

%ﬁ%ﬁﬁ% > Deploy EIEAARENE BEIELEHRHAAIEN LTS - LOHATIBREISIRD ID » ARA ERE
LT

gl HTTP &5 I)VER
i3 15 [# 5 {cluster_id}/EN%E
bl

CRARIRIEERE ID o
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curl -iX GET -u admin:<password> -k
'https://10.21.191.150/api/clusters/CLUSTERID/nodes?fields=id, name'

T 4ER
F%

wit
* fEsEErEEE A A — ID ALTBAVE —EHR

6.0 EERY
T BRI E AT E - E2ANEE R =18 AP ML HYE—E o

Vil HTTP 557 INER
& INE& [#E/{cluster_id}/EI2E/{node_id}
¥Hh

/AR Htase ID FIEEL ID ©

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step06 'https://10.21.191.150/api/clusters/CLUSTERID/nodes/NODEID'

JSON E A (F 5% 6)
RN EIREEONTAP SelectBNEEEHEITAI T ID ©

"host": {

"id": "HOSTID"

b
"instance type": "small",
"ip": "10.206.80.101",

"passthrough disks": false

T 4ER
F%

wi
REEA

(R ENE LT R
s B! BB EIRL = S P ENRL(E A E R E1EEER - BEMEETERARINEES -
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=Yll HTTP /57 IINER
i3 =5 [E&EE/{cluster_id}/Ei%E/{node_id}/484%

Eo]::
/AR itaEse ID MEREL ID o

curl -iX GET -u admin:<password> -k 'https://10.21.191.150/api/
clusters/CLUSTERID/nodes/NODEID/networks?fields=id, purpose'

T4ER
m%
- TEATIRIEUE - SESRIREEE —4RL - CIEK— 1D AR

8.FC & BNRLAEAR
AR E BRI EEER - BEREERETEAMEHEES -

() T APIIFURR » SEAER—Z -

851 HTTP 157 IR
i (25 /&£ /{cluster_id}/&iB5/{node_id}/4BE&/{network_id}
bec:i

R AR EE ID ~ EfiEh 1D F4ERE ID o

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step08 'https://10.21.191.150/api/clusters/
CLUSTERID/nodes/NODEID/networks/NETWORKID'

JSON #A (FEF 8)
CEERHERAIRTE -

"name": "sDOT Network"

AT R
ik
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wih

FCEMMIRE—D BEZFHEM o (K] LUER vSphere Web Client 5% Deploy REST API 3RHE R A] FRRI#TF

REER
9.FC B ENRL T
Ao
85 HTTP &5 INER
i &4 [#5 {cluster_id}/EiEB5/{node_id}/4BE&/{network_id}
Heh

A JRIRHEREE D ~ BiRG ID FNAERE 1D o

curl -iX PATCH -H 'Content-Type: application/json'
-d @step09 'https://10.21.191.150/api/clusters/ CLUSTERID/nodes/NODEID'

JSON #A (FER9)
HAREA2TB o

"pool array": [
{
"name": "sDOT-01",
"capacity": 2147483648000

AT 4R
m%

wih
REEM

10.2PBERE
HEMEHALETTHE > I USEBEREET ©

=Yl HTTP &5 1IN
i3 HPE [#EE/{cluster_id)/ZRE
¥ Hh

A BTRHERES ID o

-u admin:<password> -k
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curl -i1iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @stepl0 'https://10.21.191.150/api/clusters/CLUSTERID/deploy’

JSON &HiA (FEE 10)
RN EIRHONTAPEIEEMRF FIREE o

"ontap credentials": {
"password": "mypassword"
}
}
T 4ER
IERL
ot
* REHR
e

"ERZEONTAP Selecti®=5/Y 90 K EHEH"

&R Python 7£EX

7£fEMA Python 7ZEXONTAP Select Deploy APl Z Aij
EITERGI Python RIZNZ Al > IS BEEEHIRIR ©
E¥1T Python RIZAZ A » W/ERERIRIRACE IEHE !

* PEREE Python2 B HTEFKRAS - WHARXAEEEM Python2 17 TR - EFFEZAINSIEE)
Python3 » BIRIETHEIERR -

* WIAZEE Requests # urllib3 BRTUE o AT LURIR B SIRIE(E A pip siE M Python EIET A
* FITHIZAME B i T RiL % BEEBEEONTAP Select Deploy FEHi 4 23MIAARR1ZEVEIR o

tE4h > IR BEBUTERH -
* Deploy E#E%2389 IP firit
* Deploy BIESIRFNEHRELBNZNE

T fZONTAP Select Deploy K Python filZs

£ Python BIZRI BN ISHITZREARBIETRS o EEFRERE Deploy BRI Z AT > EZ%k
T PRSI o
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w RAVREHEE
BLEMARIR AU T HESE
* REPIRER LR LFNMERIT SR UIEEAEREENT P IRER E#IT Python WA - BEAEZER
» SRR ZA
* #% CLI BAS ¥ SENAEEEHASHIE CLI EITIEH -

* EINEAE SERNSEERIEEBREN—EEALE - 2IIMFR=ER > H/RIRRMH JSON REE ° #il
BNRLFTR] S8R » AR M ARMBIFT AT sE st o

s [EREAEELE BEATEEL deploy requests.py Ba—ELER - EREENZAEAFMGER o
fERVR-$:cd

SR UERMIZA cluster.py EIZONTAP Selectzz£E © 1Ri% CLI 2##1 JSON HAERNAR » ErolUIRIEEE
IRIBECKII A » 0P -

© ERHESEEIEREN | AT UEER ESXI I KVM (BURER Deploy r7s) o ZBEZF| ESXi BF » [EHi4II IR
AT LAH vCenter B2 » A UEATRIL T4 o

* BEX) ERIUERE BRI S IR EE o

* FHEREEF AR SR UEREHBENEEFAIERSERE ©
ZAH CLI BMAZHEIE !

* Deploy fAIARZ3BYEH BB IP ik

- EEE AP IRSRES

* JSON REERATE

* S RS AIRE
I ENRLST AT R

NRICERNESEEER > AINBEFEANZA Tadd_license.py) A SEERIILFOIE o MAINERBREZA
HZBHIE A E o

ZMAH CLI BAZHEE !

* Deploy {AIAR2SHY E 1 FELE IP (it
© BIEE AP IRSRIZENS
© PRI R TR
* AEMLISEEIRINONTAPERE %
* ONTAPHEBZHS
fprERE
R LUE BRI delete_cluster.py MIBRIZE HIONTAP SelectzEEE ©

ZAH CLI A2 HEHE
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* Deploy fRIARZZAIEHREEL IP fiit
- BEEERAPIRSRHES
* JSON =R EZRI %

Python f2z{EE &5

FAREEIIONTAP SelectEZ &£
] LAEF T YR ZR R 2SR EZ AV 2 (A0 JSON B ANERIIEE o

#!/usr/bin/env python

File: cluster.py
(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

S S S S Sk S S S S S S S S o e

import traceback
import argparse
import json
import logging

from deploy requests import DeployRequests

def add vcenter credentials(deploy, config):
""" Add credentials for the vcenter if present in the config """
log _debug trace()

vcenter = config.get('vcenter', None)
if vcenter and not deploy.resource exists('/security/credentials',
'hostname', vcenter]

'hostname']) :
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log_info ("Registering vcenter {} credentials".format (vcenter|

'hostname']))

data = {k: vcenter[k] for k in ['hostname', 'username', 'password
"1}

data['type'] = "vcenter"

deploy.post('/security/credentials', data)

def add standalone_host credentials (deploy, config):
""" Add credentials for standalone hosts if present in the config.
Does nothing if the host credential already exists on the Deploy.

mwn

log _debug trace ()

hosts = config.get('hosts', [])
for host in hosts:
# The presense of the 'password' will be used only for standalone
hosts.
# If this host is managed by a vcenter, it should not have a host
'password' in the json.
if 'password' in host and not deploy.resource exists (
'/security/credentials’,
'hostname',
host['name']) :
log_info ("Registering host {} credentials".format (host['name
"1))
data = {'hostname': host['name'], 'type': 'host',
'username': host['username'], 'password': host]|
'password’']}
deploy.post('/security/credentials', data)

def register unkown hosts(deploy, config):

Registers all hosts with the deploy server.
The host details are read from the cluster config json file.

This method will skip any hosts that are already registered.
This method will exit the script if no hosts are found in the
config.

log _debug trace ()

data = {"hosts": []}
if 'hosts' not in config or not config['hosts']:
log_and exit("The cluster config requires at least 1 entry in the
'hosts' list got {}".format (config))
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missing host cnt = 0
for host in config['hosts']:
if not deploy.resource_exists('/hosts', 'name', host['name']):
missing host cnt += 1

host config = {"name": host['name'], "hypervisor type": host][
"type'l}
if 'mgmt server' in host:
host config["management server"] = host['mgmt server']
log_info(
"Registering from vcenter {mgmt server}".format (**
host))

if 'password' in host and 'user' in host:
host config['credential'] = {
"password": host['password'], "username": host['user

log_info("Registering {type} host {name}".format (**host))
data["hosts"] .append (host config)

# only post /hosts if some missing hosts were found
if missing host cnt:
deploy.post('/hosts', data, wait for job=True)

def add cluster attributes(deploy, config):
""" POST a new cluster with all needed attribute wvalues.
Returns the cluster id of the new config

LI |

log_debug trace ()

cluster config = config['cluster']
cluster id = deploy.find resource('/clusters', 'name', cluster config

["name'])

if not cluster id:
log_info ("Creating cluster config named {name}".format (
**cluster config))

# Filter to only the valid attributes, ignores anything else in
the Jjson
data = {k: cluster config[k] for k in [
'name', 'ip', 'gateway', 'netmask', 'ontap image version',

'dns _info', 'ntp servers']}

num nodes = len(config['nodes'])
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log _info ("Cluster properties: {}".format (data))

resp = deploy.post('/v3/clusters?node count={}'.format (num nodes),
data)
cluster id = resp.headers.get('Location') .split('/"') [-1]

return cluster id

def get node_ ids(deploy, cluster id):

''' Get the the ids of the nodes in a cluster. Returns a list of
node ids.'"''

log_debug trace ()

response = deploy.get('/clusters/{}/nodes'.format (cluster id))
node ids = [node['id'] for node in response.json() .get('records')]
return node ids

def add node_ attributes(deploy, cluster id, node_ id, node):
'''" Set all the needed properties on a node '''
log _debug trace ()

log_info ("Adding node '{}' properties".format (node id))

data = {k: node[k] for k in ['ip', 'serial number',6 'instance type',
'is storage efficiency enabled'] if k in
node}
# Optional: Set a serial number
if 'license' in node:
data['license'] = {'id': node['license']}

# Assign the host
host id = deploy.find_resource('/hosts', 'name', node['host name'])
if not host id:
log _and exit("Host names must match in the 'hosts' array, and the
nodes.host name property")

data['host'] = {'id': host id}

# Set the correct raid type
is hw raid = not node['storage'].get('disks') # The presence of a
list of disks indicates sw_raid

data['passthrough disks'] = not is hw raid

# Optionally set a custom node name

if 'mame' in node:
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data['name'] = node['name']

log_info ("Node properties: {}".format (data))
deploy.patch ('/clusters/{}/nodes/{}"'.format (cluster id, node id),
data)

def add node networks (deploy, cluster id, node id, node):
'''" Set the network information for a node '''
log_debug trace ()

log _info ("Adding node '{}' network properties".format (node id))

num nodes = deploy.get num records('/clusters/{}/nodes'.format
(cluster id))

for network in node['networks']:

# single node clusters do not use the 'internal' network
if num nodes == 1 and network['purpose'] == 'internal':
continue

# Deduce the network id given the purpose for each entry
network id = deploy.find resource('/clusters/{}/nodes/{}/networks
'.format (cluster id, node id),
'purpose', network|['purpose'])
data = {"name": network['name']}
if 'vlian' in network and network['vlan']:
data['vlan id'] = network['vlan']

deploy.patch('/clusters/{}/nodes/{}/networks/{}"'.£format (

cluster id, node id, network id), data)

def add node_storage (deploy, cluster id, node id, node):
''' Set all the storage information on a node '''
log debug trace ()

log_info ("Adding node '{}' storage properties".format (node id))

log_info ("Node storage: {}".format (node['storage']['pools']))
data = {'pool array': node['storage']['pools']} # use all the json
properties

deploy.post (
'/clusters/{}/nodes/{}/storage/pools'.format (cluster id, node id),
data)
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if

'disks' in node['storage'] and node['storage']['disks']:

data = {'disks': node['storage']['disks']}

deploy.post (
'/clusters/{}/nodes/{}/storage/disks'.format (cluster id,

node id), data)

def create_ cluster_ config(deploy, config):

Construct a cluster config in the deploy server using the input

json data '''
log_debug trace ()

def

cluster id = add cluster attributes (deploy, config)

node ids = get node ids (deploy, cluster id)

node configs = config['nodes']

for node id, node config in zip(node ids, node configs):

add node_attributes (deploy, cluster id, node id, node config)
add node networks (deploy, cluster id, node id, node config)
add node_storage (deploy, cluster id, node id, node config)

return cluster id

deploy cluster (deploy, cluster id, configq):

LI |

Deploy the cluster config to create the ONTAP Select VMs. '''

log _debug trace ()
log_info ("Deploying cluster: {}".format (cluster id))

data = {'ontap credential': {'password': config['cluster']|

'ontap admin password']}}
deploy.post('/clusters/{}/deploy?inhibit rollback=true'.format

(cluster id),

data, wait for job=True)

def log_debug_ trace():
stack = traceback.extract stack()

parent function = stack[-2] [2]

o

logging.getLogger ('deploy') .debug('Calling %s()' % parent function)

def log_info (msg) :
logging.getLogger ('deploy') .info (msqg)
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def log_and exit (msg):
logging.getLogger ('deploy') .error (msqg)
exit (1)

def configure logging (verbose) :
FORMAT = 'S (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
if verbose:
logging.basicConfig(level=1logging.DEBUG, format=FORMAT)
else:
logging.basicConfig(level=1logging.INFO, format=FORMAT)
logging.getlLogger ('requests.packages.urllib3.connectionpool’
) .setLevel (
logging.WARNING)

def main (args):
configure logging(args.verbose)
deploy = DeployRequests (args.deploy, args.password)

with open(args.config file) as json data:
config = json.load(json data)

add_vcenter credentials (deploy, config)
add standalone host credentials (deploy, config)
register unkown hosts (deploy, config)
cluster id = create_cluster config(deploy, configq)
deploy cluster (deploy, cluster id, config)

def parseArgs():

parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to construct and deploy a cluster.')

parser.add argument('-d', '--deploy', help='Hostname or IP address of
Deploy server')

parser.add argument('-p', '--password', help='Admin password of Deploy
server')

parser.add argument('-c', '--config file', help='Filename of the

cluster config')
parser.add argument('-v', '--verbose', help='Display extra debugging
messages for seeing exact API calls and responses',
action='store true', default=False)
return parser.parse_args ()
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if name == ' main ':
args = parseArgs ()
main (args)

FAR 2 ILONTAP Select®Z £ ZAH) JSON

£/ Python T2 AEEEHIZR I EXMIBRONTAP Selectz# &R » A EIRH—(E JSON 1EEEA
FZSEER A o 8B LURIESPE stEIE RS ABRERT JSON i o

ESXi FRVEEENRhEERF

"hosts": [
{
"password": "mypasswordl",
"name": "host-1234",
"type": "ESX",
"username": "admin"
}
I
"cluster": {
"dns info": {
"domains": ["labl.company-demo.com", "lab2.company-demo.com",

"lab3.company-demo.com", "lab4.company-demo.com"

1,

"dns ips": ["10.206.80.135", "10.206.80.136"]
by

"ontap image version": "9.7",

"gateway": "10.206.80.1",

"ip": "10.206.80.115",

"name": "mycluster",

"ntp servers": ["10.206.80.183", "10.206.80.142"],
"ontap admin password": "mypassword2",

"netmask": "255.255.254.0"

by

"nodes": [

{
"serial number": "3200000nn",
"ip": "10.206.80.114",
"name": "node-1",

"networks": [
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"name": "ontap-external",

"purpose": "mgmt",
"vlan": 1234

by

{
"name": "ontap-external",

"purpose": "data",
"vlan": null

"name": "ontap-internal",
"purpose": "internal",
"vlan": null

I
"host name": "host-1234",
"is storage efficiency enabled": false,
"instance type": "small",
"storage": {
"disk": [],
"pools": [
{
"name": "storage-pool-1",
"capacity": 4802666790125

{EF vCenter 1 ESXi FiE{TEEERBLEEEY

"hosts": [

{

"name" :"host-1234",
" type" : "ESX" p

"mgmt server":"vcenter-1234"

1,

"cluster": {

"dns info": {"domains": ["labl.company-demo.com",
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demo.com",

"lab3.company-demo.com", "lab4.company-demo.com"

1,

"dns ips": ["10.206.80.135","10.206.80.136"]

by

"ontap image version":"9.7",
"gateway":"10.206.80.1",
"ip":"10.206.80.115",

"name" :"mycluster",

"ntp servers": ["10.206.80.183","10.206.80.142"],

"ontap admin password":"mypassword2",
"netmask":"255.255.254.0"

by

"vcenter": {
"password":"mypassword2",
"hostname" :"vcenter-1234",
"username":"selectadmin”

by

"nodes": [

{

"serial number": "3200000nn",
"ip":"10.206.80.114",

"name" :"node-1",

"networks": [

{
"name" : "ONTAP-Management",
"purpose" :"mgmt",
"vlian" :null

"name": "ONTAP-External",
"purpose":"data",
"vlan" :null

"name": "ONTAP-Internal",
"purpose":"internal",
"vlan" :null
}
I

"host name": "host-1234",
"is storage efficiency enabled": false,
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"instance type": "small",
"storage": {
"disk":[1,
"pools": [
{
"name": "storage-pool-1",
"capacity":5685190380748

KVM R ERRA SRS

"hosts": [
{
"password": "mypasswordl",
"name" :"host-1234",
"type":"KVM",

"username" :"root"
1
1,
"cluster": {
"dns info": {
"domains": ["labl.company-demo.com",

"lab2.company-demo.

"lab3.company-demo.com", "lab4.company-demo.com"

1,

"dns ips": ["10.206.80.135", "10.206.80.136"]

by

"ontap image version": "9.7",
"gateway":"10.206.80.1",
"ip":"10.206.80.115",

"name" :"CBF4ED97",

"ntp servers": ["10.206.80.183", "10.206.80.142"],

"ontap admin password": "mypassword2",
"netmask":"255.255.254.0"
by

"nodes": [

{
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"serial number":"3200000nn",
"ip":"10.206.80.115",
"name": "node-1",
"networks": [
{
"name": "ontap-external",
"purpose": "mgmt",
"vlan":1234

"name": "ontap-external",
"purpose": "data",
"vlan": null

"name": "ontap-internal",
"purpose": "internal",
"vlan": null
}
I

"host name": "host-1234",
"is storage efficiency enabled": false,
"instance type": "small",
"storage": {
"disk": [1,
"pools": [
{
"name": "storage-pool-1",
"capacity": 4802666790125

B HIZONTAP Select&iELsFal 5 Ay 2
A UE AR THIZZONTAP SelectEIELEIEEFA]EE o

#!/usr/bin/env python

# File: add license.py
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(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

S o S S S S S SR S S S S o ok

import argparse
import logging
import json

from deploy requests import DeployRequests

def post new_ license (deploy, license filename) :
log info('Posting a new license: {}'.format(license filename))
# Stream the file as multipart/form-data
deploy.post('/licensing/licenses', data={},

files={'"'license file': open(license filename, 'rb')})

# Alternative if the NLF license data is converted to a string.

# with open(license filename, 'rb') as f:

# nlf data = f.read()

# r = deploy.post('/licensing/licenses', data={},

# files={"'license file': (license filename,
nlf data)})

def put license(deploy, serial number, data, files):
log_info('Adding license for serial number: {}'.format(serial number))

deploy.put('/licensing/licenses/{}'.format(serial number), data=data,

files=files)

def put used license (deploy, serial number, license filename,
ontap username, ontap password) :
''"' If the license is used by an 'online' cluster, a username/password

206



must be given. '''

data = {'ontap username': ontap username, 'ontap password':
ontap password}
files = {'license file': open(license filename, 'rb')}

put license (deploy, serial number, data, files)

def put free license(deploy, serial number, license filename) :
data = {}
files = {'license file': open(license filename, 'rb')}

put license (deploy, serial number, data, files)

def get serial number from license(license filename) :
'''" Read the NLF file to extract the serial number '''
with open(license filename) as f:
data = json.load(f)

statusResp = data.get('statusResp', {1})
serialNumber = statusResp.get('serialNumber')
if not serialNumber:
log _and exit("The license file seems to be missing the

serialNumber")

return serialNumber

def log_info (msg) :
logging.getLogger ('deploy') .info (msqg)

def log_and exit (msg):
logging.getlLogger ('deploy') .error (msqg)
exit (1)

def configure logging() :
FORMAT = '% (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
logging.basicConfig(level=1logging.INFO, format=FORMAT)
logging.getlLogger ('requests.packages.urllib3.connectionpool’) .
setlLevel (logging.WARNING)

def main(args):
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configure logging ()
serial number = get serial number from license(args.license)

deploy = DeployRequests (args.deploy, args.password)

# First check if there is already a license resource for this serial-
number

if deploy.find resource('/licensing/licenses', 'id', serial number):

# If the license already exists in the Deploy server, determine if
its used
if deploy.find resource('/clusters', 'nodes.serial number',

serial number) :

# In this case, requires ONTAP creds to push the license to
the node
if args.ontap username and args.ontap password:
put_used license (deploy, serial number, args.license,
args.ontap username, args.ontap password)
else:
print ("ERROR: The serial number for this license is in
use. Please provide ONTAP credentials.")
else:
# License exists, but its not used
put_free license(deploy, serial number, args.license)
else:
# No license exists, so register a new one as an available license
for later use
post new license (deploy, args.license)

def parseArgs():
parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to add or update a new or used NLF license file.')

parser.add argument('-d', '--deploy', required=True, type=str, help=
'Hostname or IP address of ONTAP Select Deploy')
parser.add argument('-p', '--password', required=True, type=str, help

='Admin password of Deploy server')
parser.add argument('-1', '--license', required=True, type=str, help=
'"Filename of the NLF license data')
parser.add argument('-u', '--ontap username', type=str,
help='ONTAP Select username with privelege to add
the license. Only provide if the license is used by a Node.')
parser.add argument('-o', '--ontap password', type=str,
help='ONTAP Select password for the

ontap username. Required only if ontap username is given.')
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return parser.parse_args ()

if name == main U g

args = parseArgs ()
main (args)

A RIBRONTAP Select#EERIZ
R LUER LA CLI IARIBRIEE S -

#!

/usr/bin/env python

File: delete cluster.py

(C) Copyright 2019 NetApp, Inc.

This sample code i1s provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

import argparse

import json

import logging

from deploy requests import DeployRequests

def find cluster(deploy, cluster name):

return deploy.find resource('/clusters', 'name', cluster name)

def offline cluster (deploy, cluster id):

# Test that the cluster is online, otherwise do nothing
response = deploy.get('/clusters/{}?fields=state’'.format(cluster id))
cluster data = response.json () ['record']
if cluster data['state'] == 'powered on':
log_info ("Found the cluster to be online, modifying it to be
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powered off.")

deploy.patch('/clusters/{}"'.format (cluster id), {'availability':
'powered off'}, True)

def delete cluster (deploy, cluster id):

log_info ("Deleting the cluster({}).".format (cluster id))
deploy.delete('/clusters/{}'.format(cluster id), True)
pass

def log_info (msg) :
logging.getLogger ('deploy') .info (msqg)

def configure logging() :
FORMAT = '% (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
logging.basicConfig(level=logging.INFO, format=FORMAT)
logging.getlLogger ('requests.packages.urllib3.connectionpool’) .
setLevel (logging.WARNING)

def main(args):
configure logging ()
deploy = DeployRequests (args.deploy, args.password)

with open(args.config file) as json data:
config = json.load(json data)

cluster id = find cluster(deploy, config['cluster']['name'])

log_info ("Found the cluster {} with id: {}.".format (config|
'cluster'] ['name'], cluster id))

offline cluster(deploy, cluster id)

delete_ cluster (deploy, cluster id)

def parseArgs():

parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to delete a cluster')

parser.add argument('-d', '--deploy', required=True, type=str, help=
'Hostname or IP address of Deploy server')

parser.add argument('-p', '--password', required=True, type=str, help
='Admin password of Deploy server')

parser.add argument('-c', '--config file', required=True, type=str,
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help='Filename of the cluster json config')

return parser.parse_args ()

if name == ' main ':

args = parseArgs ()
main (args)

ONTAP SelectiVi@ 2 1% Python 1248
FiB Python Bl Zs&R{E A E—1R4AHP VB Python 485l ©

#!/usr/bin/env python

File: deploy requests.py

(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

import json

import logging

import requests

requests.packages.urllib3.disable warnings ()

class DeployRequests (object) :

Wrapper class for requests that simplifies the ONTAP Select Deploy
path creation and header manipulations for simpler code.

def init (self, ip, admin password) :
self.base url = 'https://{}/api'.format (ip)
self.auth = ('admin', admin password)
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self.headers = {'Accept': 'application/Jjson'}
self.logger = logging.getLogger ('deploy"')

def post(self, path, data, files=None, wait for job=False):

if files:
self.logger.debug('POST FILES:"')
response = requests.post(self.base url + path,
auth=self.auth, verify=False,
files=files)
else:
self.logger.debug ('POST DATA: %s', data)
response = requests.post(self.base url + path,

auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait_for job (response.json())
return response

def patch(self, path, data, wait for job=False):

self.logger.debug('PATCH DATA: %s', data)

response = requests.patch(self.base url + path,
auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers

(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait for job(response.json())

return response

def put(self, path, data, files=None, wait for job=False):

if files:
print ('PUT FILES: {}'.format (data))
response = requests.put(self.base url + path,
auth=self.auth, verify=False,
data=data,
files=files)
else:
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self.logger.debug('PUT DATA:')

response = requests.put(self.base url + path,
auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_ errors (response)

if wait for job and response.status code == 202:
self.wait for job (response.json())
return response

def get(self, path):
""" Get a resource object from the specified path """
response = requests.get(self.base url + path, auth=self.auth,
verify=False)
self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_errors (response)

return response

def delete(self, path, wait for job=False):
""" Delete's a resource from the specified path """
response = requests.delete(self.base url + path, auth=self.auth,
verify=False)
self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait for job (response.json())
return response

def find resource(self, path, name, value):
""" Returns the 'id' of the resource if it exists, otherwise None

resource = None
response = self.get('{path}?{field}={value}'.format (

path=path, field=name, value=value))

if response.status_code == 200 and response.json () .get (
'num records') >= 1:
resource = response.json().get('records') [0].get('id")

return resource
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def get num records(self, path, query=None):
""" Returns the number of records found in a container, or None on

error '''

resource = None

query opt = '?{}'.format (query) if query else ''

response = self.get('{path}{query}'.format (path=path, query
=query_opt))

if response.status_code == 200
return response.json() .get('num records')

return None

def resource exists(self, path, name, value):
return self.find resource (path, name, value) is not None

def wait for job(self, response, poll timeout=120):

last modified = response['job']['last modified']
job id = response['job']['id"]
self.logger.info ('Event: ' + response['job']['message'])

while True:

self.get('/jobs/{}?fields=state,messages&’
'poll timeout={}&last modified=>={}"

response

.format (
job id, poll timeout, last modified))
job body = response.json().get('record', {})
# Show interesting message updates
message = job body.get('message', ''")
self.logger.info ('Event: ' + message)
# Refresh the last modified time for the poll loop
last modified = job body.get('last modified')
# Look for the final states
state = job body.get('state', 'unknown')
if state in ['success', 'failure']:
if state == 'failure':
self.logger.error ('FAILED background job.\nJOB: %s',
job body)
exit(1l) # End the script if a failure occurs
break

def exit on_errors(self, response):
if response.status code >= 400:
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self.logger.error ('FAILED request to URL: $s\nHEADERS: %s
\nRESPONSE BODY: %s',
response.request.url,
self.filter headers (response),
response.text)
response.raise for status() # Displays the response error, and
exits the script

@staticmethod
def filter headers (response):
'''" Returns a filtered set of the response headers '''
return {key: response.headers|[key] for key in ['Location',
'request-id'] if key in response.headers}

B iEZEONTAP Selecti & E1Z5 A/ B 2
AT LUE R UL T I ZA<sE2EONTAP Selectz= P EIELHI A/ ©

#!/usr/bin/env python

S+

File: resize nodes.py

(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

S S S S S S S S S S S S $E o o

import argparse
import logging
import sys

from deploy requests import DeployRequests

def parse_args():
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""" Parses the arguments provided on the command line when executing
this
script and returns the resulting namespace. If all required

arguments

are not provided, an error message indicating the mismatch is
printed and

the script will exit.

parser = argparse.ArgumentParser (description=(
'Uses the ONTAP Select Deploy API to resize the nodes in the

cluster.'
' For example, you might have a small (4 CPU, 16GB RAM per node) 2
node'
' cluster and wish to resize the cluster to medium (8 CPU, 64GB
RAM per'
' node). This script will take in the cluster details and then
perform'
' the operation and wait for it to complete.'’
))
parser.add argument ('--deploy', required=True, help=(
'Hostname or IP of the ONTAP Select Deploy VM.'
))
parser.add argument ('--deploy-password', required=True, help=(
'The password for the ONTAP Select Deploy admin user.'
))
parser.add argument('--cluster', required=True, help=(
'Hostname or IP of the cluster management interface.'’
))
parser.add argument ('--instance-type', required=True, help=(
'The desired instance size of the nodes after the operation is
complete.'
))
parser.add argument ('--ontap-password', required=True, help=(
'The password for the ONTAP administrative user account.'
))
parser.add argument ('--ontap-username', default='admin', help=(
'The username for the ONTAP administrative user account. Default:
admin.'
))
parser.add argument('--nodes', nargs='+', metavar='NODE NAME', help=(
'A space separated list of node names for which the resize
operation'
' should be performed. The default is to apply the resize to all
nodes in'

' the cluster. If a list of nodes is provided, it must be provided
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in HA'

' pairs. That is, in a 4 node cluster,
must be'

' resized in the same operation.'

))

return parser.parse_args ()

def get cluster(deploy, parsed args):

""" Tocate the cluster using the arguments

cluster id = deploy.find resource('/clusters',

.cluster)
if not cluster id:
return None

nodes 1 and

provided """

[o

2 (partners)

'ip', parsed args

return deploy.get('/clusters/%s?fields=nodes' % cluster id).json() [

'record']

def get request body(parsed args, cluster):
""" Build the request body """

changes = {'admin password': parsed args.ontap password}

# if provided, use the list of nodes given,
the cluster

nodes = [node for node in cluster['nodes']]

if parsed args.nodes:

nodes = [node for node in nodes if node['name']

.nodes]

changes|['nodes'] = [

else use all the nodes in

{'instance type': parsed args.instance type, 'id':

node 1in nodes]

return changes

def main() :

node [

Iid'

in parsed args

]} for

""" Set up the resize operation by gathering the necessary data and

then send
the request to the ONTAP Select Deploy

mwwn

logging.basicConfig (
format='[% (asctime)s] [%(levelname) 5s]

logging.INFO, )

server.

% (message) s'

, level=
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logging.getLogger ('requests.packages.urllib3') .setLevel (logging
.WARNING)

parsed args = _parse_args()
deploy = DeployRequests (parsed args.deploy, parsed args
.deploy password)

cluster = _get cluster(deploy, parsed args)
if not cluster:
deploy.logger.error (
'Unable to find a cluster with a management IP of %s' %
parsed args.cluster)

return 1
changes = _get request body (parsed args, cluster)
deploy.patch('/clusters/%s' % cluster['id'], changes, wait for job
=True)
if name == ' main ':

sys.exit (main())
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put NLF-320000nnn.txt

exit

2. {F3 SSH FEiBEE EIRFA Sign inDeploy EATET( CLI ©
3. FEMEFAIEE -

license add -file-name <file name>
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FEBE

TEAZEF—EIG BT TONTAP SelectBi B4RV ERMZ IS B IRIZ TN o 7EIEBFES > Deploy EIEAHRERE
[ KVM Ei%E1TEE o

BAASLLIERS
MRFEZEERESEERENEN > FERILEFHIESEER -

TR
1. FABIEEMREZER SSHSign inDeploy EMAT2T CLI °
2. SEfmER

host register -name <FQDN|IP> -hypervisor-type KVM -username
<KVM username>

L il

host register -name 10.234.81.14 -hypervisor-type KVM -username root

HIRGRRET > R EIRSEAVEES o
3. BRI R EBIB S 75T ¢

host show -name <FQDN|IP> -detailed

gt

host show -name 10.234.81.14 -detailed

ESXi
EAEBH—E849 > Deploy BEIEABRENZTRAEIEFHM vCenter AR N EIZR ESXi I THEETTE

N
=%
ag °

RS IEAETS

fEsEEs vCenter BIEM M Al » Wi 7E% vCenter AAREEFMG EIRMEARSIIRS - MR EHFZEH
vCenter EIER) > TR LTEFEM EHFHRE EHRE o CRZERLREFRIMESETH -

1. (FABIEEMRFEZEE SSHSign inDeploy EAT2T CLI °
2. MR FHH vCenter EIARZIEIE > ALY vCenter RE /&R !
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credential add -hostname <FQDN|IP> -type vcenter -username

<vcenter username>

gt

credential add -hostname vc.select.company-demo.com -type vcenter
-username administrator@vsphere.local

3. EEffEH

° FHMAS vCenter BEIFAVIFIT 14 ©

host register -name <FQDN|IP> -hypervisor-type ESX -username
<esx username>

° 3 vCenter BIBRY 1 :

host register -name <FQDN|IP> -hypervisor-type ESX -mgmt-server
<FQDN | IP>

Ll il

host register -name 10.234.81.14 -hypervisor-type ESX -mgmt-server
vc.select.company-demo.com

4. BEETmEMERE TR EE BB S HERE o
host show -name <FQDN|IP> -detailed

gt

host show -name 10.234.81.14 -detailed

WER 4 . B ECEONTAP Select&EEF
BRI ECE ONTAP Selectz % o FeBERE%R » BINECERHIE, o
FHsaZ Al
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EREESZ/ MEMNMIT AAERNECEEN
BRAS U ERS

FE2ILONTAP Selectz=£5s > Deploy B AN ERBECRENEERBNHNIB BB ELHRLTE o Deployth

BESM—AIRIEEABURS o
1. EAEIEEMREZER SSHSign inDeploy EMATE CLI °
2 BBITER:

cluster create -name <cluster name> -node-count <count>

Ll il

cluster create -name test-cluster -node-count 1

3. LB !

cluster modify -name <cluster name> -mgmt-ip <IP address> —-netmask

<netmask> -gateway <IP address> -dns-servers <FQDN|IP> LIST -dns-domains

<domain list>

Ll Cie

cluster modify -name test-cluster -mgmt-ip 10.234.81.20 -netmask

255.255.255.192

-gateway 10.234.81.1 -dns-servers 10.221.220.10 -dnsdomains

select.company-demo.com

4. BETEENRENAE :

cluster show -name <cluster name> -detailed

HER 5 . ECEONTAP SelectfiE;
IR AZBFCE ONTAP SelectiE P SEENES, o
R4 > Al
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BRAS I ERS
CREZIZIRIL D RECE SEES - &0 - RREREFFIREREXEE

1. (FABIEEMRFEZEE SSHSign inDeploy EATE CLI °
2. BEDBHAEEMNENSTE

node show -cluster—-name <cluster name>

3. EEERIEITEARKE !

node modify —-name <node name> -cluster-name <cluster name> -host-name
<FQDN|IP> -license-serial-number <number> -instance-type TYPE
-passthrough-disks false

gt

node modify -name test-cluster-01 -cluster-name test-cluster -host-name
10.234.81.14

-license-serial-number 320000nnnn -instance-type small -passthrough
-disks false

E%4AY RAID BCEH passthrough-disks 2815 o R EERAEAHEIERS RAID 1523 > BILEEXE
# Tfalsel ° MREFERNIERAR RAID » BILLEXER ltrues o

ONTAP Selectfi#tfEFRA R EEFTAIGE ©

4. BmER ERTANEREE

host network show -host-name <FQDN|IP> -detailed

gt

host network show -host-name 10.234.81.14 -detailed

. MITHIRARVERRECE
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ESXi 1%

node modify —-name <node name> -cluster-name <cluster name> -mgmt-ip
IP -management-networks <network name> -data-networks <network name>
-internal-network <network name>

KVM3EH

node modify —-name <node name> -cluster-name <cluster name> -mgmt-ip
IP -management-vlans <vlan id> -data-vlans <vlan id> -internal-vlans
<vlad id>

IEBEMIRER 0 FRERIHEL > FEMIFR Minternal-networkl ©
g%t
node modify -name test-cluster-01 -cluster-name test-cluster -mgmt-ip

10.234.81.21
-management-networks sDOT Network -data-networks sDOT Network

6. EERERAECE

node show -name <node name> -cluster-name <cluster name> -detailed

gt

node show -name test-cluster-01 -cluster-name test-cluster -detailed

FEF 6 . IZ{HTFEIZZIONTAP Select&iZh

ECEONTAP Select®&&E R BB ERRE - BEMROABEDEE D —EREF o EAEE RAID &
SEMREVRDEE D — (BRI -

FIsEZ Al
£ VMware vSphere EI7{#77 M o HIREEEAZEREE RAID » RIIEREE D —(E 7] BBV

RERS LEAETS
{ERZASHATERE RAID 512805 » EBHITHER 1 £ 4 o FHEEE RAID B > EEHTLE1E 60

1. FREEERA/EEEBR SSHSign inDeploy B2, CLI ©
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2. BRI ER E R AR

host storage pool show -host-name <FQDN|IP>

gt

host storage pool show -host-name 10.234.81.14

&t B LUE® VMware vSphere BUS ] FARYGETEA ©

3. B A thiEESIONTAP SelectBiZf :

node storage pool attach -name <pool name> -cluster-name <cluster name>
-node—name <node name> -capacity-limit <limit>

AR B EF“-capacity-limit"2# > :FREEIEES GBI TB ©

gt

node storage pool attach -name sDOT-02 -cluster-name test-cluster -
node-name test-cluster-01 -capacity-limit 500GB

4. BRERERDERER T ¢

node storage pool show -cluster-name <cluster name> —-node-name
<node name>

gt

node storage pool show —-cluster—-name test-cluster —-node-name
testcluster-01

S. UNREERRIZEREE RAID » B —ES 218 nJ AR

node storage disk attach -node-name <node name> -cluster-name
<cluster name> -disks <list of drives>

Ll e
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node storage disk attach -node-name NVME SN-01 -cluster-name NVME SN
—-disks 0000:66:00.0 0000:67:00.0 0000:68:00.0

6. INREEANZERAE RAID » sARET IR T ENREAVHERR

node storage disk show -node-name <node name> -cluster-name
<cluster name>"

Ll Cifa

node storage disk show -node-name sdot-smicro-009a -cluster-name NVME

HER 7 . ZRZONTAP Select&EEf
HENSLFETME > MAIUBERET -
B 44 > Al

ERUT AN TR ERRER FEERAZETE N <57 H AR AR LRSS Z EavEEt -

1. (FABIEEMRFAZEE SSHSign inDeploy EATET CLI °
2. ZRZEONTAP Select&EE¥ :

cluster deploy -name <cluster name>

gt

cluster deploy —-name test-cluster

HIRGEREF » SFIRHEONTAPEIE SIRSEEFE MRS o

3. BEMERBFRUIRAS - HIEER RS EMEE !

cluster show —-name <cluster name>

TR &
ITFEZ 1D ONTAP Select Deploy FRBEE K o
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task_adm_connectivity.html
task_cli_connectivity.html
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task_cli_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html
task_cli_connectivity.html

{RZEONTAP SelectZp=
TE{REONTAP SelectZERVEIZF » ERTLAEITZIBMERAERS ©

54 Deploy BIE B ZXHE
EILUREBE SR H S I/ ERE Deploy HEHHHSS BIRE IR KIS -

1. FREEEMRESign inDeploy B2 CLI ©
2. ECNERE

password modify

3. IRBERIRIEHA AR EE RO

FEERONTAP Selectfi L 7 RIIAEIREE

e LRI BB s SR 4R _E MBS Z{EONTAP SelectffifhZ FIRVARRRIELR - BEEES
RS ZATHITICAIE - MR A SE SRR MFR BRI -

ez Al
AP E ZBIFTEONTAP SelectBfiBEER 44 7AFD & 1 RIED ©

BAASLEIERS
BREENAEE - 5 REGEILMPOAIZET > LARER—EE—RZEITHEGS - SBERRE—(EETT -

HER A AR R FRIEL

© RE 1 EERATE RN ERETRE © 31T PING AR » DURAEERR MTU A/ vSwitch JBIE o

* EREL | IEXEHNFRARERBERITEZERAR - MREEFHIONTAP Selectsze EHITILER
I > BIRIREE R E R EAIRGE

@ EZCERIUSHMEEZARRPITIREAR o REAEARINTEME - ERLUIRREETRE
ETIRITAE -

1. {EAEIEEMRESign inDeploy A2 CLI ©

2. BETERESRE RN B BRI BT R A EBEF ¢

network connectivity-check show
3. REAEREIRRE SR EC T ap LW PAVEITRART |

network connectivity-check start -host-names HOSTNAMES -vswitch-type
VSWITCH TYPE-mode MODE

BlF
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network connectivity-check start -host-names 10.234.81.14
10.234.81.15 -vswitch-type StandardvVSwitch -mode quick

4. RBETRAT R ERERRESRNEE -

network connectivity-check show -run-id RUN_ID

STk

RS E R R AT QB A MRS ZEONTAP-Internal E1ZIBEEAHRIPT A ERRFEIZIEF IP T_Liﬂ:Xgﬁﬁ%Efi °
B2 > NREFETRELBIREBRERE » M\’Eiﬂﬁ¥§J/ﬁEﬂ5¥ FEREMMIT CLI > M fsEFR 35
I8 -mode cleanup °© MNRFHLONTAP-Internal IR EF4H I BRERPF IR » ElJ__[ﬁE’ﬁ/iﬁEIjJL_LONTAP
SelectE %25 ©

ONTAP Selectz£
B A TZ B ETS R EIEONTAP SelectZ=HEE o

fHIFRONTAP SelectfEE%
EARBEEONTAP SelectEER » EAIUEA LN ESEMIER o

RAFS LEAETS
SR AR N BRATARES o
IR
1. (EABEIEEMRESign inZFE EH14%28 CLI o
2. BEEEREIRRE ¢

cluster show —-name CLUSTERNAME

3. YNRFEERFENBEARRAE - R HAS ERHGARAE

cluster offline -name CLUSTERNAME

4. HESDERERNBHARARAER - MIFREE

cluster delete -name CLUSTERNAME

BRRGAN £

HONTAP Select VMware ESXi 4k ZIHrZs 7.0 SXFE = hR4s

WNRIZE VMware ESXi _E#ITONTAP Select > BB AN ESXi EREEt P HAS IERIRRAFH
RE| ESXi 7.0 ESHRE o EHERZ A » [CFEZ T BASTRNEIZESBIHRTEE

s Z Al
TEFAHREEEONTAP SelectZE LRV E RN SR EIRTZ TN LAY ESXi RBEZ AT > (CREZEF L FIEE S ETIRIFNAR

/uL*E °
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@ WNREEZFFHRZE VMware ESXi 6.5 > BIfEF4RZE ESXi U2 (AERRRAS 8294253) THE SR ©
fEMA ESXi 6.5 U1 BIRE 2 B ERILIIE BRI VMware SRR S EHE o

FEUN{AIF4R VMware ESXi

ESXi EiBEF 4R =2 VMware HEFIZ1EAVIBTE o (EFHONTAP Selectfs > B4R EIERER A RBTE 2B EHK
BREMN—IZD - BEZER > 5528 VMware XXf5F ©

EEFRIZRF
BSRBARERFAIHEE - CRZBBUTREEIEERNER :

* ONTAP SelectzE X/ TIREMEMSERLELE o
s HEiREDEA Deploy BARTEF » #BAILUEFONTAP Select Deploy FH4k ©

RERE RN B SR ARRROFHBRE -

fEF Deploy B2 AR HIT ESXi A4S E B B E EEMAVEIE - BE » EELIBERT » Deploy AISEREE
EARASEEER o FIi0 » RHERRZASAIONTAP Selectfl] Deploy EIRE AR AIBEF4RE] ESXi 7.0 ©

yu%‘”rtrﬁ-tﬂaLmbEHﬂH&zkjt:ufsﬂﬁJi ONTAP SelectE#i 433 A SE D B ELARBIBIARES - EEEIBER T
IEABEIZEARERA Deploy BIFHARIZRE © 552 R1"1172198" THRES ©

F+4k Deploy EI2ERIZRF

£ Deploy 2RI THARIZRF 2R > ERISERE A 4R Deploy HITTERS © BE » CEZAREIRMIRE
8 Deploy ° DeployE B2 NS BZ B IEIETEEARIONTAP SelecthiZs - BRIEZE R > ;52 RBONTAP Select
EX{TERAR

EimaETEME

YNRITEEIZ(ER Deploy ARRIRIARBRE > AIBEFRAEHRARTTAHEEER Deploy HUITHERFIRE B
FEZEE - H2BIRH Deploy #&EFRCLE °

M3 Deploy FH#R B EIFAEEEY

&R LUE Deploy BIEARREREAFHRFTEONTAP SelectEEEIBLEER VMware ESXi I 43 BIRIZR A
—EB4 o

TR
1. FREEERBER SSHSign inDeploy EAT2ER CLI °
2. BEEATE EREARARES ©

BlF

node stop —--cluster—-name <CLUSTERNAME> --node-name <NODENAME>

3. fE£/ VMware f{EBIFZEREHITONTAP Select BIERIA AR BN EHARE ESXi 7.0 RESHRE -
4. R ENRETE EAR EARAS o

BlF
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node start --cluster-name <CLUSTERNAME> --node-name <NODENAME>
o. ENELENENTE » BRRE R ERTRE o
B+

ESX-1IN::> cluster show
Node Health Eligibility

sdot-d200-011d true true

SERL TR
1T fEZfER Deploy B2 ARREINMITEERIFTIRIE o
fiEF3 Deploy FH#k % BIREEEEE

&R LAfEA Deploy BIEARREIEAFHRETE ONTAP SelectZEIZEZEER VMware ESXi B4 2SEIBIZTAY
—&R53 ©

RARSHEAETS

AN RETFHNSEMRAITILARBE - —X—EHR - MIRBZECLIMENEZEHER > AIREKFARESE
HA S FREVERRS - AR BEEA R T—E HAY -

1. (EAEIEEMREZER SSHSign inDeploy EATE CLI °
2. BENIETE EREARARAS o

B+

node stop --cluster-name <CLUSTERNAME> --node-name <NODENAME>

3. A VMware #R{ERIP BERIFITONTAP Select FYE#H% I BRE N ARSI ESXi 7.0 KERARE o
BRIFAER » A2REEAR VMware ESXi o

4. REREREEAR EAKAE o
BlF

node start --cluster-name <CLUSTERNAME> --node-name <NODENAME>
S. ENELENENTE » BTN IEEREE ERAUREERTRERE -
B+
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ESX-2N I2 N11N12::> storage failover show
Takeover
Node Partner Possible State Description

sdot-d200-011d sdot-d200-012d true Connected to sdot-d200-012d
sdot-d200-012d sdot-d200-011d true Connected to sdot-d200-011d
2 entries were displayed.

ESX-2N I2 N11N12::> cluster show

Node Health Eligibility

sdot-d200-011d true true
sdot-d200-012d true true
2 entries were displayed.

FERKTE
WA ZAEONTAP SelectE & FERRISE T HIITHRIZR © FIE ESXi EHARTTHE > [SFEZEER Deploy
BEERARENNITEERIFRE

#5E Deploy BIAJ FHAR BB EIRL EE B

BRI UFHREEE ONTAP SelectEE ERBLE LR VMware ESXi R4S BIRIZT > MEFEMEF Deploy EIEERTE
Eto

1. Sign inONTAP#r L5/ T AL (S LE B ©
2. {#F VMware vSphere FEs2ONTAP SelectE #1423 S RAR ©
3. £ VMware {RftB9 7 BRIGHITONTAP Select RYE#IH4 2R EIRR L A RE] ESXi 7.0 HEBHRES ©

BRFEER - A2REEAR VMware ESXi

4. {#F VMware vSphere 7ZEX vCenter i #11T TFFIRIE
a. ZONTAP SelectEHH%RHTIZENIE o
b. EXZIONTAP SelectE#i o
C. FHEIEEIIRFE® SSHSign inONTAP CLI °

5. EBLENENTE - BREEE R TR o

BlF

ESX-1N::> cluster show
Node Health Eligibility

sdot-d200-011d true true
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Sk
{SPER (8 Deploy BIRAMERHITHERITIR -

#%E Deploy BIRIFHR 2 EIRLEEEE

%EEJJ—XH%&%%%ONTAP SelectZ HifhE= Y VMware ESXi [E#t42R EIRTEF » MMFT(ERA Deploy EIEERE
£ o
BARSLLIERS
T AR R EPRSEMBMITIEARBRE - —R—EEHR - NMIRBECSWENESEHR > AIRKEAREE
HA HrhaEiRs » AR BEEAR T —EHAY -
1. Sign iNONTAP&r L5/ L (F LE B ©
2. {§ VMware vSphere f#s2ONTAP SelectE #4238 ERART o
3. A VMware {RHtH9F ERIGHITONTAP Select RYEHI 2R EIRZ T A ARE] ESXi 7.0 HEBARES ©
4. {$F VMware vSphere 7ZEX vCenter 11T FFi21E :
a. ZONTAP Select E K25 L EREH o
b. EiBIONTAP SelectEE i o
c. FERBESIEFEB SSHSign inONTAP CLI ©
S. ENBLRNENTE - BRRRRTETHEER ECERAMURRER TR -

BlF

ESX-2N I2 N11N12::> storage failover show

Takeover

Node Partner Possible State Description

sdot-d200-011d sdot-d200-012d true Connected to sdot-d200-012d
sdot-d200-012d sdot-d200-011d true Connected to sdot-d200-011d
2 entries were displayed.

ESX-2N I2 N11N12::> cluster show

Node Health Eligibility

sdot-d200-011d true true

sdot-d200-012d true true

2 entries were displayed.

e R
T BEONTAP SelectiERERMNEEEHAITHRER ©
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{EEXONTAP Select Deploy BY 14 E1R(F ARk 28
E&BILUER “host modify $#§< A ILONTAP Select Deploy BEfHER 14 EIRFIARES ©

K

host modify [-help] [-foreground] -name name -mgmt-server management server [-
username username]

BREH

#i[E g

-name name BB EHERY IP {i31EE, FQDN o

-mgmt-server EERNTATHANTIEEIEEARESAY IP A3tst FQDN o 3§ -1 (&

management server FoR) AIBUHRRE T EIRFIRSS o BTG LB IR (R AR AV/EEE
» SR1B A BE(ER “credential add &5 % ©

AESRH

& [E] gt

-help FEREBRNE o

-foreground B HERREBETHGR TS - MRRE » LT RERAETT
> i B SR EAERARY S AN B (S SRR ©

-username username BREFEUILFHNERELTE - EEFTHATEIRRRBEIE (BB

vCenter BIER) ESX i) KA BEULEAE RS -

HEBRREN
FH4XONTAP Select Deploy &
IS E RIS S TN ER M FHRIRA 9 Deploy B A2 E RIS -

FsGZ Al

SRR RIE A ARBIZF A Z A Deploy MTIERIEMESS - BRIFAR Deploy BRREMEMNMRE > F2HE
AIRYEETTERPA o

WNRITZEE T ONTAP Select Deploy EIEARERMESH > BIEFAREBRIARES
ONTAPONTAP Selectfi25FIONTAP Select Deploy ToE IS EIBFH4AR o 2RI FHALONTAP
SelectEiZh" THRE LB ©
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TEARENS

ZRAEFARIBIZ > 4781 NetApp Support Site TEEER Deploy EHHERFHRIER - AREHIIRNAE
—BRAEIEZE ©

- ERAAERIERFE "NetApp ZIEALL" » ABHM TFE) BEEEE Downloads ©

2. [ THENALEEHE ONTAP Select Deploy Upgrade °

3. BHEZFRERMFAREMARA
4.
5

—_

EERRAPIOE (EULA) MBS WA E -
CBEEW T EHEENEN » UIRBREHIRIEE KREIEFIERT
HEEBEa {83 Deploy FEiiikas
BSHBEHE » S BRIEZRE LEE Deploy EHi#2S o

ez Al
AR Truh X BHA FHRIESR - (GEXREAEESERAEIRFBES -

BARSULIERS
HEAEFS A T RHE SR £ (%) Deploy EHHEERHI—1E7 0% - AIAEEAHMBEESTIRIRAVEEIR -

HER
1. TEAE T EIERIER < shell AR > 5 scp 2RI ERIE_EEE] Deploy E#iH4SS ©

B+

scp ONTAPdeploy2.12 upgrade.tar.gz admin@10.228.162.221:/home/admin
(provide password when prompted)

mR

FHREREEFTEESERAENERET -
ERARENS

e RIEZE £ E) Deploy [E#%2312 > BIRIERAR ©

FtaZ Al
RABHEFHRIEZRTE Deploy BRTEIER KIS TIERB R o LI > BREMRERITHAREF > Deploy AE AR
BATEREMITIE -

1. FABIEEMRFEZER SSHSign inDeploy EATE CLI °

2. FRBEENBEREREMERLBAITHE
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deploy upgrade -package-path FILEPATH

BlF

deploy upgrade -package-path /home/admin/ONTAPdeploy2.12 upgrade.tar.gz

TR TR
EFAHRIZFTTAZAD > RFEERTEI Deploy EHRIEIRABRIBD © LLIh - EHEZBIRZERIRE > UE
HARRTE LAY Deploy BiH ©

1ZONTAP Select Deploy E|5B% ZFh A E i
o] UER G LN EE Deploy BIEAARERNIREEFIBR IV SRS

tEiEE R ENE L —EERRGER KSR E F R AR ERIES o FE RSN RIS ER S O BRI TER RS
FE1ThiRA Deploy BRI  MEZER FIHMRAH 21THRAY Deploy EARER o

%15 Deploy FCE &%

EBRERIMESRIERET » AR Deploy REEFIEIFE  SBBONTAP SelectzmER » THHRZIEIE
7 - BRHRAREFIIMEZRERED » ERILRE TR AT E o

FRtaZ Al
* FE{R Deploy EHID1EREAREIR BRI TEMEMETS
* ETFRIAR Deploy EEHHMEARMER o

@ EULLAEMNHEEE D > X5 Deploy s EBRMERIAEEL BRI ERESRE > FER
44 Deploy EHRIS SRR ©

RARS LTS

TEIMNBMHEZ S HEEVERKSNFIERERN - BEEFEM 7 HZRIENEESHE > E2EONTAP Select
B o

TR
1. FREEERBEER SSHSign inDeploy EAT2ER CLI °
2. $817 Deploy sREERBED > % HEHDFETFETE Deploy RARZSZHIAI B+ -

deploy backup create

3. HIRIRREF 5 FIRMBHENE o
BIOERIRIBZNEIN o

4. BERARFARANED -

deploy backup show -detailed
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o RiF TR WP AIERCHBMESRILSCE TH URL H-
TR LUEIE URL FEUBNIESE -

6. 5 Web BIERHARAE (I Curl) » &8 URL BEHIEZ TEHI A TRk o

Z 4t Deploy [EH2IHIFNE R
1S WAZBFENT Deploy [EHIHEESIIFIER » M FHARIAER ISR EENHEETEH o

RS Z Al
IRAZBAETIE VMware IRIZFR T EFIEPZEONTAP Select Deploy E#H&23HITER o
RARILEAETS
RSB & T o
TR
1. #3I Deploy EHEEIIHIFIER)
a. TEEESIERME o
b. EFE 230 AL B4R THE o
C. f£A SSH 77EX Deploy ERET ©
R
"ZZ#EONTAP Select Deploy"
1 Deploy 5% B EHE R FH#T 8 E

AR R EEFHERIA Deploy AMRREIVE RIS ERITBIERKES - BEBRIN—ERERETR » LpBEK
A TIFuh HEZIES o

a2 Al
CREEALRMBENNRERN - ZBENESEE—XXMHH > MABBEENAHE TR ERTA -

1. EXRETFILAER < shell 1 > £ sftp RARHAFHHIER LEER) Deploy EHIHES

BlF

sftp admin@10.234.81.101 (provide password when prompted)
put deploy backup 20190601162151.tar.gz

exit

2. (FFABIEEMRFE® SSHSign inDeploy B2 CLI ©
3. IIBECE &R o

deploy backup restore -path PATHNAME -filename FILENAME
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B+

deploy backup restore -path /home/admin -filename
deploy backup 20180601162151.tar.gz

HHONTAP SelectBR{&F1E E Deploy

BT LU ONTAP Select BUEHTIZ E Deploy BIEABRERNEITERS o LEEMERE > B

7T EB2 ONTAP Select =R FEA o

FtaZ Al
REERERE > 1§ ONTAP Select BMRFTIEZE Deploy $ITIEREHIIZ F EIFEINE S ER ¢
1. THEZEEMm G

2. BLdEiR R FEE Deploy E#iLES

3. i gratagiR

4. BETRA] AR EERRR

TERMEFIFTHIONTAP SelectBREEHTIEZE Deploy Z Al » FREZTMFRFIE AR EZHIRE o

@ QA REFIL AR AL Deploy BEREREFIFTSRIBARZABIONTAP SelectBh (& o RZIER
NINetAppiREHIONTAP Select®E SRS o

TR ERE

HERFIYEREONTAP SelectiRGHTIEE Deploy ARREINER » EAANENtAppZIRABIL T H LRI E o
ONTAPONTAP Select 225G BIME TUA B —BRAR1E o

HER
1. (FAAAEZIE2R77E NetApp Z1B4EIL » JABE5E8 Support Quick Links ©
2. 25% Top Tasks FHJ Download Software > 7A1% % A43u4 o
3. B2 Find your product ©
4. I THENEREE ONTAP Select ©
5. 1 Other Available Select Software T > % —T Deploy Upgrade, Node Upgrade, Image Install °
6. EEZEFTRMFAREMFRRES
7. ERERKERAERERE (EULA) - A%¥E—T Accept & Continue ©
8. BIEW THEENEMN » UREENIRIESR KEIEAMAERT °

1 285 _E{EE Deploy
EV{FONTAP SelectZ 2B %1% » IEABEHGZIEZE _E{EE Deploy [EHii4as o

ez Al
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TR TIFIL L AR RERGIE o [TEWAESR Deploy BEIEZSERAERAIEE o

BAAS I AERS
HEAEFS A T R HEZE £ E] Deploy ERI%ZRHI—1E75 7% - AIEEAHMEESTIRIGHVEIR -

&
1. EA T EILEIE S shell > #EBREAE 1S E Deploy EHiEES o

B+

scp image v 93 install esx.tgz admin@10.234.81.101:/home/admin (provide

password when prompted)

BlF

sftp admin@10.234.81.101 (provide password when prompted)
put image v 93 install esx.tgz

exit

4R

Bt R TEEEFERENTESEY o

Hrig Lo dE (R

IEAI LU ONTAP Select ZEERRFTIE E Deploy MR B % » LUEESFEBHMEER I LUERTE ©

Az Al
T AR E ZEIRIRIETE Deploy BRAREIVEREESTMEB T - RRZERUNEEENETEHET -

FER
1. EAEIEE (admin) HREE® SSHSign inDeploy B2 CLI ©
2. B4®h Bash shell :

shell bash
3. BLZEERERIEMA images &% ©
a0l
tar -xf image v 93 install esx.tgz -C /opt/netapp/images/
BET A] FARY AR (R
TR BB BB 7] FIBY ONTAP Select BRR o
SER
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1. iEshErEE AR ERNES LR EXHEE > LFAEES (admin) IREEA :
http://<FQDN|IP ADDRESS>/api/ui
£ Deploy E#itsr04RIE B 8L IP it o
2. BHFEEES > B2 Deploy ° A% 252 GET /images °
3. BLEE Try it out! LUEERATFHEY ONTAP Select BR& ©
4. FESBFRRRA A o
1% Deploy HfHIFRONTAP Selectff R
ETNHEZONTAP SelectBR R » {KB]U1E Deploy EIEERREXNEAFPREFER o
(D FmmEEEAEERNEFAONTAP Selectiifg -

W UAERS
AEET UMb L AR (P s B SR S B P GEFBRYB ONTAP Selectitfg o

FER
1. EAEIEE (admin) HRFER® SSHSign inDeploy B2, CLI ©
2. BB;RH Deploy BIBR#EE I 0 /T EAAYONTAPME ¢

cluster show
IR EERRN THRRA SIS SRS EERER TS o
3. E%& Bash shell :

shell bash

4. BERFTA R FRIONTAP SelectBhf :
ls -1h /opt/netapp/images

O. PJEEIE(FEF ST IRIE L EHMIBRONTAP SelectP{& o

ESXi &

rm -r /opt/netapp/images/DataONTAPv-9.3RCl-vidconsole-esx.ova

KVM &5

rm -r /opt/netapp/images/DataONTAPv-9.3RCl-serialconsole-kvm.raw.tar
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RIELEN2LZERONTAP Select Deploy EREZT

Y0SRONTAP Select Deploy ERREXEERREREZEBEXAE > TRFEAEIEONTAP
SelectEiFAFEREE © IEIh » FIEEMEREA T RE HA IIEE » (A% Deploy MiFEaVRE2S
ARFSAATFE o MNRBERTERIESE > [EAB1ER Deploy 2RI TERE A SEER
S8 HA IHEE -

FsaZ Al
EEFEIR Deploy BERRENERZAT » EIERMETER LIRS

PR BEFNE
TREZAE—EEERF I EERFRINENR

%t Deploy [EHit

1 BRESNTE RIS B IR N IRIEP L EEONTAP Select Deploy ‘A BREXHIFHER o
ONTAP#: <54 E

1 AZERESNE AONTAP Selectz252FYONTAP CLI i f#F shell 77 ©
HEERENEEHORTRYE

T 7AtEE B G A B2 ONTAP Select HIRLHERMIE Deploy AREREANREERHEHD  LKRISEEAT
BEZEENED

i2[H Deploy FCERIHES
RIEFTERNERER » CEZAEMIER Deploy SREERIBIHED ©

JR4A Deploy E##4a3RY IP {iriit
T BERE R EIERRYE Deploy BRI ERIL2AY (P (i o

BB
CUERTERNESBNTERSREN - MBERB RN  ALAEHERUER Deploy HTIEA

BREMZESERTEMAIE -

RIEERWEIRERRF

RABRETEEIRONTAP Select Deploy ERERNEFIRHERAPMELS R - LHREBAN RS HES
ZONTAP Select &gk 5 MR IEHPE Deploy ERERMNREERMER o
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