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Plan the deployment and prepare the environment.

.

Install the ONTAP Select Deploy administration utility.

.

Acquire the licenses required for a production deployment.

.

Deploy an ONTAP Select cluster using the ONTAP Select
Deploy administration utility (web Ul, CLI, or REST API).

'

Administer the ONTAP Select cluster using the standard
NetApp management tools and interfaces.

ONTAP Select
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Purchase a license for the nodes or capacity pools
through NetApp or a NetApp partner.

}

Extract the serial numbers from the email received
from NetApp or at the NetApp Support site.

l

Enter a serial number or serial number with
License Lock ID at the NetApp licensing site.

l

Either download the license file or extract it
from the email received from NetApp.

Yes

More

licenses?

Upload the license files to the Deploy utility to
establish storage capacity for the nodes or pools.
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Select active and standby adapters for this port group. In a falover situation, standby
adapters activate in the order spedfied below.
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BCE ESXi 8% KVM R LAGH RIRERR o

FYaZ Al
BATHDBRIZEFEUTREENK !
* B/ ESX i > AFEASIENIHESEERAEXHITONTAP Select o
* ¥ KVM 4 > ONTAP Select 9.17.1 BEMI=Z 1B Deploy EIEE AR
* Premium XL &A1 90 KeF(hEFnl 8
* ESXi 3 KVM EHIETERI TR E RS2 B IR2 0 A
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ESXi
LUT it a3 E A2 TUhR A 32 4% ESXi ¢

> VMware ESXi 9.0
> VMware ESXi 8.0 U3

o VMware ESXi 8.0 U2

° VMware ESXi 8.0 U1 (PIZBhRk4s 21495797)

° VMware ESXi 8.0 GA (A&FHRZs 20513097)

° VMware ESXi 7.0 GA (RZBHRZs 15843807 E=HRA) > €24% 7.0 U1 ~ U2 1 U3C

FEBE
LUT Rt 23 B IRAZ TUMRANSZER KVM ¢

° Red Hat Enterprise Linux (RHEL) 10.1 ~10.0+9.7+96+95+94+92+91+9.0~8.8+8.7 I
8.6

° Rocky Linux 10.1~10.0+9.7+9.6+95+94+93+92+91+90+89+88+8.7%18.6

£ RHEL 10.1 1 10.0 2% Rocky Linux 10.1 1 10.0 ik » KVM E#ig S SRR pEkEe RAID TIER
RE—LERE o NFFMAEN > B2EATHAFEXE !

° "CDEPLOY-4020 : ONTAP Select Deploy : f#£/ RHEL 10 #1 ROCKY 10 i/ # % HWR RHIRES
HE"

° "CDEPLOY-4025 : ONTAP Select DeployGUI : 7£#11T RHEL10/Rocky 10 B9F## - » EEEIEEH
SWR MRl A TE AR R A B

* FTEHRE 1.0 WEShRZAEI NVMe R
IRFE EMEMEFEFE TERFIRER SEEARENLE UK "ONTAP SelectZE"THES o

RERS ILEAETS
TEABIE I FTBIONTAP SelectE &£ Z BIHITIEER o S RILUITILIEF ARG #EE RAID NVMe £ E
XEIMY NVMe HERENES o« EEREIB R T » ECEMEREE - (A BGRITIEEEIMY SSD MR —153FE18 Deploy Hrid
©ff o TEZEEEH Deploy B85 NVMe HERE I SFTENENEIEE o 1§ NVMe HEREM NI EIR G R &R » 35F
BEUTEMEMEERIZANEIE :

s MERIPERAREE ©

* HABREMREUEFRNARHT » BEHRRT ESISEIEEIER o

- BEIMEREREEER
BHENFEFEERTHREZEN -

1. 7ZEREH# RV BIOS AL E* BB LIERE 1/0 EHEAIZIE -
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2. BF3*Intel VT for Directed 1/O (VT-d)* 887 ©

Aptio Setup Utility - Copuright (C) 2018 American Megatrends, Inc.

B YT far [Enable]
Oirected I/0 (MT-d)

3. FLEFIRERIE Intel HAIRE B (Intel VMD)* © B3R > FIARY NVMe KER#T ESXi 5 KVM EE##H
HEERIAATR ; AAEMILER - RBBREIRE -
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Intel® YMD for [Disahlel
Volume Manasgement
Device for PStacko

4. FCE NVMe BEEN2S AR EHIHES o

a. 1f vSphere A > BARIE ¥ BLE REEEIE IFfe
b. FEZEEHFONTAP Select FINVMe EEEH)2S o

DU SRR 7 ESXi R ] FRERRE
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Edit PCl Device Availability sdot-di380-003.gdl.englab.netapp.com e

D Status Vendor Name Device Mame ESX/ESXi Device
4 E 0000:36:01.0 Mot Configurabie Intel Corporation Sky Lake-E PCl Expres..

1 0000:38:.. Available (pending) Seagate Technology .. Mytro Flash Storage
4 i 0000:36:02.0 Mot Configurable Intel Corporation Sky Lake-E PCI Expres..

}a 0000:39:._ Available (pending} Seagate Technology .. Mytro Flash Storage

No items selected

CHRE—EREKE NVMe RFEZIED VMFS BR{ETFEREEONTAP Select VM RATHERR
() FEENVRAM o EEEES NVMe BHLUE(T PCI BB » AREE D —ERARILAR
9 NVMe FEHk o

a. 3= OK - FRERBRN IR (FERE)
O. BEEZERMARENL R -

BUF g fEm 3 ESXi 4 :

Configure Permissions VMs Datastores Networks Updates
DirectPath I/O PCI Devices Available to VMs REFRESH EDIT..
2] T Status T Vendor Name T Device Name ¥
I8 0000:12:00.0 Avallable (pending) Seagate Technology PLC Nytro Flash Storage
E 0000:13:00.0 Avallable (pending) Seagate Technology PLC Mytro Flash Storage
@ 0000:14:00.0 Avallable (pending) Seagate Technology PLC Mytro Flash Storage
@ 0000:15:00.0 Avallable (pending) Seagate Technology PLC Nytro Flash Storage
g 0000:37:00.0 Avallable (pending) Seagate Technology PLC Nytro Flash Storage
[% 0000:38:00.0 Avallable (pending) Seagate Technology PLC Mytro Flash Storage

7 devices will become available when this host is rebooted. Reboot This Host |

S E% 2 | ZHONTAP Select Deploy ERTER

FREFLFE > IEETUUREONTAP Select Deploy B2 © Deployf¥ 5| B EMZEFHRYEH _EZITONTAP
Selectf#fFaEEE ° TEULIBIZH > Deploy SEAIZIEREREREDN NVMe BeEhe3 > I BENEHETFILIA(EONTAP
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BRI o A LIRIS T E AR TEREE o
@ F{EIONTAP SelectfiIZhER %518 14 {8 NVMe =24 ©
LUFSEfE H $13 ESXi 44 :

I ONTAP Select Deploy h| @~ | &~

Clusters  Hypervisor Hosts  Administration

Storage
RAID Type Data Disk Type
Storage Configuration Software RAID j NVME j
nvme-snc-01
System Disk  sdot-dl380-003-nvme(NVME j
Capacity: 1.41 TB
©  Data Disks for nvme-snc-01 Device Name Device Type Capacity

0000:12:00.0 NVME
0000:13:00.0 NVME
0000:14:00.0 NVME
0000:15:00.0 NVME
0000:37:00.0 NVME
0000:38:00.0 NVME
0000:39:00.0 NVME

Selected Capacity: (7/7 disks)

BRERNINEPER » ONTAPRMEER FREIRIERIEBFHEICERT - ONTAPONTAPE HEIRARECISIESR
(ECEEFERINAE - RMERARIREMF BEN NVMe #7F o
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Preparing Local Storage.

- The local storage is being prepared.

“ 0 NTAP Syste m M dan age r {Return to classic version)

ofsS-NVYMe versionsro
DASHBOARD

STORAGE _
Health 2> Capacity >
NETWORK
@ All systems are healthy 0 Bytes 4.82TB
EVENTS & JOBS v i ) USED AVAILABLE
PROTECTION FDvM300
0% 20% 405 60% BO0%% 100%
HOSTS = 1to 1 Data Reduction
No cloud tier

CLUSTER

ZHONTAP Select Deploy

EZ4EONTAP Select Deploy EIRE R FAZEBENEILONTAP Selectsx

o

M B

T E E R 2R IR R
TERTIATE NetApp Z3RAFUL T & ONTAP Select Eff ©

FIsGZ Al
"IS B —(EFEMMBINetApp ZIRAIAIR A" ©

RARSIHEAERS

ONTAP Select Deploy EIEEBENUERHABERICERX (OVF) ZEERES (VM) B ITE o thEE
— BRI R B B4R ova © It VM 121 Deploy falARE3F] ONTAP Select BiZERIZREERR{E o
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1. (EAAEEZIE2R7ZEY "NetAppZ 1B ILEE" A Sign in ©
{EEEE P Downloads > 7R 1E THITUEEE % Downloads °
£ I're BEEW TARBEERAZ] T BEFH0-
M T HEBNALEEIE ONTAP Select ©
EEFMENE MR o
EERKAPFAHE (EULA) IEE RS HE o
EEY THEENEY » UREEZELIEMERT o

NP”.‘-“PPO!\’

%:% ONTAP Select Deploy OVA %

TEZHE ONTAP Select ZEE M7 A » EFEZLEREE ONTAP Select Open Virtualization Appliance (OVA) %
E o

RSz Al
BECHNRARREREUTEXK !
* OpenSSL k7S 1.0.2 E 3.0 AR EAER:E
R4 LIREREERE (OCSP) BR:EMIA AP 48 RE 55 R

1. 551¢ NetApp ZHERMIEMNER THE@DIIGUTIEE !

X4 Eiepn
ONTAP-Select-Deploy-Production.pub RSB BN LE o

csc-prod-chain-ONTAP-Select-Deploy.pem TGS (CA) (S1EH o

csc-prod-ONTAP-Select-Deploy.pem BANRELEZIEINERE o

ONTAPdeploy.ova ONTAP SelectfVE R ZEE R HIITHE ©

ONTAPdeploy.ova.sig SHA-256 ERAK A RRIEE > HIRIEZIERIE
23 (RSA) AU TANEITEE | “csc-prod &
BEXNEERE -

2. Eﬁ%}\‘ONTAPdepon.ova.sig‘?&Y#Eﬁ:ﬁﬁﬁE?JH%E’\JE EMERERT °
3. FERAU TSRS

openssl dgst -sha256 -verify ONTAP-Select-Deploy-Production.pub
-signature ONTAPdeploy.ova.sig ONTAPdeploy.ova

EZRE R i B
1BAZE(EF OVF [EHIL I3 MG L4 1 BXEh ONTAP Select Deploy FEHit42s o T LEBIZH > ERERTEMHEBN
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ELAER DHCP Z¢EFRS IP 4HRE o

RS Z Al
Y ESXi [EfRHEIIEIRIER » S BEHEEBZEONTAP Select Deploy VM :

* BEiBZEE VMware AR IGESIMIER T IREZEHITHRUEE » T2 BR3P OVF T
EE% Deploy VM EhEE$SIK IP ik » 557F VMware IRIEAEH DHCP

H5t ESXi fl KVM ERHIREIRRER » KRR ARUERKSREEANRERER » SEERKESHE I

ERAEER A E 1K - ERFFEPREER © ERZLITHMEN

* Deploy VM B9 IP fif3it
MRS

* 4ERA (B&ER28) AV IP {iit

* I DNS fAfR2SHY IP fist

* 55 1B DNS {RAR28HY IP firdit
* DNS =485

RS ILEAETS

MR vSphere - 818 OVe WABHEAAZE - BIRAAA Deploy BEAA (AR
MR GEFUILRE - BT Deploy HEEH4S3AVES] AR AR «

BRI RECRNIGERNE ESXi B2 KVM EHiEEIEREN -

E) °f8
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ESXi
1. 335 vSphere AR IRIEE A ©
2. BEFEREEPIVEE M ELEEIE OVF &4 o
3. 3 OVA HEZE » SR8 52AY Deploy OVF Template 1552 » 1RIBICHVIRIRIEIZAEAYEEIE o

WETEREIEEREMNER c EA Deploy B RRREEIRMILEE o
4. EREEHILIE - BIEMAVEEIHES c MRBIEMER[ENTA > ERIESSHRES) > SAFEEE) o
5 WREE > ToIUEH VM 41838 E Deploy 488K :
a. ¥—F Console #IEF » BIAJ7EEY ESXi FHEERTE shell M ESHERHIEFZ T o
b. FFUTERR -
FHEATE -
C. B AFHLIBAIZ T Enter o
d. FEUTRT !
AEEERAPRHEERS :
e. B AZHEA 1% Enter ©
f. EFLUTRT:
5 DHCP R EARREN 2 [n]

g- #A n EZRFRE IP RENEA y £ DHCP > AR Enter o
h. WIREEFRERE © FRBEFRBREFMBEMAERLESN

R
1. Sign inLinux {AlAR23 LAY CLI :

ssh root@<ip address>

2. EIUHEHRIIREURIE VM B

mkdir /home/select deploy25
cd /home/select deploy25
mv /root/<file name> .

tar -xzvf <file name>

3. B RIBNFIT Deploy BIEERAEIA KVM VM :



virt-install --name=select-deploy --vcpus=2 --ram=4096 --o0s
-variant=debianl0 --controller=scsi,model=virtio-scsi --disk
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4. INIRFE > WA MUERA VM $EHI 552 E Deploy 4R :
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virsh console <vm name>
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(ONTAPdeploy) security publickey add -key "ssh-rsa <key>
user@netapp.com"

3. BYF MFA B17E%:% “security multifactor authentication enable’ 3% ©

(ONTAPdeploy) security multifactor authentication enable
MFA enabled Successfully
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eIkt

login as: admin

Authenticating with public key "<public key>"
Further authentication required

<admin>'s password:

NetApp ONTAP Select Deploy Utility.
Copyright (C) NetApp Inc.
All rights reserved.

Version: NetApp Release 9.13.1 Build:6811765 08-17-2023 03:08:09

(ONTAPdeploy)

ONTAP SelectfF ssh-keygen %% CLI MFA & A

75 "ssh-keygen'sZ8n ¥ A4 SSH BZILMHNSMNEEZMHNIA - EESRHEITARBEHNEA - E—BA
DU EHERE o

& ‘ssh-keygen e ¢ ZEZERANENRAT BN AREEREX

(i

C REERBBUTHIUERE | C-tER
* BREFBUTHUEEERN @ -bEIR

eIkt

ssh-keygen -t ecdsa -b 521
ssh-keygen -t ed25519
ssh-keygen -t ecdsa

1. EEENTRPSH o " .sshfid_***.pub SXfF o
2. FERUTHRBEENEEBIIEEONTAP SelectZfZE © “security publickey add -key <key>'#< ©

(ONTAPdeploy) security publickey add -key "ssh-rsa <key>
user@netapp.com"

3. BUA MFA B4 8858 “security multifactor authentication enable &5 < ©

(ONTAPdeploy) security multifactor authentication enable
MFA enabled Successfully
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4. EiF3 MFA &% AONTAP Select Deploy 4% o fGfEZ S UWREIFELUL T EFIAVEHE o

[<user ID> ~]$ ssh <admin>
Authenticated with partial success.
<admin>'s password:

NetApp ONTAP Select Deploy Utility.
Copyright (C) NetApp Inc.
All rights reserved.

Version: NetApp Release 9.13.1 Build:6811765 08-17-2023 03:08:09

(ONTAPdeploy)

%t MFA B R E—REZ 5 {0EEE
B LUER T /5% Deploy BIEEIRSKIERA MFA :
* MBEATUERLZRRE (SSH) UBEBEF2EAZE CLI > s5H1T F3sn<LUER MFA @ “security

multifactor authentication disable' R EHZBE CLI H&% ©

(ONTAPdeploy) security multifactor authentication disable
MFA disabled Successfully

* WNREHEEAER SSH UEEE 5% A Deploy CLI :
a. i@ vCenter 3¢ vSphere %% Deploy E#i#23 (VM) SIS
b. FREESIRAE A Deploy CLI ©

C. 81T “security multifactor authentication disable #5% ©
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Debian GNU/Linux 11 <user ID> ttyl

<hostname> login: admin
Password:

NetApp ONTAP Select Deploy Utility.
Copyright (C) NetApp Inc.
All rights reserved.

Version: NetApp Release 9.13.1 Build:6811765 08-17-2023 03:08:09

(ONTAPdeploy) security multifactor authentication disable
MFA disabled successfully

(ONTAPdeploy)

* BEEEAUERAUTHRSMRAR
security publickey delete -key
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<disk type='block' device='lun'>
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<backingStore/>
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<address type='drive' controller='0' bus='0' target='0' unit='4"'/>
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@ Node Details

> HAPairl

L]

Mode1 sti-rx2540-345a — B.73TB - # Host1 sti-rx2540-345 — (Small (4 CPU, 16 GB Memory})

|_]|| = ”.'l Node2 sti-rx2540-346a — 8.73TB - # Host2 sti-n2540-346 — (Small (4 CPU, 16 GB Memory))

3. B + EREESRE -

Fdit Nade Starage

@ storage Disks Details

Lata Lisks for sti-elLA0-310a

4. EER R HERAVRE T B BUNE IR PR AR o

@ storage Disks Details

Select Disks for sti-x2540-345a

Mode | St-rELAU-31La (Capacity: 185 BB, Licensed LU0 18) |:| velectLicense
i
Edil
ONTAP Mame Device Name Davice Type Adapter Capacity usad by
MNFT 1.1 1 SO0 52RCA0 L4044 88D witibibaad £A4.25 GR sl k2540 2450 L
NEI-1.22 Naa.LulLsEcIVb1dfb e wvmhbad BUALL G EU-R2U10-3103=>"...
MNCT-1.3 nNaa.5002538c40bdendz S5SD wmhbad 89425 C0 Stl-r2540-345a=>"_ .
NFT 1.4 125 5002 528040 hd 040 R|AD wirihibaiad AN4.75 GR sl i 2540 2450
MET-1.5 Naa.5002538cA0b4e041 S50 vmhbad 804.25 GB sti-m2540-315a=="0..
MNLI-1.656 naa._buuzsiscaubadfsa LL0 vmhbaa HU4 25 G SU-rN2Sau-i45a=="_ .
MNrT-1.7 NAA_SND?SIAcanhad sy sl wmhhad A94.25 G0 afl-re?540-3453=" .
MNET 1.8 Nuw.3002538c4004d 140 SSD witihibud 804.25 GB uli 1x2540 3435u ...
MNEI-1.Y9 Naa.LUlILEEcIUbIelEe Sol wmhlbaa BY1ULL BB S LAU-310a=". ..
MNLCT-1.10 Naa. 50025 38c40bie0ds SSh wvmhbad 89425 G0 Stl-rv2540-345a=~"_ .
Node = sti-rx2540-345a (Capacity: 135 GB, Licensed 50 TB) v Select License
ONTAP Na... Device Name Device Type  Adapter  Capacity Used by
-~
NET-1.1 naa.5002538c40b4e044 55D vmhbad 894.25GB sti-rx2540-345a=...
NET-1.2 naa.5002538c40badf4b S5D vmhbad 894.25 GB sti-rx2540-345a=...
u NET-1.3 naa.5002538c40b4e042 S50 vmhbad 894.25GB sti-rx2540-345a=...
NET-1.4 naa.5002538c40b4e049 SsD vmhba4  89425GB  sti-n@540-345a=...
NET-1.5 naa.5002538c40b4e041 S50 vmhba4 894.25GB sti-r2540-345a=...
NET-1.6 naa.5002538c40b4df54 SsD vmhbad 894.25GB sti-rx2540-345a=...
NET-1.7 naa.5002538c40badf53 S5D vmhbad  894.25GB sti-n@540-345a=...
u NET-1.8 naa.5002538c40badfda S50 vmhbad  894.25GB sti-n@540-345a=...
P neT1o naa.5002538c40b4e03e SSD vmhbad  89425GB  sti-n2540-345a=...

Selerted Canacitv: 7.86 TR (9710 disks)

1M



5. RIS EREMIEIBREME" o

Selected Capacity: 8.73 TB (10/10 disks)

© ONTAP Credentials

Cluster Username admin

Cluster Password sessesse

Cancel Edit Storage

6. FESDIRIE o

Selecting a disk will result in loss of existing data from the disk and deselecting a disk will detach it from the
node. Do you want to continue?

HIEHEY R ARSI
PRI FRIARRIR R - R 8 FRRARR o
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{£F3 Deploy Y KVM
£/ Deploy KfNkkE
SR LU HERR I B KVM 4 (EREIREIRN — S D SIEMESRERE ©

Rt Z Al
& AZEHEHR ONTAP SelectfIONTAP Select Deploy BIE EiRA &:E o

RN AR T KVM Linux i E o
HER
1. EHEEEEMRASIgn inZPE LB Web FEHEENT ©
2. FEIEEEIEIAY Clusters™iEIEF » ABNBEFREFATENEE o
3. FEIEFRE HA HoUEIEEERY + o
WNR{ZFHs%EEIE > Deploy BRIIEFERIFTFEFEES: ©
4. EHREHMFEF EI EEREMETE o
O. HIFEIEIZTIEIBEAVEANR - BIAONTAPEIEE/R:E » AREIE REMT UEREE o
6. EIE FHIZER R E AR SR M INIR(E o
7. TR E P O & o
£/ CLI B KVM
SR I A PR PR R AR A 1B 0 (S RT LUEIR R AL R o

1. AR M N Z) R B 2R o

virsh attach-disk --persistent /PATH/disk.xml

LS
ZHERE D ECAH AR - AIHONTAP Select(E/ - ZMARFISEREE —DIENE RFFMA SEE ST ANR

Ay

sz
G

FER R
BN ERECE 28K » GFEZFER Deploy BIE AR MITRERIFIRIE o
ESXi

1. EHEEEMRASign inDeploy Web {FHE&E7 T ©
2. FEfE Clusters 128 EIZABRASEEE o
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@ Node Details

> HAPairl

|_]|| - ”.'] Node2 sti-rx2540-346a — 8.73TB - #

Edit Node Storage

@@ storage Disks Details

Data Disks for sti-rx2540-245a

© storage Disks Details

Select Disks for sti-rx2540-345a

Mode1 sti-rx2540-345a — B.73TB - #

3. B + EREESRE -

Mode =ti-rx2540-345a (Capacity: 135 GB, Licensed 50 TB) -

ONTAP Name

MNET-1.1

HNET-1.2

MNET-1.3

MNET-1.4

MET-1.5

MNET-1.6

HNET-1.7

MNET-1.8

MNET-1.9

MET-1.10

Mode  sti-x2540-345a (Capacity: 135 GB, Licensed 50 TB)

Device Name

Naa.5002538cafbae0as

nNaa.5002538catbadfab

Nnaa. 5002538c40bae042

naa, S5002538calbiean

naa.S002538catbieal

nNaa.5002538catbadfsa

Naa.5002538catbadfs3

naa.S002538ca0badiaa

naa. S002538c40bie03e

Naa.5002538c10bae046

4. BEEBEREE I AT HAR R PT IEEE o

ONTAP Na... Device Name

Host1 sti-r2540-345 — (Small {4 CPU, 16 GB Memory})

Host2 sti-rx2540-346 — (Small (4 CPU, 16 GB Memory))

Device Type Adapter
550 vmhbad
55D vmhbad
S50 vmhbad
58D vmhbad
550 vmhbad
S50 vmhbad
55D vmhbad
SsSp vmhbad
S5D vmhbad
55D vmhbad
i " Select License

Select License

Device Type  Adapter

Naa.5002538c40b4e049
NET-1.1 N3a.5002538c40bde044
NET-1.2 Naa.5002538c40badfab
NET-1.3 N3a.5002538c40b4e042
NET-1.5 N3a.5002538c40b4e041
NET-1.6 naa.5002538c40b4df54
NET-1.7 N3a.5002538c40b4df53
NET-1.8 n3a.5002538c40badf4a
NET-1.9 naa.5002538c40b4e03e

O RIEEEBREWIEIFREHE" -

SSD vmhbad
SSD vmhbad
SSD vmhbad
SSD vmhbad
SSD vmhbad
SSD vmhbad
S5D vmhbad
S5D vmhbad
SsD vmhbad

Capacity
894.25 GB
B894.25 GB
B894.25 GB
B94.25GB
894,25 GB
B894.25 GB
B894.25 GB
894.25 GB
294,25 GB

894,25 GB

Capacity

89425 GB

89425 GB

89425 GB

89425 GB

89425 GB

89425 GB

89425 GB

89425 GB

89435 GB

Edit

Used by

sti-x2540-345a=>". ..
SHi-2540-345a=>"...
Sti-r2540-345a=>". ..
sti-rx2540-345a==", _,
sti-rk2540-345a=>"..,
sti-r2540-345a=="....
Sti-2540-345a=>"....
sti-n2540-345a=>" ..
Sti-r2540-345am",

Sti-X2540-345a=>", .,

Used by

sti-x2540-345a-...

sti-x2540-345a-...

sti-x2540-345a-...

sti-x2540-345a-...

sti-x2540-345a-...

stix2540-345a=...

stix2540-345a=...

stirx2540-345a=... ¥



Selected Capacity: 8.73 TB (10/10 disks)
© ONTAP Credentials

Cluster Username admin Cluster Password seeseeee

Cancel Edit Storage

6. HESDIRIE o

AL Warning

Selecting a disk will result in loss of existing data from the disk and deselecting a disk will detach it from the
node. Do you want to continue?

&£/ Storage vMotion i#ONTAP Select&iZ4F+4k %I VMFS6

VMware RZ1EHE VMFS 5 E| VMFS 6 BURLIt A4 © KR LAfSER Storage vMotion #3357
B ONTAP Selectfi#s#t VMFS 5 BRMEEE@IEES] VMFS 6 BRMHAEE o

HHONTAP Select/E##1# > Storage vMotion AJ AR EEFEM L EIEHE - EEE BN EREER > ol Bist
H#ESER -
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F Deploy 2.6.1 1P 10.193.85.71 - Migiale (7} kb

% 1 Select the migration type Select the migration type

Change he vitluAl rmAchines” compole rtesounece storAge, o boldh
2 Xoloct a compute regsource

3 Seleclsiorage (_» Change compute resource only
A Selert natworks Migrate the virtual machines to another Nost or cluster.

5 Select vMotion priority
i) Change storage only

G Heady to complets Migrale the virlual rmachines” slorage o g cormpalible dalaslore or dalaslore clusler.

=) Change both compute resource and storage
Migrale the virlual machines lo 8 speciiic bosl o clusler and lhein slorsyge o g speciic dalaslores o dalaslone clusler,

(=) 3elect compute resource first

 J Secloct storage nrst

Naxt Cancel

RG22 Al

TR E KRS STIRONTAP SelectfiEh o FI4N » MNREFEIRER _E(EA RAID 1ZH238 DAS 77f# > R ER
FEFTEALRIERCE -

(D) MSRIEONTAP Select VM BEEEIT MRS - ATAE RS RBERRAERE -

BER
1. BARIONTAP SelectE#ii%2s o

WRZEEER HA BV —3049 » B RITRIFHEER o
2. 75B&*CD/DVD YLhitdi5818E o

UMNRITZEE T ONTAP Select{B/RFEFONTAP Deploy @ BIEFERAEA o
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) admin-1 - Edit Settings (?)

[Vim.lal Hardware | VM Options | SDRS Rules ‘ vApp Options ]

» [d CPU

» @R Memory

» & Hard disk 1
» & Hard disk 2

Other disks

» SC¢€l controller 0

- O

9.9091796875 j | GB ] v

120 j | GB ]-|
Manage other disks

LSl Logic SAS

» &, SCsSlcontroller 1 LS| Logic SAS
» SCSl controller2 LSl Logic SAS
» &8, SCSlcontroller3 LSl Logic SAS
3 Network adapter 1 | OS-mgmt-vlan-653 (DS1) I - | ¥ Connected
» [l Network adapter 2 | OS-mgmt-vian-653 (DS1) | v | & Connected
» [l Network adapter 3 | OS-mgmt-vian-653 (DS1) | v | M Connected
» @ CDIDVD drive 1 | Datastore ISO File | +| [ connected
» [ Floppy drive 1 | Client Device '~
» [ video card -
» <& VMCI device
s Dthar Dssicas
New device: | Select | ]
Compatibility: ESXi 5.5 and later (VM version 10) OK Cancel

3. Storage vMotion {252 > BIBIONTAP SelectiE#ii&2s o

NRULEREE HA BE—&7D > ERIIBITFEIRE -

4. #1117 “cluster refresh {8 Deploy T B ITIRE FESDIRIERLTH ©
5. {17 Deploy ERTENERE o

FERKTE

Storage vMotion 121E5ERE > [CEZERBEBAREXHITTINIRIE ¢ cluster refresh’ F1iT © 5 “cluster
refresh’ {EFAONTAP SelectEiZEHIFT I E EFHTONTAP Deploy Bl ©

EIEONTAP SelectzFn]:5
TEEIEONTAP SelectsFr]s5HYATE R » (SR ABITAEERA(ETS ©
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EEEREHE
SR LIRS EEIY « 4REFMIFRONTAP Select Capacity Tier 5FAJ % ©
HER

1. FREEERBEER Web /1ESign inDeploy BEATER °

2 EEEmIENAEERE o

3. BB EER R EE o

4. AIEEEREIE RS W PRI AVET RIS o

5. BERIRATOIE » sARIE—EF RIS o : RBEE T o

6. BEMILTOIE » AREEEIRS NG > ABEE LA R A TR STl B XX ©

BEEREMFFAE
EEIIRIER BRI « RIEFIMIRONTAP SelectZS Eith3F AT o

. [EREIEEIIREE® Web 77 HESign inDeploy EAER ©
EEEmENN B o

BRI BE R E M o

- BE 0 EEIRIES I PRI RERAYET AT R o

(BI3%E) ERFFoIB R SRR AT A o

- FTIE TRl B TIR AT AR -

—_

o oA W N

HFFTE
BB  HEEEAESN H o
ETRENTE

SETRANE |

o I ERANAEIERL o

b. gEiE* LR -

C. HEAH T RIS IR — (R ATRESAF o

7.

It

BEEREMRE !

EERE -

EET REA—EMUA BB 2N E R RHER RSN -
C. SRR EM TEETAIERI B AR
d. fERTATEARAIEIRA T B oA th B S RIFEAVEARR ©

8 EEBERERE

i)

o

118



a. JEE AN o
b. BN AT E S B IR o

EMZRER MR
BEEFNFEMFAENTHED R ERTAEEERES - ZBHIEZTE Deploy EEARRERANERFF -
MREEEFERBEMTRIE » ABERIER Deploy B > BIREFTRIRRABEN - CUAEEMNESSE
REX M ARRZIRELEERRY Deploy MITIEES -
a2 Al

* BEIRYIA Deploy BHIFFERNFIBE AR EMEFAIE ©

* WNSRTEEILFAEY Deploy MITERSRIERED » sAEEHN BT B RMAT ©

* K FIEYA Deploy BFIRTIEIIAIONTAP SelectfiZh ((BERYE Deploy BFINEEND REBERIIFHH
Deploy BfIK) o

* BRI EHEIL Deploy EH

RARS LE1EFS
BEEZRER  ILEFER=(EER 4B © MU REELE N L4 Deploy BEIFFERMNFIA R EMITHE - HATHARE
B LEERIFNY Deploy HITERE®E » EOILURIREEERFS o &% » WIR Deploy IP iiltEFX » BIKEE
M SEFERAEMIZEAONTAP SelectEfiff; o
1. Bt4&ENetAppZ B I BUMAE FBUHE MRS Deploy BRI B EMEFAIEE o
2. AEEREMETOIEES I T8 —ERAIEFRI 8
B IISEEMFAE THRES o
3. 7£#78Y Deploy Bf L 2B EMFAIE !
a. FEFAEEEIRFSign inZPEARRER Web FRENME °
b. BEIZFEE R BIERE
C. BHEFRE > RBEFREM o
d. SEERME > RBIEE HEFFOI R REEN HEFTAIE o
4. MPEEFRZFRBEDBVIER TEILT B Deploy Bf > RELEFERNBE DR » BN ESHEFIR
a. FRAESEEIRESgn InPELARRAHSLHNE -
b. Z&/RIRA Deploy BfIRITEIIAERAAIER @

node show -cluster-name CLUSTER NAME -name NODE NAME -detailed

C. = IR SRR R\ I THF » BUSIRYE Deploy BRIFAfERBRE—ERFSE ©
d. #F 20 #rig E IR LR ILATAIESE ©
e. REH Deploy BEIFIFSE

license-manager modify -serial-sequence SEQ NUMBER
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task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html
task_lic_acquire_cp.html

5. WNRIEIR4EET Deploy HUITERERY IP it EAR YA Deploy SUITIERERY IP it R[E > BIABIESEFERR S
EHEAYONTAP SelectffiZE EE#F IP {izdlt :

a. Sign iNONTAP Select&iZ5FIONTAPEE <57 THE ©
b. & AERSHEPRIZL

set adv
c. BRERIECE :

system license license-manager show
d. REEBLEAGTRIEEIER (BF) IPft :

system license license-manager modify -host NEW IP ADDRESS

B e Al R A EFF Al 55
GBI LAFH4RONTAP Selects M= E U F RS ER =R F A5 Deploy BEEEHRRER °

Az Al
© SERLED R ESMNEFERER IR EESF AR RIREEN -
* B ARMEERETHSENMEE S EERE

AR UL AERS

EEMMEEPEEREST ARG EATE - 24T > EZHMBEPIFFHIRERER 0 IABIRBREEZE—
B E S BRI o

1. EAEEEIRASign inFfEAMTEI Web EAETE °
2. EEZEEmIEIPY Clusters IR W SEHEFAFRAVESE o
3. TEREFIFHEIAES - B2 ME—TULEE) BEERE -

TR E TREFAER B0 PEELFrAIEEEn et o

4. HESEMREE—EYBNEEF R NRETE LERINIEAIE o
O. fRIEONTAP/RE M BEZELL"

RESTRIEEFRFIAERER D IE - FFHMETAH > AERBRAERZETEMNEMESE -
STl
DA ERNR AN LA N T ERE SRR R AR I FHARBY £ ESFRTE BRI AU OLTT RSP ©
ERBHHNEEMETAIE
BEBRT > SFAEBRRTEREMARE - B2 - ANEHRATBHANRERE: - RIITEIZREME

T o TEBAIRTEZ AN » SADHITIEM A SE SRR S RERAVIR(E > PIMNEEREN RIS IRIF - ERAVIRIERM
TREFRIEEAEAT o
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BFRIONTAP SelectilZFrIBE: N EZE R » AR SFAIE « & ~ AHARFER"ED o "B RIFEE" o

EEMINET IR

HHONTAP SelectZm » MINFTRIEEIZTEONTAPHER » BMEFEBONTAP Select Deploy E{TEIR - F'E
EFFEIEHE (ERELEEES) "M"EBMEsT o RRR R AMINE"THRES -
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‘.

RARE
&7

ONTAP Selectf#7F : —RBESF4FEH
EREEEREFEEG 2 > o7 FEERARONTAP SelecHRIEH—RREFHLS o

RFECE RS
ONTAP Select Xt #FHNEBEEMREIEUTAS !

© EBBRIFSRIEM
° BRSEERESRTEEN M CRE L E BT EITONTAP Select3fE o
° BeE IS T BRSHAIRE ~ RAID #EHIS3FNEF4H « LUN DURABRARVARES 2645 o
° LA ETEONTAP SelectZ JMifT ©

- ERERESREEE N EEEEREETERE

o A ER RS EIEEABIEAARERX (FIM > VMware IRIZEFH vSphere) R EEFHITELS
M| °

° ILACETEONTAP SelectZ SMAiFT ©
* {EFHONTAP Select Deploy BEIEERIENETHE
o IERIEA S EEE AR IURR E L OB EEETFAERE
° JEPILUEE CLI sp TERRRIT » A EREIFANEBEN—H 2 BEIHIT ©

* BERICE
> ONTAP SelectZPESERLE » ERILUIFERONTAP CLI ARG IR R ERE ©
° ILEZEFEONTAP Select Deploy ZAMNHATT ©

AEERTRIFEETE

ONTAP SelectF M EIZERINRF AT ERT - B—ERHESIEEEX M ENEMEMREEEMBAIE
BEE -

A ERETEE
4HRONTAP SelectsE EfATFHIFRE BREHF N B RIEM - 2R » FrEEREUTFE T EAEERE -
* #8781 (SAS -~ NL-SAS » SATA * SSD)

CRE (8/97)

A HTFIRIRER A

SEEERY IR EIRE N THEE S IR BRI HONTAP SelectfE ARV REF LY - BLEMEFRERS
BAEEHEY) - (EEBRERHATRRRYA
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Virtual Disk (VMDK) ONTAP Select

)

Steorage Pool (VMEFS) Hypervisor

t
LUN
T RAID controller

RAID Group

Locally attached
drives

A FEEARG T

BLERLSE AR ONTAP SelectiRiz AR R4S A TE4R 1 o TEZEEONTAP SelectZE Z A » [BEZAREL
B o IS S ERIHEY © RAID B¥4BF0 LUN ~ {17 thF S EREhE o

B E e 404 RAID B#4E40 LUN
AL —E S ZE S R IR At E 1% B 14 R ARES » WHONTAP Select{fEFH o EL-EREHIRAS ISR RAID B
4 > ABIFA—(ETZE LUN 2IRAERESEEERN THEERLR - &8 LUN S SRR 2 IRAERIE
REEERTMIEERLS -
BCE ONTAP SelectE1#0F » (SEZFEIATHIAE :

* FREEEHFEHAREAE— RAID FHI2372E

s IRBHEEENARRE > 58 RAID £HI252 15 5(E RAID EHEMNR KIS S
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—{E={%1& RAID E#4H

F{EONTAP SelectF i/ BAFCHE — RAID 48§ o [EFEZZAONTAP SelectEiI8E— RAID ##4H - B2 » £ ¥
LR » (RAJAESEE R T 2 RAID B¥4H - BE " REERIFE" o

EEFMEREEA
TEZEHEBEONTAP Selectl » &L+ BB H#F BRI AL ERIE -
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\ < 1 A |
o C
f 3\ £ ( L £
B_data/plexi DL|D2|D3|D4|D5|D6|D7|D8|P |DP)|S D D1 | D2 |D3 | D4 | D5 |D6|D7 (DB |P |DP ) J;A_dataf;ie:l
\ J I \ J— |
S 3
[ A N WNUJ. vrior v —Tomls | X Fl DT oE ¥ wr D03 [P W] s |*
J ) ; J
A root/plex0 B_root/plex1 B_root/plexd A_root/plex1

ONTAP#EZ RAID %12 T% RAID 87! : RAID 4 ~ RAID-DP FIRAID-TEC ° =Lt 2FASHIAFFE&ERVER
RAID 4518 - WA IRECE > ONTAP Select{£3%1%& RAID 4 1 RAID-DP o E{EARAID-TECHETERI RS » 2
F2{R:E 2 RAID-DP - ONTAPONTAP Select HA EFEHZZ4E » B EEMMNEEENE B —EEE - B2
KESEHSAHNEEEERSEREHEMHMHBRDENRZL - EREEE —ERSIE - EEKEEREREN
B/NBERURIONTAP SelectBiZL 2R B HA ¥ o

HNEERER > FIAEENDBANRHESM (BF) B - BB HA BRERE - —EFERSERRHEZ
ENRGEAH (BF)) BUE > S—EEHSERNRERE HA BSHRAESEY -

H3& (DirectPath 10) 2B ERIARFHEEE (RDM)

ESX #l KVM E## I FIERERNAZIER NVMe HEIEBERIRIEEHFE (RDM) c EEAFFONTAP SelectBE 1
%l NVMe FglE > {SAZB7E ESX 3 KVM S LEIRECBE A HEEE - 1§ NVMe BB EALEERER » &
EfRiR2s BIOS 1% » M HAISEEEEZHMEEN T - 1L » SETEAIDRNEEREREERE > BAB8E
AEEEATE © 1B ° ONTAP Deploy #ItEFRH 2 E{EONTAP SelectfiZh 14 {8 NVMe %% - EEEE NVMe
AEELUSHEREANE  IRIETIEESH IOP ZE (I0Ps/TB) - 5 E » IR EEBAFBEAHESEMNSEE
BB BENEER | BMABIONTAP Select VM X/ ~ AR R #HELEREY INTEL Optane R R ERHETEN
—EER SSD AR o

(D) ATIHAFIB NVMe HEE » 5% BEAKONTAP Select VM A/ ©

BE@EREM RDM Z2HEE—E&R) o RDMe]LUHER|IE/EHITHVESIEES - B@RHEEEHMES ERIE

25 o EEMKE(EM NVMe EEBIs ERH B 2R (FEBIZSANN) BIEEHEEEIHENENONTAP SelectE i 58
RTINS ERE GRINEAM) 12ERONTAP Deploy R TERTZEES) o ONTAPONTAPE IR fiBL# &
HJONTAP SelectEFEIEN AT HA HEVHZER/MIEEIR - B2 @ @BAEATREH SSD EREME (&
%‘-ﬁ;‘ONTAP SelectEHEE/BEEF) FEHR NVMe BEFEIRE (FEEONTAP SelectEFENEN/MIEER) 2
HZER o

BREM EREIRECE

= TiIRMERCAIEAERRE > ONTAP Deploy € BEItIEENEHTE (BRANHIR) LERS (EH
) HEER > WG HIEREEONTAP Select EEH##4ES  ILIR{FEEVIIARE AR B BT > LIEONTAP SelectEH#iH
ZRAC5RIE) o ROMEETDEIE » WA FEEEERTS o WIRONTAP SelectfiFEN HA ¥ > IIERDES
BEiEGARFEFHNEGRFEFL o WO IRFEERERIRFNFEFNEIR R B EET -

FITONTAP Select VM ERYE KR B i fE BASHARARRAN - RItBII A A AEBRHMIRENEESHWEEE

=480
E&% °
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@ RS HY RAID BHAR5EEYBURI B FARVIATREE o ONTAPONTAPEEZEEER RAID B¥4H%8
B o INR4SIRAAENREVIAIR L E 50 - RIfEA RAID-DP ; B8 » BIEIT RAID-4 IRFES ©

ﬁﬁﬁiﬁ’\ﬁa RAID Z3ONTAP SelectiZ# %2 #TIE A &R - BIEEWURE BB IRMIFHAIA/ NP HEEREH

o BRFFMER » AR ENF#EFEE" -
EAFASFIAFFR4EELL > IMRBETEIRA RAID BHAFTIE R EEE N ERIHERRI EEE#(E’J%[@U%%?(/J\A

B o NRCEEIFAY RAID B£4H » BT RAID EH4HRYX/)\EELIRA RAID EHAERIA/MVETTED » UBRERETS

MAERE T o

HONTAP SelectfizHEEI$IFERY ESX 3 KVM WEFRAEUCED
ONTAP Selectlii@E E1Z50 A NET xy &R LUE B T ONTAPIE < REVSHEHE UUID :

<system name>::> disk show NET-1.1

Disk: NET-1.1

Model: Micron 5100 MTFEFD

Serial Number: 1723175COB5SE

UID:
*500A0751:175C0B5SE*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

Wy ater A L Saetensen 0 odleesiah setepnce | 3 G5, | (i awons =
Sonenary  Moniler | Confgure | Pemistons  VME  Datasioes  Newers  Update Manager
. | ol g Devcas
— - Lioiage -
-1 @ e @ sl @ © B @At y= -
o Loeal ATA DISH (1 SO0R0TS11PEE0554) o s s

Q2geesad

1

seaasasasass

7£ ESXi 3¢ KVM shell /1 » fEAJLAB A T e @ RELEERBIHE (BE naa.unique-id 1Z:#) B9 LED P9V -
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ESX

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

REBE

cat /sys/block/<block device id>/device/wwid

fEFERAE RAID iy tHIRZ [ERERR & =
AP SEEBEIZ AR SBRR RN HIERENIER « RMBVITRICRNES RAID REMKIEHRHEINEE -

RAID4 & A AR —{EHEREIE - RAID-DP R B AR MIEHAIRHIE > MRAID-TECER AR AR = (EHAIRH
f& o

YIRS EHER R/ V054 RAID SREIS BN R AMIEHE - W BAHRAUMIRA » AIEREERBTRE - IR
REBREIRAR » AIRSRUERIRERERE - EEIFEHRMEIRALL -

IR AFEHER B RAID SRR SRRYRAMIZHS - RIS TRARC AR » RSSO B R - ZURH
it HA BCHEnRE_ERYSE —ERIRMH o ER0KE - 8% 1 BES /0 BRI B IBREBIEEIFIE e0e (ISCSI)
EXEIERS LU ER, 2 ERBER - ﬂﬂ%”"ﬂﬂ%ﬁlﬁ*iﬁ&ﬁa » IR EWIRCAKE > BRAAA -

AR SRR S AEBIER R © AREMIEIERMNERHRR - 55ER > SHRSEERENRGHEE > 1EE
MR EPEAR © ONTAPONTAP SelectfEF1R-&#}-&#} (RDD) ﬁE’fﬁ‘tH?’rﬁﬁlaﬁsﬁﬁiﬁ*&ﬁiﬂﬁ—@’fﬁﬁiu
EMNMEBERDEIE - FIt > BR—ENSEHRAIESHESERS » SESMRESHRHRFESHEIE
MR AHEEHNFRSNERERZRSHNEIE o

FEUTEAEL T - FERFED plex WMIFFLEEFEIL -

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0O, 5 disks (advanced zoned checksum, raid dp)
Usable
Physical
Position Disk Type Size
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shared NET-3.2 SSD =

shared NET-3.3 SSD -

shared NET-3.4 SSD 208.4GB
208.4GB

shared NET-3.5 SSD 208.4GB
208.4GB

shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.

Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl

Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)
Plex: /aggrl/plex0 (online, normal, active, pool0)
RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)
Usable
Physical
Position Disk Pool Type RPM Size
Size Status
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shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447 .1GB (normal)
10 entries were displayed..

%7 AR SRR — A S EFRSPE > 558 storage disk fail -disk NET-x.y
-immediate @% o MIRAMHPEHEAUE » FEBHBER - EAIUFERAUTHTREEER
BE ‘storage aggregate show ° fEAJLUFEAONTAP Deploy #FR3EEE PSRRI - 55/ R »
ONTAPE %M E1Z50% Broken © BRFNZF BN LW RIBIR » o] LAEAONTAP Deploy E#iikR
i o BEERR MBroken) 12% > 3A7EONTAP Select CLI FEIA THdn<

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

RE—(EAn<HNELEZIEE

E#{ENVRAM

NetApp FASR#E4# LELESERENVRAM PCl £ o iZER2—HaMEE+ » E3IHERME » TRBIRASA
EE - EE B FONTAPIL AT P MEABANENRBEIRE—E - TEAIULHIRBEEBRNERIRRE
CERERENFHENE > SEARREE BRREE o

HARMES AR - BIE > NVRAMRRIINEEEE#RME > WRETEONTAP Select R RRENHAIRAY—
BREI&EH - ERLE - BEHNRKERERNINEUEEMEE -

ONTAP SelectvSAN F145MNEBrESBCE

EHE NAS (VNAS) ZREZIEEE SAN (VSAN) EAJONTAP Selecti#EE « —L HCI EfMU
B oM ERpES  FER Y B RHETE - B EMNREBERZEBIRM T ERMAFERE -

REERSEEANERILREIERER (EXEM Linux T _EHITH VMware ESXi 8§ KVM) ZiBEEFD
B o MR ERKSREIERENE ESXi > BIERHEY AKERN VMware IEFEEAMEE (HCL) # o

vNAS Z24%
vNAS @35 5 BRI AR DAS FIRRE - BN ZEIZEONTAP SelectiEEE » EEIFER— HA HhpmM

fEIONTAP SelectEittHZE—ERHETFE (B1E vSAN BRHETFE) 248 St oI U REER—H+A
SMaRrEFIN A ERHEFE L o ERFILURSETIRFH#EER > /M D EZEONTAP Select HA HHYEERS (LA
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ZEfE] © ONTAPONTAP Select vNAS FER7IZREVERIBELA B A1 RAID #5238 DAS _EHJONTAP Select?R
TBIEEMEML o hFLEER - BIEONTAP SelectEiftE EMPER H HA BHEIERINEIZ o ONTAPRETFREER
Emﬁ” NREEEERY o FLE - YRR IR - RREMAIUERREEMEONTAP SelectfiRERIE K

HA ¥“J":F'EI’J§1IEIONTAP SelectEi2Lth A] SE(F A BB IRAVIMEBFESI| o i ONTAP Select Metrocluster SDS E24MNER{#TF
EEEHAR ERERNEE -

*‘*i%ﬁEONTAP SelectEN 21 A B IHAIIMNIRPES R > Mi{ERES AONTAP Select VM AR BEISHIEE E

# (o]

vNAS ZRiEEARC (A5HERS RAID 1ZH25894514 DAS

WEEE 58 - VNAS ZRMEEARCH DAS 1 RAID 1ZHI238VRIARESZSMER AL - 7TEEMBIE R T °» ONTAP Select#B
SLASEHETZER o IEEREETREHREIS A VMDK » EL VMDK B EFAINONTAPERIE S - TSR
FETFIIE(EZEHART © ONTAP Deploy ZHER VMDK BUA/NIERE » WiSRAIEENZE (B HAH) o

vNAS Eff# RAID 1542389 DAS ZEIEMEFXEE] - REZEMERIE VNAS REE RAID 1ZHI23 © VNAS

BB SRR sES IR MECH RAID #ZHI25HY DAS FRIRMERYERHFTA MM BN - E_EEMAMIER
EANVRAMRBER A ©

VNAS NVRAM

ONTAP Select NVRAMZE—7#& VMDK © EEKEONTAP Selectit @iRE % E (VMDK) 2z L8R T4 Sht e
 (IE4NVRAM) © 2R > NVRAMBIRLH ¥T73AONTAP SelectfiFAAV B MSEERAEE

HiABMER RAID 52387 DAS % E » FEfE RAID EHIZ23IREVGTENVRAMAR T » AA¥NVRAM VMDK 89
FrER AE B TEETE RAID $ZEHIZFIREXF o

#1H2 VNAS 2248 » ONTAP Deploy € EEIfER %A TE—BIENR Ha550E% (SIDL)) BIEBI 28K
EONTAP Select’é'ﬁ% ° lﬂ:Eﬂ@J“@T 1£6F » ONTAP Select'gﬁnﬂNVRAM ) H%’rﬁﬂiéikﬁ?%ﬁ%)\ﬁﬂm

ANVRAM » 55— ')’HE%J\NVRAM[&J&@ JH:IJJ EEEARN vNAS ’ ?.%ZIKi’m%T)\ RAID E%‘J%%‘H%HYE’J%ES’I‘?LE?E
FILLZBEAR 5T o

SIDL ZhAEN: IFEAFRE ONTAP SelectEFIERINAENRR o FIUERU T LERSERISA SIDL IH5E

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

AR 0 WNSREARS SIDL IhAE » EAMAEERIFE - FRHZZSPFAEHMIEE AT E HEMERRIRE > AT
E¥EYA SIDL ThEE :

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

7f ESXi LfEEF vNAS Bl EONTAP SelectfiZh

ONTAP Selectxz iR H A F#F L EPE L EELONTAP Select%E% ONTAPONTAPEE}ET‘H ESX i EACE
Z{EONTAP SelectfiZ » AR B ELHIBABNE—FE o FEE » LA EEBERN VNAS IRIE (HAERE
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%) ° {5 DAS f#ER » AZESEFEEIPEZEONTAP SelectEfl » AAELEG S F HHERER RAID
1EHES o

ONTAP Deploy HE{RZ &% VNAS S EMVIEEEARZ 2K BHREENZEONTAP SelectBRIKREER—&
FE o TERRT MENSSEETEMS T EX X IBENIERES o

ZEIEE VNAS EENVIAEE

Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

EZBE1% > ONTAP SelectEiE ] IUTE T2 B - EUEEENAEFMERERT Y » BAR—=EPHMH
B Z{EONTAP SelectfiZtH AR —[E/E 14 o NetAppEi&FENE L EHi 4 2S f R4 FRA » LUE VMware
BENEER—REPER 2 BN SRR - MAEERR— HA HHIETRL > I ERSIREE

()  R#AEIRBIERIE ESX ¥4 LA DRS -

AHSEUUTER > LUT RN A ONTAP SelectE #2811 /K BB FRA] o WIRONTAP Selectz&2EE =2 1E
HA % > BIREPFrEREENBE SEILRAIF o
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Gatting Startad  Summary uunn:ur] Configure | Permissions Hosts VMs Datastores

“
w Senices

viphere DRS

v5phere Availability
- VEAN

Ganeral

Disk Managemant

Fauit Domains & Siretched
Chester

Heaith and Performance
iSC5I Targets
ISCSI Initiator Groups
Confinuration Assist
Updates

« Configuration
Ganeral
Licensing
Vibware EVC
VMHost Groups

VM Overrides

Host Options
Profiles
V0 Filters
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Tyes

Networks  Update Manager
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost |

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

HIRUTEREREZ— » F—ONTAP Selectz= P HIM{E T Z{EONTAP SelectEiFarISEE A [E— ESX T L :

* H5% VMware vSphere 2R K B DRS » FEIEFR7E7E DRS ©
* B VMware HA 12{ESU EIEE MBI VM BIBB S > Rt DRS RARFMEIRRI#AES o

i5EE » ONTAP Deploy A& £ EE#EONTAP SelectEBHHEESHINIE - B » EERFTIZIESEONTAP
Deploy Het PR BUERZZIEMACLE !

UnsupportedClusterConfiguration cluster 0180516 11:41:100400 ONTAP Sefect Deploy does not support multipte nodes within the same cluster sharing the same host

EHNONTAP SelectiZE B E

ONTAP Deploy AJ AR AONTAP Selectz= & B SEEIREFTIE MISHEREIMRETF ©

ONTAP Deploy FBIEEFEIMISIAERIEMEBRHEENM— 7% » FZIEEZIEXONTAP SelectE#Hi42s © T
BT AR EEEEIEEEN M+ Bme
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster

ONTAP Image Version $5RE1 Licensing licensed
1Pvd Address 10.193.83.15 Domain Names -
Netmask 235.255.255.128 Server IP Addresses .
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

» Nod
Node oenodedSIP15-01 — 1378 + ¢ Host  10,193.39.54 — (Small (4 CPL, 16 GB Memaory])
WFEIEFENNAEREIZ(FININEMER - HNFEFERAFIEBEERETHE (RATHEM LHRZE

BE) o MRFBEMERFERMNHBEHERESE > MIRMERERY - BALEEREHBEMMTAE

RSN BEFTIE EIHABIONTAP SelectBR S > RIFIBIRTM (BRH#ERE) FIBEREEBERAHFH (
BEHETR) RUREEREEELL o AR » BIERIE SSD RFMEERE THLAFFRE (RBAMREIEEIEER)
HIONTAP Selectfifh - tH ANSZ4RIE G EFA DAS MMk o

IR ARE AR T RS E R M LURHERSNI A (DAS) fEfeith > RIAREFRSIMNT RAID E¥4BA0 LUN
(80Z1E LUN) ° BIFASHRF—1% > MREDEERSHILER - BIESHEMFRH RAID BHEASIAELERIE RAID
E%%HEI’\J'I&;?E*EM c MIREBEIUMIFRS > WHERD THMFESHMERE » BIFEY RAID 8BRS B

MRERHEEFNAEXNNRBASZENRABERHER) AU EAERENIEERRBERMHE - BE
ﬁﬁ%ﬁ?&%ﬁ@%ﬁ%@eﬁ%omw Select WEEHHEFIEP I UABNESER » BEAZRZONTAP Select&i #4895

YNERONTAP SelectEiZiE HA HE9—E49 » BIfEE E— L HANRRE -

£ HA i > SESREE S KRB RECHEMRMIERHRGRIA - 72803 1 PiEERTEEHICHER (8 2
) PETEAERIA/NZER - IXERERD 1 FFFABERHEREIEES 2 o H15E:R » TEEIRE 1 B ERIMRERIA
ZEARL 2 RYZERITERIRE 2 AR REUARAIFE o R ZERINNAGR 2 24 7 HMAETR 1 BVERHTE HA F(HEARE
R ZEFRE o

RARSIERE - BA—EFRIMNYE BRE - #iRh 1 LB SRSENEIER 2 - FIt > 80 1 LIHZERE (BrH#EE
) BUMBEAZRELENR, 2 ERTZER (BRMET) AURLBEARFT o HAA)sEsR » FEME RS EARINZER » BERRREN
HARRIEFR TSR AR RAID B#AEA/)N > BIAERERNAERRE © BERHH RAID SyncMirrori&EFNTEECHERL £
HEEE RIS -

AEEN HA B EER L ERERERNAE - MANITMREEFILIRNE » SEMR—RK - BREHEFHE
IR EE R E e M E ENRL IR INERIMNZER o SERRL PR RVEZRF I EIRS 1 R RN _LERRS 2 FREZEM -

R EESMER > BEMMESMEERERM » SEFRERHE 30 TB B9ZE[ o ONTAPDeploy #1311
—(EEEEHRLERE » SEMILBERHEFONTAPHAY 10 TB Z=fE o ONTAPDeploy ASEEIEACE 5 TB BY/E
@J%ﬁaﬂ °

TEEET T E2 1 B REFIZIZIENASR o ONTAP ONTAP SelectfT SEEIZE_E{ERERMNEEEFE (15
TB) o B2 » HiZh 1 BSEBIATFEE (10 TB) ARENEY 2 BHSEBN#7FE (5 TB) - AN SEELERE B A EEhE R
MEIZA » FItHEEEE S 252 RE - ERHEEE 1 hRIGREEIINIEI B > MEBERMEERE 2 A2

}Eﬁ o
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i

REN | ERFEEFAMERFRIN DR NZER

ONTAP Select o
Node 1 e
HA Pair

)

ONTAP Select
Node 2

/’f--_____-—-“'\ P
Node 1/Aggregate 1 S 4
10TB [ Node 2/Aggregate 1
5TB
Sync Mirror for Node 2 .
kel Sync Mirror for Node 1
10TB
Free Space in Datastore 1
15T8 Free Space in Datastore 1
e : : 15TB
R
Datastore 1 Datastore 2 Datastore 2 Datasfore 1
Total Capacity 30TEB Total Capacity 30TB Total Capacity 30TB Total Capacity 30TE

B2 1 EMBINREREIISEREGR T ERMHT 1 DRIGRTREUREREE 2 —29E/M (FERE LR
) o B—REHFIIEIER(EA T ERHET 1 DRIERM 15 TB el %R - TEIEET T 5 Z RIEFHISIRIENLG
R o IlbEF - EIEL 1 IR 50 TB AUEIREUIE » METE: 2 QIR IRIRI 5 TB ©

AEDM | B 1 AT REBIMBEFIIE (FE R D ECA A =R

[ ONTAP Select rt : ! ONTAP Select 1
Node 1 — Node 2
HA Pair

- — = Node 2/Aggregate 1
— 5TB
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TE  Total Capacity 30TB

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

BEMBZELHRERMNEA VMDK A/\AE 16 TB o 2EREIIR{EEARIERMNEA VMDK A/JMB2 8 TB o
ONTAPONTAPEZIRIEECHAEE (BB ZEHMEE) NEMEINESEREIIEREA/NE VMDK - B2 » B25EE
I EERARIEE VMDK BERAK/NARISHEIE 8 TB @ #IFHIE/EXEAMSME VMDK IR AK/NARGiEE 16

TB o

fEFBEkEE RAID HZ/IONTAP Selectfi &8

B > ETZITSEE A ARSI AEEE RAID BIONTAP Select BN BIERE o IHEEERE R BN
DAS SDD EE&h32S > SLEERENES RI LAEZA RDM HFEZIONTAP SelectE#Fi%2S o

AR EFTRIE I UL 1 TB » {BEEAZEE RAID B » EIEUBRAIVRESEIEIN 1 TB o B1EFASEAFFE
SURTIEHARLAL - RERFRE T BRI ERAIEH R/ VE#FE

AR E HA B > AR 1 MSREAERESM HA Y (818 2) LB HEREBE AR o ISR
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MizimEEIBERS 1 ER—RRBEFIE(ERMER - RlEHR  BRinfeEnaz ARHERER 1 ERREEE
TEENRL 2 EIREIRRMIRE - 237 7E6E0RE 2 EANINZssta] A E’J?’ﬂ:% ﬁﬂlﬁlﬁ”%%ﬂﬂ&ﬁiﬂﬁ%ﬁﬂ’]ﬁhﬁlJJJD#EPT’E
> It B EA R ERFESES

ONTAP Select& i’ Fii A #itibici% 20 21 7% AR A HIKHERNROEE « EROREMNENDEE - DEIR(FE
BIMBRENERA RS LBETIRET - SEHR LRI FRIFFHINNREAERGHIE FRRARIEE
RAVEFT o EIE > MERFNER D 3@ X )RS —EEAI Ut EAMRE R ERERDF @ XNBIRUZ -
RAOBFERNETER > EREREHBNTE - rRERER (BEREES 68 GB > HAHS
136 GB) TEJMaHAIR SR A (TR BRI 3 BIREIRE R D - ROFBFHEXNEFMEMEERR
HYRGRRIE EIRITAEE o

MRBRUMNERS > RN/ EIREEETUAR RAID 52 LUKRONTAP SelectfiZiE2 D@ HA HHY—
B ©

MRRREEEMEERARS > IFEZTE—EHMEE o R RAID BHEEKRZZIRAIRS] > BRI LR HEER
TR EIRA RAID 2#4H o iSHAEREITIE EIRA RAID B ENEMFASHAFFREBH BRI - I BTERHE
BREh E R AR R —(EETERVRRE o tbSh - RABEN D BB R/ MEFHE AR SERTIE EIRA RAID 2
A o g0 LFRIt - BRlDE AN RIGA/NAR - MREBFMENER DB ARIRE DT & - IR
RNNEBEER - A5 » SEMEEHRN—SDTEMRKFA -

It AT LAEFRRREARR IS IR I RTRY RAID B¥48 » (FRAIRARSH—E8D - EEEBERT » RAID BHEX/EEIRE
RAID B¥4EA/MBFT ©

ONTAP Select#HZMELIF
ONTAP SelectiZ R 77 MR ETEBE FASTIAFFFES BT IBEE D, o

A2 HRET VSAN SUiBFIIRIATIBAEESMIONTAP SelectiE#E NAS (VNAS) BPERESIEEAIE SSD EHERH
77 (DAS) HJONTAP SelectlIRIEEH o

RELHEATA SSD BN ARTAIERN DAS 77# > MREFNE BBRURBLAFFEFE -
FRLIAFFRYFE - LUTAER SE ThAE SRR EBIETEERA !

* WEERIVER

* ERBREEERER

* BREEEERMEER

* BERE RS

© NEER R

* RARNREREFER

* BERAERERMER

A EERFEONTAP Select2 & ERAFMATRREFURRER » SHEMBIIAMIEE EFRIT TGS ¢
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<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.

Do you want to continue? {y|n}:
twonode95IP15::*> sis config

Vserver:

Volume:

Schedule

Policy:
Compression:

Inline Compression:
Compression Type:
Application IO Si
Compression Algorithm:
Inline Dedupe:

Data Compaction:

Cross Volume Inline Deduplication:
Cross Volume Background Deduplication:

SVM1

_exportl NFS volume

auto
true
true
adaptive
8K
lzopro
true
true
true

true

1t 9.6 RESIRAFAARONTAP Select » T AFERERFRIFETE DAS SSD #F L%

@ ZEONTAP Select © IE4h » TEERIONTAP Deploy #E1THIIAREE R0 » TN B TEUBHTE

M| RIEAE - MRFTABMRGERME > BIFEONTAPH R R LIAFFRIEA{CTIBERE

HETRENS RN EREBNEIRS o BIEEMSHRINT MESFHEEN -

ONTAP Select#FHEREE

TR T ARSI EEE -
A -

ONTAP SelectIhAE

XL")
48 FZEER = (F8R)
ERIREEERMER = (FEx)
§’>ZK NELER4AE (ZREBE 2

=2
?K NER4GE (BEERE & (F8:R)
B EB4E 1B
BRiEimiEE =8
MBS L R 48 = (FE%)
BREREE =9

I~
FERmEEEMEG 2 @R

DAS SSD (Z#RhRE = 4K

RERERESEESE

DAS HDD (FRrAE=FAI:%)

T BERERERA
|IAER
T BERERERA

T BERERBHIRER
A

T BERERBHEIRER
A

=0

T BERERREIRER
A

260
Vil

VNAS (FrE#&HE)

T BERERERA
27
527

Atz

T BERERERA

T BERERERA
527

ik
527

BLERERRAMA » HFERREAERZMA - ARBUANEERREMN
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ONTAP SelectIh5E DAS SSD (B4khxEi=4% DAS HDD (FFA:=Fr]z%) VNAS (FrE#ZH)

XL")
LR AEEERME = (@R = BEAEREHEER 2 hERERERA
A
FERAEEERMBR 2 (%) ER g

[smallj#' ONTAP Select 9.6 Z1EHHIEFAIZE (Premium XL) FFAELEILE A/ (Large) ° BR » KEUEH
HIMEZTEFEAEES RAID B9 DAS BCE © 9.6hRASHEIAEIONTAP SelectE g2 A 1BFERE RAID #1 vNAS
BoE o #

DAS SSD SR EARITATEEIER
F4REIONTAP Select 9.6 SEEHRASE ° HHFF... "system node upgrade-revert show TEERsEIR A ik & AU 1R
FHEMBEZR] » FHIESIETRARETK °

EFHREIONTAP Select 9.6 HEBRANARA L > HRAEZRSHMBUNT S LBINHEEENTAEES
ERE T IR E 1T AMERE o EITONTAP Selecti2RIEFHRMNIR AL E BRI NHEEEE AL S
MEREEFRERER » B —LEE .
B
MRFHR Z IR E LR AR TSR > A :
* B¥ “space guarantee = volume RENA N BB - RAEANMEENREREEE - BLEEENEH
RIBRIA ©
* B “space guarantee = none' RE A& & B 4E o LLEEREAARBEF o
* FHRE  IRAHRE FNRENEERREAEE
e 2
MBHEFRZAHEEE LA T REMHEERE - 8
* &5 “space guarantee = volume F4R &35 HIE@EZER o
* ¥ “space guarantee = none' EEIEE ST A EEINAE o
* B¥# “storage policy inline-only PR RERELBE) ©

* BRTUTHEEZIN 0 EEFEE BN RIS IEEIRIEAEEE | space guarantee =
none ° SLEHEEEEATRSERAERENMER

B4
ONTAP Select43i& i< E4F 14

B e AEE AT ONTAP SelecRIFRYEARMRITE o A% » RREMMNSHIZENR
Rt EFNEEIR o

ERSARES

BERARTIEFBIRMERES ZERIAE ISR ZIRONTAP Selecti E50E - HBRARBMNECE CIEE
RS EERN T MNEEZRIRERIRES
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1 NIC =18
B{EIONTAP SelectEHit423EIEE XN T/ Bic & MENOEERERIE - ARRREBCANUTEERZE !

* FEERT BT —EHZ{EONTAP SelectEH#
© FRMEERESREEEREERR

* YNMRIFC B REHR AT HAk

* SR EER LACP

BREIRRECE

T ARRER IR EIEONTAP SelectifE - BIRSAREAN ERH S EERANERIARES
£t - MEFEENARRKERANSBRAE - IK%J&I%@%I

* SRR R R BR AN SMNER 4 RE 2 R RY 0 Rt 2
* BEREERNEIEMER 2 H RS ?
* ZJE VLAN ZaficE ?

EEEAEAE

ONTAP SelectEFITH AT FIRBIAEL - RMIELAMME - RIS - HBTLUERERNIH 2 RIRT
WAL SN SRR A B © S I S M BRI B S R RS o
PERAEER
S EBRELBR » S{EONTAP SelectIENERBIN (P2 MEIETEN - IEBTERELONTAP
Selectifé EFAEIRS » th R B 1E EIBEINEHEEF -

() romEssErrEn S EB R o

REREER A A LTSRS

* AR ERIEONTAPEERE » B§F ¢

° P&
° S AMERE (HA-IC)
° RAID RIZFR&R (RSM)

* ERVLANBYE — [B434%

* 5R5 IP {I3LFHONTAP SelectHHC
° {Z[R IPv4
° KfEF DHCP
° SREQ AN ML

* MTU K/\FEs& %% 9000 Ffi » BJ1E 7500-9000 SEBENAEE (&)
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pliE

SMERHERE BERIEEONTAP Selectz= S B EAIMNBIHF R Pin UM E B Z FRURE - IMNIERESERZENEN
—EB7 BRS¢

* FARERIEONTAPE » B4E :
> &kl (NFS - CIFS +iSCSI)
© BIE (FEEMENE ; [ SVM)
o EEEE (A1)
* FERHIE VLAN .
° BRHERHEMA
© BIREREME
* RIBEEENECEBEISIKA IP {3t
° IPv4 3 IPv6
* MTU K/)\FBe& 2 1500 fiircél (AIaE%E)

SMERAEER TP IE B AERIRAVEEES

FE B A3 HERRIRIR

ERESEERENTRIRMH T SRR
ONTAP Select{k#BZFEiE EE a3 ARBILA T INEE

FEB AR EIRIR
ONTAP SelectB ZEEZIBRIHEA - BLEBRBNDENERBANZERR » BERFENA/N -

RS

ERESREIERERIRIEPERIAREEE (FEmE vSwitch (VMware) 3 Open vSwitch (KVM)) #REHEE
BRI AR ERHR EIEAR Z KA. NIC ERIREIGHER o M BEREIRIZASEONTAP Select = E
—{@& vSwitch ©

ONTAP SelectE fiFH Bl L BB AR ACE
ONTAP Selectz {5 E IR L BB AHRECE ©

BRI AERECE
EEENRAONTAP Selectfic BT R EZONTAPREIEL - ARRBARE  HARRBRE -

EBLONTAP SelectZEmMNZEHIEERRARE > FEONTAP Select VM 81 & =B EHARRBEAILS > 2 BIRMH
45ONTAPAIERETZIE e0a ~ e0b # eOc ©

BEERBARREUTRS | B - BRMNEEME LIF -
FE
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?‘NH;AP SelectFI B E A EHFELE - ERHEEEN TR S —EERIIA - ARREHIMNIERE
} [e}

ESXi

TEER T ELEFEN KB EIEEAi s 2 MR - ZEME T ESX EREIIEIEREN LA—EONTAP
SelectZ=EHIZ ©

ESERZLONTAP Select#E ERATRECE

ESX ONTAP Select VM

Data, Mgmt,

Intercluster

Hypervisor
Services

Port Groups

vSwitchO

.\]=
Active-Active NIC ’ — E
Teaming eth0

Corporate
Network

() memEEEssEn%RERACARN - BHEE NIC 88 -

LIF 5c

MAXHENZERL LIF DECERI PRt » ONTAP SelectfEfl IP EEREEARRELERENEERES
o ItTFENERRATE S REME o FIL > T£E P ERPRFEERERE o

@ =EMEEEIE LIF Z7EONTAP Selecti= 52 T HAB HENEIL o HER LIF J (BRI ©
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BIEFNSE LIF (e0a ~ eOb 1 e0c)
ONTAPZEIZIE e0a ~ eOb 1 eOc HME kAR LU THEEREN LIF BUEESEZIE ¢
* SAN/NAS #BERE (CIFS ~ NFS #1iSCSI)

* =5 - fiFhA SVM EIERE
* HERRE (SnapMirrorflSnapVault)

ZER AR E
ZHEIREONTAP Select/BE&FC & H M E AR AEA

EmEMERSHE © AERER (BEREEENANEERRE) MIMNIER (BERHUHETFIANEERS) -
HEWERRASREETHEIRRER BRI EAREBENIRIGEREE -

TERETRT ELE4E48 - ZEIETR T £ VMware vSphere & HB1THIMNEIZEONTAP SelectZ#EE o NEIEIEEM
NENEhEERVARER MR B EEM o

SEONTAP SelectEfIEREI BT BBV TR AR L - AERMINEREER BBIFEREIZIEE
@ HHETTIRRE - BEERRRENEABSEERERIZD - LANEEMAHEARNERRIRES
BERERIE o

ONTAP Select% i 22 £ 48R D B BT

hf33 A Al

NetApp |" - -

: Client Protocol iscsl (= cIFs | NFS |=
1 - “| Traffic D !ﬁ J
r I 'y

h
Sharsd | |_r ONTAP-external Network |

1 1 I

| ONTAP-intemal Network |

——————————————————————————————————————————————————————————————

S{EIONTAP SelectE #4812t B ER MR IERCSS » BLEBACHRU—ECEMRERE (e0a E e0g) HIZR
ZIR4AONTAP o HEONTAPHRIELERRRAER NIC > BEMER LR ER > IWiEAERICHEREMETE
—HEBERNE - Bt - SEFEARSTER/NMEERMERERE

@ AL IEEONTAP Select VM i 48 ER AL S o
ELEIRIR O TR E IR AR ©

* e0a ~ e0b 1 e0g o EIBFNHIE LIF
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* e0c ~ e0d o EEBF4ER LIF
* e0e.RSMRWS

* eOf.HA B3&

1218 e0a ~ eOb 1 e0g fIFIMERAEERR £ o BEFAEREE eOc Fl eOf HUTZEAREINEE » (BEMHFEER T AR
Select 48E& ° FEEITHIRR TR » ERELEEREBENETE—_ERR L - BERRELERERSEDEREN
MR Z ] o

TERE T ELEFRHEKEEREAces 2 MNREF » ZEHWET ESX EHRKIEIEER _E—EONTAP
SelectzZE IR, o

ZEIEEONTAP Selectz= £ E—BHAERAEE

ONTAP Select VM
ESX Data, Mont,
Hypervisor
Services
Part Sroves ONTAP-internal ONTAP-external | | vmkernel
‘ vSwitch0

| | etho ethi eth2 eth3
Active/Active
NIC Teaming

Internal External
Network Network

E"‘T NFEIE ISR RIRREA BRI E » AR LR EREF AN B MERRGILE © 15 - EBMEBRHEET
RE o aRRE—ARNTERELERIER > ONTAP Selectz & iR () Bl F U FEAVAEER o

Non Routable

VLAN Routable VLAN

AR 0 JMNERAERR A A ER AR R B IR BHEII I B A N B S P A DB RS - SN EIREHEDRHE
@JL?&EEWﬁBﬁH%EPEI’J{ﬁﬁH E1ZIR o 1R - AR EIZIERHEP RSN ERIR BN SRR EIRIR B E B
BRI o

LIF 5c

BEE IP =RIMSIA > ONTAPEZIEAGEENEHR - EFASMES|—1% > ONTAP Select®Z2 &£ E27E:% IP =R
B IP T o FEFEEEIZIE e0a ~ eOb F e0g IATERR IP Z2[] » WAGEIFIE eOc  e0d A EE IP 2=
) BLEEIZIREIR IR 0 ELTERERNEZ IP ZZRIAY LIF o ONTAPONTAP Select® £ EHEREIZIRE

B BEEFIEIREAZARFEAINERER c EfAEZER RSM 1 HA EEIZOARREEONTAP Shell AR ©

@ W IEFRE LIF £RR]EBONTAPIES Shell BE o HAEZEEZ O RSM /T ETEONTAPH R E
BIAREE » EHAIER » LURHS BMIRF -
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M S ER AN AR R E SR LIF o

EIEMNEIE LIF (ea ~ eOb 71 e0g)
ONTAPZEIZIE ela ~ eOb 1 eOg #HEIRARE LU THEEMEN LIF BYRIEEIFE :
* SAN/NAS #HER=Z (CIFS ~ NFS #iSCSI)

* B - HIZHF SVM BIER=E
s BERRE (SnapMirrorfISnapVault)

()  #%AEH2EE LIF SEONTAP Selecti EREMM BB  Hik LIF SI7ESB R o

EBMEIR LIF (eOc ~ e0d)

ONTAPZEIZIR eOc Fll e0d HHIEEAEENMEM T ERIE - TEEEONTAP Selectz=EHEEH > ONTAPER EHAME
EERES A IP (i (169.254.xX) E@JEEWE@E% HE °

() mENEFAEEREE P BFRERYEMEENE -

BEFARRENERKRIEE « JERRBIE 2 BHEK - HNFEEFHEMIEEER > ONTAP Selectz==SEREAINR
BRUBBIIMNMUE (HII0 > ZHIE - BE—ERDD) o FZIEBEBE WAN izt IR IERES B HA BiE4ZR
FEITPUEREL « SNENBLTY/\BNEAIE R ERE o TBERTN ISIIEHRERIAE o

HIEFE 2RI D LEHLEHER HA (MetroCluster SDS) RIFEE"

BREEEERRBNBASIE  IEREREREAEAEL (7500 5 9000 MTU) A
©) REERIWE ) SR EAONTAP Select RILE NIRRT
Rigs LR RERA T BRGUE o

RAID SyncMirroriii&2 (ele)

ERNIN AR EIZIE eOe LRYAERAEERIZO » 5 HA SIFBHEIRIE T ERER o IETHEEERONTAPTERER
EHEEKENER, EEEET  BEREESETEMKE -

ONTAP{REZIE eOe AN AEIERNE © FEILL 5 LEEHBAEEE LIF TEONTAPE <5/ TE (CLI)
()  SAHEBIEE (System Manager) PSR AR o by EEL B AR S MBS P (i -
AIREMISRER P itk o IAREFREREEFERERE (MTU %4 7500 ) 9000) ©

HA E3# (e0f)

NetApp FAS[EYfEFEAERSTEONTAPREFRT HA HZ EFEN R © 24T > BREERIRFEFRZULERE

(40 InfiniBand 8¢ iWARP 52ff) > RILRE—EERBREE - BEZRE T SEAJEM - (EONTAPHEE
EEHNEREREEREPIESLLINGE o FELL > ZEONTAP Selectz&EH > HA EEMINGE (B4 LHERIEME) B
Rt EIEERFTR - WA I XERRIER BRI o

S{EIONTAP SelectEiZHEECE R —{E HA B3I e0f o ILEIFIBFEE HA BEMERED » ZEOGaWEEED

et
HE -

* £ HA B ZERENVRAMBI AR
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* 7E HA B 22 BEAZI HA IRESS SRR O BER S

li—lﬁA BEMEBBEINERHEAN BRIHERCCITIETFI (RDMA) 18 > £AE—ER T ERAC LA EE

B RSM E3Z18 (eOe) $51LL > FEHEEENWONTAP CLI 8 System Manager 15 2 B B&EIZIEH
@ SEERERAE o B » FEHERUENAER IP (il » thiE ST EIZIBAIRAE o ILEREZIEES
FHEERME (MTU % 7500 % 9000) o

ONTAP SelectR SR EAMER4EAR
ONTAP SelectZFFNIMEF AR AVEFIE ©

ONTAP Select 24T &

AEBONTAP SelectfIMEFEN EmMNZEHRA S » BEFAONTAP Selectm=SEie iR E & « HA BEEF[E
TEUARTS o ILAERE S U TEZENA T :

* *e0c ~ e0d o *sEEHEM LIF

* *e0e.*55E RSM LIF

* *e0f. *s585 HA BE# LIF

AR Ry E I EFNFEER I FEEONTAP Selectm ENMAEMBMEREE - B THRARELZEUEFERANE
BLHEfhERE R EFRRE - FEEITHERRIRERE o FUt > ILHERRLARONTAP Selects&Z&EHA ©

@ A2 1BH Select WEPAEER AN Select #FERBLIMNIEMAE (HIMMERAERRRENETERE
) o ONTAPONTAPVLAN EREER EEHiaso I o

FHASEREIEREN QA RIINTR VLAN IRECHEAE 2 EiREE L o SRS BTAU TEHZ —RER

* 1 VLAN ReEaVERHE B BB TRAE A ERESE NIC (eOc B e0f) (VST 1)

* (B AR MENAE VLAN » Edzci VLAN REMEEEMGE (5IKEA VLAN ID HEIZee
48 > B) EST #&=R)

EFRAEBERT » AEP4ERETRER VLAN 1Z5CEB2EONTAP Select VM Z9MEREY ©

@ 23748 ESX REMDET vSwitch o FIREMERIINEZEN ESX THZ FREIELR - REB
MERRLRTTERIN 5 32HE NAT S AGE

TEONTAP Selecti 5 » ABLRBMINERE ERBAERIREHENER — EEBRYTETIRRE - EEIEE
LB IRIREHAR vSwitch ZRRE » LHEHNABRERE - SoAMEEMEGERRBHIIANSERMS -
LR EENRRIER N E S EBGE T - EERXEREHMMAIREN o FIL > FETES « 7XERREF0/\EIRS
FEERAEFONTAP Select4BE&EF 10Gb 4R ; 1% 1Gb 4Bk ° (B » PIAHIMEPARRRAETTIERT » A%
RHIFAONTAP Selecti= SV ERIAA G RZE H ] 5eZ(FRISES] o

LEREERILUERT(E 1Gb InETRENREMER > hAIUUER 10Gb w0 > MERGEESREEIEER

mM{E 10Gb iwO o NRFEARFIRIZEAE S LZEM(E 10Gb NIC & » BIFTLURFIE 10Gb NIC AR A ER4E4AE - &
mfE 1Gb NIC RAISMEBONTAPAEAL o
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POERAERE BT SR HERR
RILAfE MR E 1R R B 2R TN AE SRR %EﬁEHi%%EPE’JWﬁBiHE% o AILUZEBAHIT Deploy CLI ZRMEAL HEER 2 o

‘network connectivity-check start a5 ©

BWITU T o UEFHNEY
network connectivity-check show --run-id X (X is a number)

b T EfEE AN L ER Select BERNIRN AR EITHIERR - FTRRANHPRESMESE (B WNAS L&
) ~ ONTAP Deploy ZIONTAP Select BIE4RRRESN & F imiE AR FEIRE o

=EZIUIFE ( ONTAP Deploy Ul B9—&19)) 1S AEMERRESR > (FARISHMIEENERI BANERD
B o BN EERESHMEEDHENERER RIS REARERILTEREN SO LUEe RS2
1RIEBIRINE o

HEONTAP Deploy 2.10 B%4 » PIBBABREFEFERY MTU A/NETLIERTETE 7,500 F 9,000 2R o 4ARR SRR A 3 th Al

AR 7,500 E 9,000 Z A MTU A/ © 7838 MTU BEREAERAARTHASSHE - MRBIBEHEFEE
VXLAN EHERESZ » AN BRZTEREBESRAR/NNE -

ONTAP SelectyMZB4E4%
ONTAP Select/M A B B R ERPTA HihE(E » EILEERENZ MM EPIIEFERT - #HAULARAR {%mﬁﬂ

ARPBRAAREERNFTLEER » BEEERIEFETE P IHMONTAPE R4 3 2 MR AERMALSE -
7 AE A FT SEE AR EONTAP Selectfii® o

EOSERRAL SASSREEILE vowton  (VST) RSMISCASS (EST) SITIREE - 11 2 5
()  SREHTLURONTAP Select A SIBERA VGT KIBIBEITIER - ASMZEH B
EERESH BEZHFEBERTX °

TEREREN4E T ONTAP Select B M SMEFAERE 2 FRIRV E B AR ©
REBAE RS EA SR HERR R S Z

et A EBAR R SPER4EES

A ARTS Ef£ HA/IC RAID SyncMirror (RSM) EEREREE (SnapMirror
#0SnapVault)

HA & PRt WY BEEN

Ay (MTU) 7,500 = 9,000 1,500 (FE%) 9,000 (%iE)

IP{iit 53 Ae BEhAER EREER

DHCP %1E x x

NIC #H&

% T BRREAINEPRER I AEIR S NN BB DFAEASEE MBS - BT SRR EAC ST
TIEEAE— 10Gh EANLEHEEERE - B2 > NetAppRiENREETEETONTAP SelectiERIRZEFISM
ER4EER _EERERE NIC 403 ©
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MAC {3t R

15IK%GPA ONTAP SelectiERRZEZIEAT MAC {UAHTIHRMEMRVERE AR BEEL - ILBRAEIEMANetApp

RFAENTF R EABME—RMBNE (OU]) » UBFRARAFASRAER - 2% > AU AAFHFTEONTAP Select

#%ﬁﬁ’f&%ﬁ (ONTAP Deploy) BIAEREFHER » LAFS IETERREVEIRE SR ZBIZRRINEF D - EESEEM
B FERARFRIECR BHERAVAERREIZIE MAC fidt o

% }ZHIONTAP SelectfFRECE
EE R RN AT B AR L BCRBEME L -

ﬂﬂﬁﬁﬁﬁiﬁgf&i FHEPHERZRHEE » BEEMEE - FItt > FHEEEERIRSSER ﬁlﬁﬂ%Lﬁ%ﬁﬂP@T—%#
B o KLY AAMREPEMSEMEE T (NIC) » IRIHE—FEZBMZEIZIRER » REMFTEEZFHMERE
EDF'@%EZ?& VMware ESX B9 25Gb/s #1 40Gb/s 48E&<ERC2s ©

EIRONTAP SelectE#ig 23 M AE R BB H A B 13480 > EILEAEEF SR NIC Rigm EHigasn
A2 > TILIRSEEMEEN NS B ERAERE o nTLIEAMIE 10 Gb NIC @A E NIC (25/40 Gb/s) 25
BIRSMAEHERME o I » EZEFZHMACE - BN ERITERE » X8 4 (8 1 Gb EiFR 118 10 Gb &
1BIB o B EEENEAEERY > TIE 21 1 Gb EIFR o

R ERENEERLE
RIFEREX) » AREEN I XEREE -

R/ RIEER HE

EERRLEERY 2 {8 1GbE 2 & 10GbE

& EZEE R I MetroCluster SDS 4 & 1GbE 3¢ 1 18 10GbE 2 1@ 10GbE

UEfRy ~ FNENRLEE/\EIREEERE 2 1B 10GbE 4 1 10GbE = 2 1B 25/40GbE

@ PRBFEIETTETHIRE FIETE RN S WD 2 FRVER - RAREREE S @RS
BYAR[E NIC M EECEZ ME1THR -

ERZEBERXRENERLE
’“‘ﬁ%?’@ﬂ’]ﬁ%ﬂ—?ﬁﬁﬂ# NetAppiZiR A TEIFIMAIZ STAERECE » AR TR LUEINE BREIASSHIERI(R

D
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Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEN NEERER
= = EEEEEE EEEEEE [
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Virtual Switch Tagging
VLAN 10
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Virtual Guest Tagging
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Hypervisor
services

Port groups

ESX -
Standard

vSwitch

VMNIC1 VMNIC2

Controller A

ERAMEERRERE (10 Gb E/)) F > SEEZBERLKE —(EEEEkEN—EfEAEkS - BEmEER
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Hypervisor

services
vhics

Port groups

ESX -
Standard
vSwitch
VMNIC1 VMNIC2
Controller A
B7%E LACP 935 vSwitch

TEAEREFRMER AR vSwitch BF » AILUER LACP (BEENIFREEE) RECHEREE - M—SXEN
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

fEFRRA T LACP 973830 vSwitch RUSMIREIHIR EFHACE
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|Route based on IP hash -
|Link status only -~
|Yes 5]
[Yes =]

Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.

Name 1 e
Active Uplinks _toep |
ONTAP-LAG Mae Down
Standby Uplinks
Unused Uplinks
dvUplink1
oK Cancel

{EARUA LACP M9 81T, vSwitch B SREIZIR B 4BFC B
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(%) ONTAP-Intemal Settings =10/ x|
v —Poliges -
[ Policles Teaming and Failover
Sacurity e
Traffic Shaping Load Balanang: @ [Route based on IP hash -
VLAN 2 ity i v
Network Failover Detection: |Link status only -
st b Notify Switches: |Yes -]
Miscellaneous Failback: |‘|’e-s LI
Advanced
Failover Order
Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.
Name ' _
Active Uplinks v |
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplinkl
O Cancel
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AEFEY VLAN SBEH o
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FLREEHRE 2 MNAERENEEBE—5F 2 E{HEIREH o ONTAPONTAP Selecti S iRE 2 AR HEERL
AZTIE -
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FEREAEREXIRIZHERKRR
Single Switch
Ethernet Switch
T R } WAN
ONTAP-internal:
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ONTAP-external:
Virtual Guest Tagging
Native VLAN 20
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Virtual Port Channel (vPC)

Ethernet Switch 1

Ethernet Switch 2

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external

vSwitch 0
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BERRENESIENSREMTIERNE 2 B4 -
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Ethernet Switch
PortGroup 1
Management traffic
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e PortGroup 2
Data traffic
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- e e PortGroup 3
Cluster traffic
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Data-1 LIF:
Clust tLIF: /
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Ethernet Switch

EENE

PortGroup 1 - No tagging at Port Group Level
Management traffic
VLAN 10 (VGT)
Data traffic
S VLAN 20 (VGT)

PortGroup 2

Cluster traffic
VLAN 30 (VST)

ONTAP Baisot VM

Default m
e |

Broadcast Domain: BD1 Broadcast Domain: BD2 |
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* REWH A RILENRE B A EEIRE

* REWBHAREELEUTERZ —FABRIERIRE
° IR BB R b EmsEs KPR ey B AR R E SR
° BREDBE (1 E1207%)

RERAN RiRAEAERL AP IIREREEYH - B2 > RFAFKEITMEEHSH

poll timeout ' ‘last modified®
(EREIBAE (R FE RS Deploy HEAIIEES FIOTIFER o

BHIERD AR —RETE
R LUE A 5 PS T2 2RSERLIERI API FEDY
1. BB ES API FEDY o
2. IgE) HTTP [EIFE 202 » RTAINIESEK ©
3. R [EIFEEREIREY Job ¥MIFHYEERIRS o
4. ERIBA > SRBERPITUTIRE
a. A RWAEREUSIEEN BRIAKAE
b. MBIEHEBMIEAR LIRS HERX ~ 8117) > BIBRBITIEER o
5. BIEEEIIRIRE (BIIh ~ KB BFELE -

AR B0
EfE B E237ZEXONTAP Select Deploy API 2 i
EERNER LXHEREZA » BRZEIRRMGSE o

EESE
MR TEERI TR ENB BN EIREFREEP RN API 5B > AIEEBHIENEAE - BLEAEFTURER

By > WEJUZIFIENRY » BEESENERMERERN API I - BRAEZER » F2REHAEIE REST AP
B TERAZ o

JSON HIMNBHER

X EE _EREE AP IFIYER R A - NETHL - RESEE (R - EHSHA HTTP KRR o 15
» (ISR LUFET API 55RO EARY JSON BUZFMER » MNTRFR :

* FHIE MRETE API M0 RELE SEHI(E" > BIFRERZITIRYEE! JSON 4518 o ERI LURIBR 2IEC &R
> W EAIEARAVEA o
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2 API OB EREE IR
EERBEXFEEPITIFNG APIRIFSIREIRIRIE © B0 > PI77R2Y - BN EREME

/|

7ZEXONTAP Select Deploy X4 ETH

S JBETZENONTAP Select Deploy #F_EXAEEE A SERET API A& » UK FENEE L API 1T
ol o

ez Al
T ABRRBLUTRM

* ONTAP Select Deploy [E#E#23HY IP {35354
© BIEENERELBINEN

$ER
1. 1F2IE 23 A URL > JR183% Enter :

https://<ip address>/api/ui
2. FREESMFEHAERBMENESIgn in ©
ER
BB B R RLER AR » (U EEESD o

TR HI{TONTAP Select Deploy API ME0Y
FRE API MEOIUAYs¥4R S SO LU AR AR 8 BE/RTEONTAP Select Deploy 48 _E X448 E
b o BB THRE— API DY » o] AFEFNAREEFR A AP| MEDURYSEAREET ©

ez Al

1T JA% AONTAP Select Deploy #R EXXHER o A EREATEZEILONTAP Selectz &R 3 Hi5 kA ME—58 7!
B o

RS ILEAETS

ICRTLAEFIONTAP Selectz= R — ISR RN Z R ENREE N - TAFIF - FREREES TRE 8
WA EED - BR > REMER @ CRZXRFRFABERERIL

1. T B F > BEFIEIPA EEE;*Cluster* o

2. ##—F GET [clusters/{cluster_id} AIEER I EE B RONTAP Selectzz B A API MEIYAYEFAREE N ©

T2
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fEFHONTAP Select Deploy APl T{E5i2 2 Al
CEZEFEFEENERTIERE

7RI {ERZPEAY API T

ONTAP Selectff - X EFIE S 5E REST API MRV E N o TIERIZEH P ERANEE API LIESS
CEXGER LREIZTUMRENEER » AItEEFILEEEEFMAETN o JRENFEN AP FEIE » EAUE
BZMNHEEFMER - SIERAZEY ~ BHREI « HTTP AREEIBEMAE R EIELES -

TAERZREVEE AP IFUEESUTER - UEBEXFEE LIREZATN -

* 87 : API FEIUTE X EE _EIRINAEAERI @ IS s S R TARA - EESIRITTEN API N > :EEEN T EEE
B » SRR ELEEARFERY API £85I ©

* HTTP #h:8 HTTP S5 B RHITRVENE - =@ API IFIUEREBE— HTTP Ehsa#iiT o

© BRIE BRISRE T ERITIENES » i2EFrtHNRS EER - BREFREMIMMEIZ O URL & > UERIZHE R
AY52%E URL °

#2317 URL L E#%77H REST API
F%7 ONTAP SelectXX {4 BEY; » BRI LUIER Python F1E2:E S BiE1FE Deploy REST API - EEEIB R T
» ity URL B35 548 E X BEERFFERA URL BEE R - EIZ7ZEAPI BF » A BTEARI A EIZIEF R E M

lapi o FIU0 :
http://deploy.mycompany.com/api

TERIZ 1 1£ ESXi LI ONTAP SelectE EiRhsT LR

A LATER vCenter BIERY VMware ESXi 14 - ZpZ B HiELONTAP Selecti &
IE{%H% n:F'fE_tF__I-nﬁL_LElJ °

=SB TEREEUATER TEMRARE !

i
X
i
T

* ESXi ¥ vCenter B2 (i Fi%)

* RENERAZEERT R

* RECPEBEELERRFR > LEEEIASE

* EF KVM E#% R EIERE AL VMware ESXi

1.3 vCenter FIRZS /&R

ZBZE ZEH vCenter ﬂﬂﬁ%ﬁéﬁﬁ’] ESXi FHEF > BT 2 AIFTIG/&ET - A1 > Deploy B ABEIA
LU A% /&5 M vCenter E1TERE ©

ezl HTTP &z INE&
EE BRI |22 1RE
¥Hh
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curl -iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @step0l 'https://10.21.191.150/api/security/credentials’

JSON #A (FEE1)

"hostname": "vcenter.company-demo.com",
"type": "vcenter",
"username": "misteradmin@vsphere.local",
"password": "mypassword"
}
TR
IEED
B
* (U ECIFEREERYRSE ID
* EEHR

2 FMER A BRI
A EFE—E SR TR » HPE S ONTAP SelectBiBE I E RS ISEZ M E]IT

Bzl HTTP &z INE&
i3 BRI ES)
b

curl -iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @step02 'https://10.21.191.150/api/hosts'

JSON E A (FBF 2)

"hosts": [
{
"hypervisor type": "ESX",
"management server": "vcenter.company-demo.com",
"name": "esxl.company-demo.com"
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TR

JERE

]
- (IECFEIZEERAIE ID
* EEHRR

3.EEER

E2IIONTAP SelectZ& 5K @ st MERNREEREL B Deploy BENEERLRME

ezl HTTP &z INER
i3 P IEEEE
¥sHh

HNEENRLERE > T2 node_count FEERTEA 1 ©

curl -i1iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @step03 'https://10.21.191.150/api/clusters? node count=1"'

JSON E A (FBF 3)

{

"name": "my cluster"

TR
F%

wit
* (UEERIRTEPAIES ID

4.FCEERY
FEERER T RRHERER -

$a5! HTTP &8 INER
= (2] IEEB%/{cluster_id}
¥k

TS BTRMHERES ID o
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curl -i1iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step04 'https://10.21.191.150/api/clusters/CLUSTERID'

JSON E A (FBF 4)

"dns info": {
"domains": ["labl.company-demo.com"],
"dns ips": ["10.206.80.135", "10.206.80.136"]
by

"ontap image version": "9.5",
"gateway": "10.206.80.1",

"ip": "10.206.80.115",
"netmask": "255.255.255.192",
"ntp servers": {"10.206.80.183"}

nT#RE
ik

it
REEMA
CRIENE LR

ﬁﬁ%ﬁﬂ% » Deploy EIEARARENE BBEL AT TS - LLAETIBREISIRD ID > AR SEREH

gl HTTP &8 INBR
o e /&£ {cluster_id}/ENEL
¥

T BTRMHERES ID ©

curl -iX GET -u admin:<password> -k
'https://10.21.191.150/api/clusters/CLUSTERID/nodes?fields=id, name'

nT#RE
ik

* [YseEk s EEM AR — ID MLIBAVE—EHR
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6.ACE R
T RREERNEARICE - BEANEKENR=(E API I FRIE—(E o

851 HTTP /5 INER
i INER /&£ /{cluster_id}/&iB5/{node_id}
bec:

AR EE S 1D MIERRE 1D o

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step06 'https://10.21.191.150/api/clusters/CLUSTERID/nodes/NODEID'

JSON #A (FEF 6)
IR AEIRLONTAP SelectBIEEAFEITAIE ID ©

"host": {
"id": "HOSTID"
}y
"instance type": "small",

"ip": "10.206.80.101",
"passthrough disks": false

T EEE
ik

ot
REEA

(R ENE LT R
TR B ENRL R E P E R E AN BN EIRNEER - BERERETERAAERMEE

851 HTTP /53 INER
i =3 IZEE/{cluster_id}/EiZk/{node_id}/4B4%
bec:i

AR fEEE S 1D FIERRE 1D o

curl -iX GET -u admin:<password> -k 'https://10.21.191.150/api/
clusters/CLUSTERID/nodes/NODEID/networks?fields=id, purpose'
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TR
ik
* MIFSCERRVEAE - BB RIRVE —F4E - BFEM— ID MA%

8.AC B B RL B4R
AR EBREERER - BEMERETEAMENEES -

() =T AP EUmSR > SEER—X

£aR HTTP &5 IINER
i3 &+ [#E {cluster_id)/EiBE/{node_idY/4BE&/{network_id}
b

IBAZEIREEEE ID ~ B0E4 ID FO48ER ID o

curl -i1iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step08 'https://10.21.191.150/api/clusters/
CLUSTERID/nodes/NODEID/networks/NETWORKID'

JSON #A (F5% 8)
TR ERMERRAT R o

"name": "sDOT Network"

AR
F%

ot
REEMR
9.FcE BRI
Eﬁﬁﬁﬁﬂﬁﬂﬁﬁ?ﬁ T BIBIREEAM o KO LS vSphere Web Client 8 Deploy REST AP 3RFERE 8] FAHETF

/

=Yll HTTP /57 IV
i &4 &£ /{cluster_id}/&iB5/{node_id}/4BE&/{network_id}
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Heh
RN TEIR (RS D ~ B2 1D FN49E& ID o

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step09 'https://10.21.191.150/api/clusters/ CLUSTERID/nodes/NODEID'

JSON #A (FEF9)
HBREA2TB

"pool array": |
{
"name": "sDOT-01",
"capacity": 2147483648000

AT R
ik

Hit
RAEEMA

10.EEEE
BHEMEALETTHE > I USEBEREET °

£871 HTTP &3 INE&
5% BRI [#EE/{cluster_id)/ERE
¥h

A RIRHERES ID o

curl -iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @stepl0 'https://10.21.191.150/api/clusters/CLUSTERID/deploy"

JSON E A (FEF 10)
RN EIRHONTAPEIEERF RIS o
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"ontap credentials": {
"password": "mypassword"

}

AT AR
IERT

* EEHR

FERAE
"ERZEONTAP Selectz=50Y 90 K:HEHEH"

£/ Python 7ZEX

£ Python /ZEXONTAP Select Deploy APl Z Aij
E#1TER Python A Z Al » A RZERBIRIE o
E#1T Python BIZARZ A » WA/EFERIRIRACE IEE !

* WARE Python2 MIRITEMMRZ - EAERBE LM Python2 &7 7 IR - EFfIEZDEIUIZEER
Python3 > BiEREITHEBIEAE o

* WBZE Requests F urllib3 KTUE o KR LIRTR B SRR ER pip StEMT Python EIETH o
* BITRIZARZ B ik TVEiL AR E HTONTAP Select Deploy E#i4 2 AUARRE 1ZEVER o

tESh > fEBEEUTER -
* Deploy FEE#EH%2HY IP {iidit
* Deploy BIESIREERE BIBNEN

T fZONTAP Select Deploy B Python filZs

#145 Python MIZSATZBH IS HITZREARRBIETS o TEEIREFE Deploy B2 A1 > [REZL
TR LS o

% B R Y

LAY S I T AL RS,

1@3)5 MBS RIS EBRIT SRR R ERER E /R P iR B _EHIT Python Wz - BRAEZER
2R FERZAT ©

* BR CLI A SENAEHEEWASHEIE CLI E1THER -
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* EBEEMAE SERNATSIREEBREN—ERALNRE o B stRFREER - LARM JSON RERE © #tg
ENFEETRI SRR » AZRIR M AMBVFTAIEE XM o

s (FREATEELE BASEEL deploy requests.py Ba—ELER - EREENAEAFGER o

Ellpe e

fEA AERIIZA cluster.py EIZONTAP Selectz=£ © 1R1E CLI 281 JSON B AERZNAZR » G LUIRIREE
IRIBIERNZA » W0 FFmw -

© ERESREIERER | EaTUEER) ESXI 5 KVM (BURR? Deploy HrZs) o ZREZR| ESXi i » [EIRI%IRE
AT LLEA vCenter BIE » el UEABII 1 o

* BEXN EE S EEMM B HEEE o

* LA ES IR oI U RSB E N EF IR EREE ©
ZZHE CLI A S HEE :

* Deploy fAIARSSHI E A FEDL IP {3k

- HIRE P IRSREES

* JSON = E1EHI% T8
¢ nﬂégﬂ'JtElE,J ¥£Hﬁ-rnh

G ENRL ST AT RR

MREBIENBLEESERE > AIMBFRAMWZA Tadd_license.py) ASERFTIGETAIEE o ERAINEEPELZEZ A
B2 BAIEEF AR o

ZAH CLI A HEE !

* Deploy Bl iRZSEV 1L FBEE IP firik
© BIEERPIRSTAVEDS

* RIS RI TS

* EEMILIREEIRIONTAPERE %
* ONTAPAEBIZHE

fiprESE
SRR delete_cluster.py MIBRIREBIONTAP Selectz=£E ©
ZZAR CLI A SEEE .

* Deploy fAIARSSHI E 2 FEDL IP fik
- HIEE P IRSRAEES
* JSON REEMZTE
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Python F2TVHEEH)

A IEIIONTAP Selecti®Z &£
ER] LUE R T 5 AR 1R s R E TRV 2 80F0 JSON B ARSI FEE ©

#!/usr/bin/env python

File: cluster.py
(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability

or fitness of any kind, expressed or implied. Permission to use,

solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

#
#
#
#
#
#
#
# reproduce, modify and create derivatives of the sample code is granted
#
#
#
#
# no less restrictive than those set forth herein.

#

#

import traceback
import argparse
import json
import logging

from deploy requests import DeployRequests

def add vcenter credentials(deploy, config):
""" Add credentials for the vcenter if present in the config """
log_debug trace ()

vcenter = config.get('vcenter', None)
if vcenter and not deploy.resource exists('/security/credentials',
'hostname', vcenter]
'hostname']) :
log_info ("Registering vcenter {} credentials".format (vcenter|
'hostname']))
data = {k: vcenter[k] for k in ['hostname', 'username', 'password

"1}
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data['type'] = "vcenter"
deploy.post('/security/credentials', data)

def add standalone_host credentials (deploy, config):
""" Add credentials for standalone hosts if present in the config.
Does nothing if the host credential already exists on the Deploy.

mwn

log _debug trace ()

hosts = config.get('hosts', [])
for host in hosts:
# The presense of the 'password' will be used only for standalone
hosts.
# If this host is managed by a vcenter, it should not have a host
'password' in the json.
if 'password' in host and not deploy.resource exists (
'/security/credentials',
'hostname',
host['name']) :
log_info ("Registering host {} credentials".format (host['name
"1))
data = {'hostname': host['name'], 'type': 'host',
'username': host['username'], 'password': host|
'password’'] }
deploy.post('/security/credentials', data)

def register unkown hosts(deploy, config):

Registers all hosts with the deploy server.
The host details are read from the cluster config json file.

This method will skip any hosts that are already registered.
This method will exit the script if no hosts are found in the
config.

log _debug trace ()

data = {"hosts": []}
if 'hosts' not in config or not config['hosts']:
log_and exit("The cluster config requires at least 1 entry in the
'hosts' list got {}".format (config))

missing host cnt = 0

for host in config['hosts']:
if not deploy.resource_exists('/hosts', 'name', host['name']):
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missing host cnt += 1

host config = {"name": host['name'], "hypervisor type": host]
"type'l}
if 'mgmt server' in host:
host config["management server"] = host['mgmt server']
log_info(
"Registering from vcenter {mgmt server}".format (**
host))

if 'password' in host and 'user' in host:
host config['credential'] = {
"password": host['password'], "username": host['user

log_info("Registering {type} host {name}".format (**host))
data["hosts"] .append (host config)

# only post /hosts if some missing hosts were found
if missing host cnt:
deploy.post('/hosts', data, wait for job=True)

def add cluster attributes(deploy, config):
''"'" POST a new cluster with all needed attribute wvalues.
Returns the cluster id of the new config

LI |

log_debug trace ()

cluster config = config['cluster']
cluster id = deploy.find resource('/clusters', 'name', cluster config

["name'])

if not cluster id:
log_info ("Creating cluster config named {name}".format (
**cluster config))

# Filter to only the valid attributes, ignores anything else in
the Jjson
data = {k: cluster config[k] for k in [
'name', 'ip', 'gateway', 'netmask', 'ontap image version',

'dns_info', 'ntp servers']}
num nodes = len(config['nodes'])

log_info ("Cluster properties: {}".format (data))

resp = deploy.post('/v3/clusters?node_count:{}'.format(num_nodes),
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data)
cluster id = resp.headers.get('Location') .split('/"') [-1]

return cluster id

def get node_ ids (deploy, cluster id):

''' Get the the ids of the nodes in a cluster. Returns a list of
node ids.'"''

log_debug trace ()

response = deploy.get('/clusters/{}/nodes'.format (cluster id))
node ids = [node['id'] for node in response.json() .get('records')]

return node ids

def add node_ attributes(deploy, cluster id, node id, node):
''"'" Set all the needed properties on a node '''

log_debug trace ()
log_info ("Adding node '{}' properties".format (node id))

data = {k: node[k] for k in ['ip', 'serial number', 'instance type',
'is storage efficiency enabled'] if k in
node}
# Optional: Set a serial number
if 'license' in node:
data['license'] = {'id': node['license']}

# Assign the host
host id = deploy.find_resource('/hosts', 'name', node['host name'])
if not host id:
log_and exit("Host names must match in the 'hosts' array, and the
nodes.host name property")

data['host'] = {'id': host id}

# Set the correct raid type

is hw raid = not node['storage'].get('disks"') # The presence of a
list of disks indicates sw raid

data['passthrough disks'] = not is hw raid

# Optionally set a custom node name

if '"mame' in node:

data['name'] = node['name']

log_info ("Node properties: {}".format (data))
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deploy.patch('/clusters/{}/nodes/{}"'.format(cluster id, node id),
data)

def add_node networks (deploy, cluster id, node id, node):

Set the network information for a node '''
log _debug trace ()

log_info ("Adding node '{}' network properties".format (node id))

num nodes = deploy.get num records('/clusters/{}/nodes'.format
(cluster id))

for network in node['networks']:

# single node clusters do not use the 'internal' network
if num nodes == 1 and network['purpose'] == 'internal':
continue

# Deduce the network id given the purpose for each entry
network id = deploy.find resource('/clusters/{}/nodes/{}/networks
'.format (cluster id, node_ id),
'purpose', network|['purpose'])
data = {"name": network['name']}
if 'vlian' in network and network['vlan']:

data['vlan id'] = network['vlan']

deploy.patch('/clusters/{}/nodes/{}/networks/{}"'.format (
cluster id, node id, network id), data)

def add node_ storage (deploy, cluster id, node id, node):
'''" Set all the storage information on a node '''

log _debug trace ()

log_info ("Adding node '{}' storage properties".format (node id))

log_info ("Node storage: {}".format (node['storage']['pools']))
data = {'pool array': node['storage']['pools']} # use all the json
properties

deploy.post (
'/clusters/{}/nodes/{}/storage/pools'.format (cluster id, node id),
data)

if 'disks' in node['storage'] and node['storage']['disks']:

data = {'disks': node['storage'](['disks']}
deploy.post (
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'/clusters/{}/nodes/{}/storage/disks'.format (cluster id,

node id), data)

def

create cluster config(deploy, config):

""" Construct a cluster config in the deploy server using the input

json data '''

def

log_debug_ trace ()
cluster id = add cluster attributes(deploy, config)

node ids = get node ids(deploy, cluster id)
node configs = config['nodes']

for node id, node config in zip(node ids, node configs):
add node_ attributes (deploy, cluster id, node id, node config)
add node networks (deploy, cluster id, node id, node config)
add node_ storage (deploy, cluster id, node id, node config)

return cluster id

deploy cluster (deploy, cluster id, config):

'''" Deploy the cluster config to create the ONTAP Select VMs. '''
log_debug trace ()

log_info ("Deploying cluster: {}".format(cluster id))

data = {'ontap credential': {'password': config['cluster']|

'ontap admin password']}}

deploy.post('/clusters/{}/deploy?inhibit rollback=true'.format

(cluster id),

def

def

def
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data, wait for job=True)

log_debug trace():
stack = traceback.extract stack()
parent function = stack[-2] [2]

o

logging.getLogger ('deploy') .debug('Calling %s()' % parent function)

log_info (msg) :
logging.getlLogger ('deploy') .info (msqg)

log _and exit (msg) :
logging.getlLogger ('deploy') .error (msqg)
exit (1)



def configure logging (verbose) :

)
FORMAT = 'S (asctime)-15s:%(levelname)s:% (name)s: % (message)s'

if verbose:

logging.basicConfig(level=1logging.DEBUG, format=FORMAT)

else:

logging.basicConfig(level=1logging.INFO, format=FORMAT)
logging.getlLogger ('requests.packages.urllib3.connectionpool’

) .setLevel (

logging.WARNING)

def main (args):

configure logging(args.verbose)
deploy = DeployRequests (args.deploy, args.password)

with open(args.config file) as json data:

config = json.load(json data)

add vcenter credentials (deploy, config)

add standalone host credentials (deploy, config)
register unkown hosts (deploy, config)

cluster id = create_cluster config(deploy, config)

deploy cluster (deploy, cluster id, config)

def parseArgs() :

parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to construct and deploy a cluster.')

parser.add argument('-d', '--deploy', help='Hostname or IP address of
Deploy server')

parser.add argument('-p', '--password', help='Admin password of Deploy
server')

parser.add argument('-c', '--config file', help='Filename of the
cluster config')

parser.add argument('-v', '--verbose', help='Display extra debugging

messages for seeing exact API calls and responses',

action='store true', default=False)

return parser.parse_args ()

if name == ' main g

args = parseArgs ()
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main (args)

FAR#2IIONTAP Select®#ERAIZAHI JSON

£/ Python 2B EEHIZR I EXMIBRONTAP Select#E &R » W /EIR{E—{E JSON 1EZ1EA
FZSEER A o R LUIIRIEZPE stEERAEHBERT JSON £ o

ESXi FRYEE BB &R

"hosts": [
{
"password": "mypasswordl",
"name": "host-1234",
"type": "ESX",
"username": "admin"
}
I

"cluster": {
"dns_info": {
"domains": ["labl.company-demo.com", "lab2.company-demo.com",
"lab3.company-demo.com", "lab4.company-demo.com"

1,

"dns ips": ["10.206.80.135", "10.206.80.136"]
by

"ontap image version": "9.7",

"gateway": "10.206.80.1",

"ip": "10.206.80.115",

"name": "mycluster",

"ntp servers": ["10.206.80.183", "10.206.80.142"],
"ontap admin password": "mypassword2",

"netmask": "255.255.254.0"

by

"nodes": [
{
"serial number": "3200000nn",
"ip": "10.206.80.114",
"name": "node-1",
"networks": [
{
"name": "ontap-external",

"purpose": "mgmt",
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"vlan": 1234

"name": "ontap-external",
"purpose": "data",
"vlan": null

"name": "ontap-internal",
"purpose": "internal",
"vlian": null

1,

"host name": "host-1234",
"is storage efficiency enabled": false,
"instance type": "small",
"storage": {

"disk": [],

"pools": [

{
"name": "storage-pool-1",

"capacity": 4802666790125

{EF vCenter 1 ESXi FiE{TEEERBLEEEY

"hosts": [
{
"name" :"host-1234",
"type":"ESX",

"mgmt server":"vcenter-1234"

1,

"cluster": {
"dns info": {"domains": ["labl.company-demo.com", "labZ.company-
demo.com",

"lab3.company-demo.com", "lab4.company-demo.com"

1,
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"dns ips": ["10.206.80.135","10.206.80.136"]
by

"ontap image version":"9.7",
"gateway":"10.206.80.1",

"ip":"10.206.80.115",

"name" :"mycluster",

"ntp servers": ["10.206.80.183","10.206.80.142"],
"ontap admin password":"mypassword2",
"netmask":"255.255.254.0"

by

"vcenter": {
"password":"mypassword2",
"hostname" :"vcenter-1234",

"username":"selectadmin"

by

"nodes": [

{

"serial number": "3200000nn",
"ip":"10.206.80.114",

"name" :"node-1",

"networks": [

{

"name" : "ONTAP-Management",
"purpose" :"mgmt",
"vlian" :null

"name": "ONTAP-External",
"purpose":"data",
"vlian" :null

"name": "ONTAP-Internal",
"purpose":"internal",
"vlan" :null
}
I

"host name": "host-1234",
"is storage efficiency enabled": false,
"instance type": "small",
"storage": {
"disk":[1,

210



"pools": [
{
"name": "storage-pool-1",
"capacity":5685190380748

KVM R ERRA SRS

"hosts": [
{
"password": "mypasswordl",
"name" :"host-1234",
"type":"KVM",

"username" :"root"
}
1,
"cluster": {
"dns info": {
"domains": ["labl.company-demo.com", "lab2.company-demo.

"lab3.company-demo.com", "lab4.company-demo.com"

1,

"dns ips": ["10.206.80.135", "10.206.80.136"]
by

"ontap image version": "9.7",
"gateway":"10.206.80.1",
"ip":"10.206.80.115",
"name" :"CBF4ED97",
"ntp servers": ["10.206.80.183", "10.206.80.142"],
"ontap admin password": "mypassword2",
"netmask":"255.255.254.0"

by

"nodes": [
{
"serial number":"3200000nn",
"ip":"10.206.80.115",
"name": "node-1",

com",
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"networks": |
{
"name": "ontap-external",
"purpose": "mgmt",
"vlan":1234

"name": "ontap-external",
"purpose": "data",
"vlan": null

"name": "ontap-internal",
"purpose": "internal",
"vlan": null
}
I

"host name": "host-1234",
"is storage efficiency enabled": false,
"instance type": "small",
"storage": {
"disk": [1,
"pools": [
{
"name": "storage-pool-1",
"capacity": 4802666790125

A% ONTAP Select&iELsFal 5 YIS
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#!/usr/bin/env python

i
#

# File: add license.py

#

# (C) Copyright 2019 NetApp, Inc.

#
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This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

import argparse

import logging

import json

from deploy requests import DeployRequests

def post new_ license (deploy, license filename) :

log info('Posting a new license: {}'.format(license filename))
# Stream the file as multipart/form-data
deploy.post('/licensing/licenses', data={},

files={'"'license file': open(license filename, 'rb')})

# Alternative if the NLF license data is converted to a string.

# with open(license filename, 'rb') as f:

# nlf data = f.read()

# r = deploy.post('/licensing/licenses', data={},

# files={'"'license file': (license filename,
nlf data)})

def put license(deploy, serial number, data, files):

log_info('Adding license for serial number: {}'.format(serial number))

deploy.put('/licensing/licenses/{}'.format(serial number), data=data,

files=files)

def put used license (deploy, serial number, license filename,

ontap username, ontap password) :

''"' If the license is used by an 'online' cluster, a username/password

must be given. '''

data = {'ontap username': ontap username, 'ontap password':
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ontap password}
files = {'license file': open(license filename, 'rb')}

put license (deploy, serial number, data, files)

def put free license (deploy, serial number, license filename) :
data = {}
files = {'license file': open(license filename, 'rb')}

put license (deploy, serial number, data, files)

def get serial number from license(license filename) :
'''" Read the NLF file to extract the serial number '''
with open(license filename) as f:
data = json.load(f)

statusResp = data.get('statusResp', {1})
serialNumber = statusResp.get('serialNumber')
if not serialNumber:
log _and exit("The license file seems to be missing the

serialNumber")

return serialNumber

def log_info (msg) :
logging.getLogger ('deploy') .info (msqg)

def log_and exit (msg):
logging.getlLogger ('deploy') .error (msg)
exit (1)

def configure logging():
FORMAT = '% (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
logging.basicConfig(level=1logging.INFO, format=FORMAT)
logging.getlLogger ('requests.packages.urllib3.connectionpool’') .
setLevel (logging.WARNING)

def main(args):
configure logging ()
serial number = get serial number from license (args.license)
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deploy = DeployRequests (args.deploy, args.password)

# First check if there is already a license resource for this serial-
number

if deploy.find resource('/licensing/licenses', 'id', serial number):

# If the license already exists in the Deploy server, determine if
its used

if deploy.find resource('/clusters', 'nodes.serial number',
serial number) :

# In this case, requires ONTAP creds to push the license to
the node
if args.ontap username and args.ontap password:
put_used license (deploy, serial number, args.license,
args.ontap username, args.ontap password)
else:
print ("ERROR: The serial number for this license is in
use. Please provide ONTAP credentials.")
else:
# License exists, but its not used
put_free license(deploy, serial number, args.license)
else:
# No license exists, so register a new one as an available license
for later use

post new_ license (deploy, args.license)

def parseArgs():
parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to add or update a new or used NLF license file.')

parser.add argument('-d', '--deploy', required=True, type=str, help=
'Hostname or IP address of ONTAP Select Deploy')
parser.add argument('-p', '--password', required=True, type=str, help

='Admin password of Deploy server')
parser.add argument('-1', '--license', required=True, type=str, help=
'"Filename of the NLF license data')
parser.add argument('-u', '--ontap username', type=str,
help="'ONTAP Select username with privelege to add
the license. Only provide if the license is used by a Node.')
parser.add argument('-o', '--ontap password', type=str,
help='ONTAP Select password for the
ontap username. Required only if ontap username is given.')
return parser.parse_args ()

if name == ' main U g
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args = parseArgs ()
main (args)

A RIERONTAP Select®&ZERIIZ
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#!/usr/bin/env python

File: delete cluster.py

(C) Copyright 2019 NetApp, Inc.

This sample code 1s provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

import argparse

import Jjson

import logging

from deploy requests import DeployRequests

def find cluster(deploy, cluster name):

return deploy.find resource('/clusters', 'name', cluster name)

def offline cluster(deploy, cluster id):

# Test that the cluster is online, otherwise do nothing
response = deploy.get('/clusters/{}?fields=state'.format(cluster_id))
cluster data = response.json() ['record']
if cluster data['state'] == 'powered on':
log_info ("Found the cluster to be online, modifying it to be

powered off.")

deploy.patch ('/clusters/{}'.format (cluster id), {'availability':

'powered off'}, True)
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def delete_ cluster (deploy, cluster id):

log _info("Deleting the cluster({}).".format (cluster id))
deploy.delete('/clusters/{}'.format(cluster id), True)
pass

def log_info (msg) :
logging.getLogger ('deploy') .info (msqg)

def configure logging() :
FORMAT = '% (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
logging.basicConfig(level=1logging.INFO, format=FORMAT)
logging.getlLogger ('requests.packages.urllib3.connectionpool’) .
setlLevel (logging.WARNING)

def main(args):
configure logging ()
deploy = DeployRequests (args.deploy, args.password)

with open(args.config file) as Jjson data:
config = json.load(json data)

cluster id = find cluster(deploy, config['cluster']['name'])

log_info("Found the cluster {} with id: {}.".format(config]|
'cluster'] ['name'], cluster id))

offline cluster(deploy, cluster id)

delete_cluster (deploy, cluster id)

def parseArgs():

parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to delete a cluster')

parser.add argument('-d', '--deploy', required=True, type=str, help=
'Hostname or IP address of Deploy server')

parser.add argument('-p', '--password', required=True, type=str, help
='Admin password of Deploy server')

parser.add argument('-c', '--config file', required=True, type=str,
help='Filename of the cluster json config')

return parser.parse_args ()
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if name == ' main ':

args = parseArgs ()
main (args)

ONTAP SelectlViER 2 1% Python %48
FiB Python Rl Zs#B{FE A BB —1R 4R HY3E A Python 485! ©

#!/usr/bin/env python

e
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File: deploy requests.py

(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

import Jjson

import logging

import requests

requests.packages.urllib3.disable warnings ()

class DeployRequests (object) :

218

Wrapper class for requests that simplifies the ONTAP Select Deploy
path creation and header manipulations for simpler code.

def init (self, ip, admin password) :
self.base url = 'https://{}/api'.format (ip)
self.auth = ('admin', admin password)
self.headers = {'Accept': 'application/Jjson'}
self.logger = logging.getLogger ('deploy"')



def post(self, path, data, files=None, wait for job=False):

if files:
self.logger.debug('POST FILES:"')
response = requests.post(self.base url + path,
auth=self.auth, verify=False,
files=files)
else:
self.logger.debug('POST DATA: $s', data)
response = requests.post(self.base url + path,

auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait for job (response.json())
return response

def patch(self, path, data, wait for job=False):

self.logger.debug('PATCH DATA: %s', data)

response = requests.patch(self.base url + path,
auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers

(response), response.text)

self.exit on_errors (response)
if wait for job and response.status code == 202:
self.wait for job(response.json())

return response

def put (self, path, data, files=None, wait for job=False):

if files:
print ('PUT FILES: {}'.format (data))
response = requests.put(self.base url + path,
auth=self.auth, verify=False,
data=data,
files=files)
else:
self.logger.debug ('PUT DATA:'")
response = requests.put(self.base url + path,

auth=self.auth, verify=False,
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Jjson=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_ errors (response)

if wait for job and response.status code == 202:
self.wait for job (response.json())
return response

def get(self, path):
""" Get a resource object from the specified path """
response = requests.get(self.base url + path, auth=self.auth,
verify=False)
self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit_on_errors(response)

return response

def delete(self, path, wait for job=False):
""" Delete's a resource from the specified path """
response = requests.delete(self.base url + path, auth=self.auth,
verify=False)
self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait for job (response.json())
return response

def find resource(self, path, name, value):
''"'" Returns the 'id' of the resource if it exists, otherwise None

None
self.get('{path}?{field}={value}'.format (
path=path, field=name, value=value))

resource

response

if response.status_code == 200 and response.json () .get (
'num_records') >= 1:
resource = response.json().get('records') [0].get('id")

return resource

def get num records(self, path, query=None):
'''" Returns the number of records found in a container, or None on

error '''
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resource = None
query opt = '?{}'.format (query) if query else ''
response = self.get('{path}{query}'.format (path=path, query
=query_ opt))
if response.status_code == 200
return response.json() .get('num records')

return None

def resource exists(self, path, name, value):
return self.find resource (path, name, value) is not None

def wait for job(self, response, poll timeout=120):

last modified = response['job']['last modified']
job id = response['job']['id"]
self.logger.info('Event: ' + response['job']['message'])

while True:
response = self.get('/jobs/{}?fields=state,messages’
'poll timeout={}&last modified=>={}"
.format (
job id, poll timeout, last modified))

job body = response.json().get('record', {})

# Show interesting message updates
message = job body.get('message', ''")
self.logger.info ('Event: ' + message)

# Refresh the last modified time for the poll loop
last modified = job body.get('last modified')

# Look for the final states
state = job body.get('state', 'unknown')
if state in ['success', 'failure'l]:
if state == 'failure':
self.logger.error ('FAILED background job.\nJOB: %s',
job body)
exit(1l) # End the script if a failure occurs
break

def exit on_ errors(self, response):
if response.status code >= 400:
self.logger.error ('FAILED request to URL: %$s\nHEADERS: %s
\nRESPONSE BODY: %s',
response.request.url,

221



self.filter headers (response),
response.text)
response.raise for status() # Displays the response error, and

exits the script

@staticmethod
def filter headers (response):
''' Returns a filtered set of the response headers '''
return {key: response.headers|[key] for key in ['Location',
'request-id'] if key in response.headers}

FAIL A ONTAP Selectz SR A/ NI
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#!/usr/bin/env python

File: resize nodes.py
(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability

or fitness of any kind, expressed or implied. Permission to use,

solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

#
#
#
#
#
#
#
# reproduce, modify and create derivatives of the sample code is granted
#
#
#
#
# no less restrictive than those set forth herein.

#

#

import argparse
import logging
import sys

from deploy requests import DeployRequests
def parse args():
""" Parses the arguments provided on the command line when executing

this
script and returns the resulting namespace. If all required
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arguments

are not provided, an error message indicating the mismatch is
printed and

the script will exit.

mwn

parser = argparse.ArgumentParser (description=(
'Uses the ONTAP Select Deploy API to resize the nodes in the

cluster.'
' For example, you might have a small (4 CPU, 16GB RAM per node) 2
node'’
' cluster and wish to resize the cluster to medium (8 CPU, 64GB
RAM per'
' node). This script will take in the cluster details and then
perform'
' the operation and wait for it to complete.'
))
parser.add argument ('--deploy', required=True, help=(
'Hostname or IP of the ONTAP Select Deploy VM.'
))
parser.add argument ('--deploy-password', required=True, help=(
'The password for the ONTAP Select Deploy admin user.'
))
parser.add argument ('--cluster', required=True, help=(
'Hostname or IP of the cluster management interface.'
))
parser.add argqument ('--instance-type', required=True, help=(
'The desired instance size of the nodes after the operation is
complete.'
))
parser.add_argument ('--ontap-password', required=True, help=(
'The password for the ONTAP administrative user account.'
))
parser.add argument ('--ontap-username', default='admin', help=(
'The username for the ONTAP administrative user account. Default:
admin.'
))
parser.add argument('--nodes', nargs='+', metavar='NODE NAME', help=(
'A space separated list of node names for which the resize
operation'’
' should be performed. The default is to apply the resize to all
nodes in'
' the cluster. If a list of nodes is provided, it must be provided
in HA'
' pairs. That is, in a 4 node cluster, nodes 1 and 2 (partners)
must be'
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' resized in the same operation.'

))

return parser.parse_args ()

def get cluster(deploy, parsed args):
""" Tocate the cluster using the arguments provided """

cluster id = deploy.find resource('/clusters', 'ip', parsed args
.cluster)
if not cluster id:
return None

return deploy.get('/clusters/$s?fields=nodes' % cluster id).json() [

'record']

def get request body(parsed args, cluster):
""" Build the request body """

changes = {'admin password': parsed args.ontap password}

# if provided, use the list of nodes given, else use all the nodes in
the cluster
nodes = [node for node in cluster['nodes']]
if parsed args.nodes:
nodes = [node for node in nodes if node['name'] in parsed args
.nodes]

changes|['nodes'] = [
{'instance type': parsed args.instance type, 'id': node['id']} for

node 1n nodes]

return changes

def main () :
""" Set up the resize operation by gathering the necessary data and
then send
the request to the ONTAP Select Deploy server.

mwwn

logging.basicConfig (
format='[%(asctime)s] [%(levelname)5s] % (message)s', level=

logging.INFO, )

logging.getLogger ('requests.packages.urllib3') .setLevel (logging
.WARNING)
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parsed args = _parse_args ()
deploy = DeployRequests (parsed args.deploy, parsed args
.deploy password)

cluster = _get cluster(deploy, parsed args)
if not cluster:
deploy.logger.error (
'Unable to find a cluster with a management IP of %s' %
parsed args.cluster)

return 1
changes = _get request body (parsed args, cluster)
deploy.patch('/clusters/%s' % cluster['id'], changes, wait for job
=True)
if name == ' main ':

sys.exit (main())
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{65/ SSHSign inONTAP Select Deploy
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1. (FABIEEMREZEE SSHSign inDeploy EMAT2T CLI °
2. SEfmER

host register -name <FQDN|IP> -hypervisor-type KVM -username
<KVM username>

L il

host register -name 10.234.81.14 -hypervisor-type KVM -username root

HIRGRRET > R EIRSEAVEES o
3. BRI R EBIB S 75T ¢

host show -name <FQDN|IP> -detailed

gt

host show -name 10.234.81.14 -detailed

ESXi
EAEBH—E849 > Deploy BEIEABRENZTRAEIEFHM vCenter AR N EIZR ESXi I THEETTE

N
=%
ag °

RS IEAETS

TEEEfE vCenter BRI ERZ Al » 4B vCenter EIARSSIME EIRAAREIRS - IR EHWTZEH
vCenter EIER) > TR LTEFEM EHFHRE EHRE - CRZERLREFRIMESETH -

1. (FABIEEMREZEE SSHSign inDeploy EATET CLI °
2. MR FHH vCenter FEIARZIEIE > ALY vCenter RE &R !
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credential add -hostname <FQDN|IP> -type vcenter -username
<vcenter username>

gt

credential add -hostname vc.select.company-demo.com -type vcenter
-username administrator@vsphere.local

3. EEffEH

° FHMAS vCenter BEIFAVIFIT 14 ©

host register -name <FQDN|IP> -hypervisor-type ESX -username
<esx username>

° 3 vCenter BIBRY 1 :

host register -name <FQDN|IP> -hypervisor-type ESX -mgmt-server
<FQDN | IP>

Ll il

host register -name 10.234.81.14 -hypervisor-type ESX -mgmt-server
vc.select.company-demo.com

4. BEETmEMERE TR EE BB S HERE o
host show -name <FQDN|IP> -detailed
Fo 5%

host show -name 10.234.81.14 -detailed

WER 4 . B ECEONTAP Select&EEF
BRI ECE ONTAP Selectz % o FeBERE%R » BINECERHIE, o
FHsaZ Al
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EEREE S/ MEDHRTL AAEMIVEESH

RARSUEAEFS

FE2ILONTAP Selectz=£5s > Deploy B AN ERBECRENEERBNHNIB BB ELHRLTE o Deployth
G EEME—RIEIRERRIES o

1. EAEIEEMREZER SSHSign inDeploy EMATE CLI °
2 BBITER:

cluster create -name <cluster name> -node-count <count>

Ll il

cluster create -name test-cluster -node-count 1

3. LB !

cluster modify -name <cluster name> -mgmt-ip <IP address> —-netmask
<netmask> -gateway <IP address> -dns-servers <FQDN|IP> LIST -dns-domains
<domain list>

Ll Cie

cluster modify -name test-cluster -mgmt-ip 10.234.81.20 -netmask
255.255.255.192

-gateway 10.234.81.1 -dns-servers 10.221.220.10 -dnsdomains
select.company-demo.com

4. BETEENRENAE :

cluster show -name <cluster name> -detailed

HER 5 . ECEONTAP SelectfiE;
IR AZBFCE ONTAP SelectiE P SEENES, o
R4 > Al
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BRAS I ERS
CREZIZIRIL D RECE SEES - &0 - RREREFFIREREXEE

1. (FABIEEMRFEZEE SSHSign inDeploy EATE CLI °
2. BEDBHAEEMNENSTE

node show -cluster—-name <cluster name>

3. EEERIEITEARKE !

node modify —-name <node name> -cluster-name <cluster name> -host-name
<FQDN|IP> -license-serial-number <number> -instance-type TYPE
-passthrough-disks false

gt

node modify -name test-cluster-01 -cluster-name test-cluster -host-name
10.234.81.14

-license-serial-number 320000nnnn -instance-type small -passthrough
-disks false

E%4AY RAID BCEH passthrough-disks 2815 o R EERAEAHEIERS RAID 1523 > BILEEXE
# Tfalsel ° MREFERNIERAR RAID » BILLEXER ltrues o

ONTAP Selectfi#tfEFRA R EEFTAIGE ©

4. BmER ERTANEREE

host network show -host-name <FQDN|IP> -detailed

gt

host network show -host-name 10.234.81.14 -detailed

. MITHIRARVERRECE
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ESXi 1%

node modify —-name <node name> -cluster-name <cluster name> -mgmt-ip
IP -management-networks <network name> -data-networks <network name>
-internal-network <network name>

KVM3EH

node modify —-name <node name> -cluster-name <cluster name> -mgmt-ip
IP -management-vlans <vlan id> -data-vlans <vlan id> -internal-vlans
<vlad id>

IEBEMIRER 0 FRERIHEL > FEMIFR Minternal-networkl ©
g%t
node modify -name test-cluster-01 -cluster-name test-cluster -mgmt-ip

10.234.81.21
-management-networks sDOT Network -data-networks sDOT Network

6. EERERAECE

node show -name <node name> -cluster-name <cluster name> -detailed

gt

node show -name test-cluster-01 -cluster-name test-cluster -detailed

FEF 6 . IZ{HTFEIZZIONTAP Select&iZh

ECEONTAP Select®&&E R BB ERRE - BEMROABEDEE D —EREF o EAEE RAID &
SEMREVRDEE D — (BRI -

FIsEZ Al
fEF VMware vSphere EI7{#77 M o HIREEEARZEREE RAID » RIIEREE D —(E 7] BBV

RERS LEAETS
{ERZASHATERE RAID 512805 » EBHITHER 1 £ 4 o FHEEE RAID B > EEHTLE1E 60

1. FREEERA/EEEBR SSHSign inDeploy B2, CLI ©
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2. BRI ER E R AR

host storage pool show -host-name <FQDN|IP>

gt

host storage pool show -host-name 10.234.81.14

&t B LUE® VMware vSphere BUS ] FARYGETEA ©

3. B A thiEESIONTAP SelectBiZf :

node storage pool attach -name <pool name> -cluster-name <cluster name>
-node—name <node name> -capacity-limit <limit>

AR B EF“-capacity-limit"2# > :FREEIEES GBI TB ©

gt

node storage pool attach -name sDOT-02 -cluster-name test-cluster -
node-name test-cluster-01 -capacity-limit 500GB

4. BRERERDERER T ¢

node storage pool show -cluster-name <cluster name> —-node-name
<node name>

gt

node storage pool show —-cluster—-name test-cluster —-node-name
testcluster-01

S. UNREERRIZEREE RAID » B —ES 218 nJ AR

node storage disk attach -node-name <node name> -cluster-name
<cluster name> -disks <list of drives>

Ll e
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node storage disk attach -node-name NVME SN-01 -cluster-name NVME SN
—-disks 0000:66:00.0 0000:67:00.0 0000:68:00.0

6. INREEANZERAE RAID » sARET IR T ENREAVHERR

node storage disk show -node-name <node name> -cluster-name
<cluster name>"

Ll Cifa

node storage disk show -node-name sdot-smicro-009a -cluster-name NVME

HER 7 . ZRZONTAP Select&EEf
HENSLFETME > MAIUBERET -

a2 Al
ERAU TR LETHERERRER REEAETE E <77 H RS NERER LR SR 2 MrEEt -

1. FABIEEMRFEZEE SSHSign inDeploy EAT2T CLI °
2. ZREONTAP Select&EE¥ :

cluster deploy -name <cluster name>

gt

cluster deploy —-name test-cluster

HIRGEREF » SFIRHEONTAPEIE SIRSEEFE MRS o

3. BEMERBFRUIRAS - HIEER RS EMEE !

cluster show —-name <cluster name>

T—SRHE?
"#E15 ONTAP Select Deploy FL & #HE" ©
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task_cli_connectivity.html
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{RZEONTAP SelectZp=
TE{REONTAP SelectZERVEIZF » ERTLAEITZIBMERAERS ©

54 Deploy BIE B ZXHE
EILUREBE SR H S I/ ERE Deploy HEHHHSS BIRE IR KIS -

1. FREEEMRESign inDeploy B2 CLI ©
2. ECNERE

password modify

3. IRBERIRIEHA AR EE RO

FEERONTAP Selectfi L 7 RIIAEIREE

e LRI BB s SR 4R _E MBS Z{EONTAP SelectffifhZ FIRVARRRIELR - BEEES
RS ZATHITICAIE - MR A SE SRR MFR BRI -

ez Al
AP E ZBIFTEONTAP SelectBfiBEER 44 7AFD & 1 RIED ©

BAASLEIERS
BREENAEE - 5 REGEILMPOAIZET > LARER—EE—RZEITHGES - SBERRE—(EETT -

HER A AR R FRIEL

© RE 1 EERATE RN ERETRE © 31T PING AR » DURAEERR MTU A/ vSwitch JBIE o

* EREL | IEXEHNFRARERBERITEZERAR - MREEFHIONTAP Selectsze EHITILER
I > BIRIREE R E R EAIRGE

@ EZCERIUSHMEEZARRPITIREAR o REAEARINTEME - ERLUIRREETRE
ETIRITAE -

1. {EAEIEEMRESign inDeploy A2 CLI ©

2. BETERESRE RN B BRI BT R A EBEF ¢

network connectivity-check show
3. REAEREIRRE SR EC T ap LW PAVEITRART |

network connectivity-check start -host-names HOSTNAMES -vswitch-type
VSWITCH TYPE-mode MODE

BlF
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network connectivity-check start -host-names 10.234.81.14
10.234.81.15 -vswitch-type StandardvVSwitch -mode quick

4 RIBETRAN S RERERRERIEE
network connectivity-check show -run-id RUN_ID
SRk
AREGREREFEREERIRIIE EONTAP-Internal EIFREHAMFIE FREFEZIEA P AIEICEIT/ER
B2 > MREFIERERAREBIRER KO > RIANBBBEMNTHEEREERN CLI a2 RAITFENFIERIR

fE° -mode cleanup ° MIRAFHEONTAP-Internal FEIZIREFAH P MIPREREEEIZIR » AR REBA AL TNIZIZONTAP
Select/E#E%2S ©

{5 F3 CLI &EIEONTAP Select&EE%
BB LA CLI BT {(EAMRETR K EIRONTAP SelectzHEE ©

&{2ONTAP Select Deploy FC& &1

fIen » BRBEER » FH{7ONTAP Select Deploy EeEE ¥} - BRIARFIINNEER T » ERILEHE THE ST
{Ei o

TEINBHERSREMAREERN - ELERIERL T SBRIZNEESE » BFEONTAP Select&E ©

a2 Al
&R Deploy TEA D FEHAREIR A NI TEMEMES

1. EAEIEEMREZER SSHSign inONTAP Select Deploy B2 CLI ©
2. #IIONTAP Select Deploy ECEERIBIHED » ZERHETEIEONTAP Select Deploy {AAR2FHIAZFE &£ -

deploy backup create

3. HIRLRMEF 5 FIRMEHNES o
BIESFRBRNENE -

4. BETARRRRIANED -

deploy backup show -detailed

SRR M) MM R EERCHBMERI S TTH URL) B

PRI LUER URL FEUEDTES -
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6. 5 Web BIERHARER (I Curl) » &EB URL BEHIEZ TEHI AT (EiL o

MIFXONTAP Select& 2%
L REEEONTAP SelectiZ&ER » AT LIRIRE

a2 Al
SR W AR I BERIRRE o

1. (EFEEEEMRE Sign inZPE EH4ES CLI o

2. BETEEBIARAL ¢

cluster show —-name <cluster name>
3. MNRB|ERRER > RIS H BN BRI ¢

cluster offline —-name <cluster name>
4. HESDEERNBHRRER - MIERZEE

cluster delete -name <cluster name>

BRG] 1

HIONTAP SelectF 4% 2l VMware ESXi 7.0 i = kR 4x

WMRIETE VMware ESXi _L#I1TONTAP Select > BRI ESXi EAE%EEHJ%EZ%E’JH&ZIS%
4RE| ESXi 7.0 AESHRZA o TEHERZ A » [CFEZ T AR EIZS B AR T 57

HEF4R VMware ESXi

I_t EFHRFEEONTAP SelectZ RV EHRI KR EIEE T LAY ESXi SIS AT » SAEBIIEFESTIRIZNARE

1. 2RI FH4R VMware ESXi

ESXi EEEFHARZE VMware HitF1SZ 3RAVIEAZ o EFIONTAP Selectf » iR EIEEAARBEZEEH
RIBIEN—ED - BRAEZER > 552H VMware XfF o

2. BEEFHRORAE
B REAREZRFAIHERE - CRZBBUTRPEEERNRER -
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° ONTAP SelectseSEA/)\ 2R B EIREN 2 BIREEREE ©
° fEFIONTAP SelectElE

A LAfEER Deploy TEFA 4R » ] LARfER Deploy TEF4R ©

R SR E SR ARRR NI RER -
fEF Deploy B ABREXMIT ESXi A4S E EA A FEBEMAEIE - (B2 > ARFAIEZHIRIEART]
s E A ERMIERT o A0 > FHERRZASBIONTAP Selectfll Deploy EIEE ARER AL EFAKE) ESX
7.00

MBIEFEERELERHRATL ES 4R » ONTAP Select 4SS I AE RN F A RMEIATIRES o TEiE1E S
NTF o N BEBEIZERER Deploy BIFHRIZR © sB2R0"1172198" THEE % o

3. FHREEEIREAER
7E1EH Deploy ERRERXHITAHRIEF Z A * EAIREEEFHAREAY Deploy HITIERE - @ > KEZHAREIR
#ThRZsHY Deploy o DeployE AN B IR IETEFHARIONTAP Selecthiis o 552 E"ONTAP Select®1T
SRR THRES o

4. BIENTRE

YNRITEEIZ(ER Deploy ARRRIHIARBIE > BIRTEFAERARTTAE R Deploy BITHRERIFTIRE
EREZ(ER » 552 ERIFT Deploy &=5RKE °

M Deploy FH#R B ENFAEEEY

&R LUE Deploy BIEARREREAFHRFTEONTAP SelectEEEIBEEER VMware ESXi FEHI 43 BIRIZR A
—&f5 o

SR
1. EAEIEEMREZER SSHSign inDeploy EATE CLI °
2. BENEETS EREGHRAS

node stop --cluster-name <cluster name> --node-name <node name>

3. {5 VMware $RERIF ERHEHITONTAP Select RYE## S3 EIRFZ N EHMAMREI ESXi 7.0 SHEBARE ©
4. RENFEISEMR EARRE ¢

node start --cluster-name <cluster name> --node-name <node name>

o HiFENENE  BERERTREE -
gh -
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ESX-1N::> cluster show
Node Health Eligibility

ERIDRES
1S FE%EF Deploy BIE AR MITEERIFIRIE
€8 Deploy A4k Z EiRLEEEE

1EAILUE Deploy BIEARRREAFRITEONTAP SelectZEIBLEER VMware ESXi I 43 BIRIZR A
—&f53 o

RS ILEAETS

TR AN ERETHNSEMRAITIEARERE - —R—(EER - IRBEESHENESHR - RIRKFARESE
HA S FRRVERRS » AR BREEAR T —E HA Y -

HER
1. (FABIEEMRFEZEE SSHSign inDeploy EATE CLI °

2. BERRLTSEREGIIRAE ¢

node stop --cluster-name <cluster name> --node-name <node name>

3. £ VMware {RHHIZ ERIGHITONTAP Select FEHIH 2R EIRZ L A ARE] ESXi 7.0 HEBARAS ©
BRIFMAER - F2REEFAR VMware ESXi ©
4. RENRLTS AR LARAS

node start --cluster-name <cluster name> --node-name <node name>

o. HIRARNEN R - BE R HIENRE R ERAUNEE RS HEE -

239



&

ESX-2N I2 N11N12::> storage failover show
Takeover
Node Partner Possible State Description

sdot-d200-011d sdot-d200-012d true Connected to sdot-d200-012d
sdot-d200-012d sdot-d200-011d true Connected to sdot-d200-011d
2 entries were displayed.

ESX-2N I2 N1IN12::> cluster show

Node Health Eligibility

sdot-d200-011d true true
sdot-d200-012d true true
2 entries were displayed.

FERKTE
A ZAETONTAP Select# & FERRISE T HIITHRIZR  FIE ESXi EHEARTTHE > [EHEZEER Deploy
BEERARENITEERIFIRE

#%E Deploy B R AHAREEENRLEEBY

BRI UFHREE B ONTAP SelectEEERBLE LR VMware ESXi R4S BIRIZT > MEFEEH Deploy EIEERTE
fﬁ o

1. Sign inONTAP#r L5/ T AL (F LE B ©
2. {#F VMware vSphere FEs2ONTAP SelectE## 423 S RAR ©
3. £ VMware {RtB9 5 BRIGHITONTAP Select RYE#I 2R EIRZ T A ARE] ESXi 7.0 HEBARAS ©

BERFMAER - F2REHEAR VMware ESXi ©

4. {#F VMware vSphere 7ZEX vCenter i #11T FFIRIE
a. ZONTAP SelectE %2R HTIZENIE o
b. EXENONTAP SelectE#E o
C. FHEIEEIRFER SSHSign inONTAP CLI °

5. ENBAENENTE - BREEER TR o

& -
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ESX-1N::> cluster show
Node Health Eligibility

FERKTE
1Cf&ZfER Deploy BIZ AR MITEERIITIRIE o

2% Deploy BIRIFAH#R 2 EIRLEEEE

BRI UFHREE B ONTAP SelectZ EBLEER VMware ESXi R4S BIRIZT > MEFZMH Deploy EIEERTE
fﬁ o

RARE(EFS
T BB EPHNSENRAITIEARBE - —X—(EEH% - MIRRECIMNERE SR > BIEKFARSE
HA $FREVERR: » AR BEEFART—E HAH °
1. Sign inONTAP#r L5/ T AL (Z LE B ©
2. {#F VMware vSphere FEs3ONTAP SelectE#i423 S RAR o
3. £ VMware 12HBIP ERIGHITONTAP Select B E#I 2R BIRE L EMAAREI ESXi 7.0 HEBHRAS ©
4. {#F VMware vSphere 7ZEX vCenter M #11T FFHRIE
a. ZONTAP SelectE %2R HTILERIE o
b. EXZIONTAP SelectE#ii o
C. FHEIEEIIRFE®R SSHSign inONTAP CLI °
5. EBLENENTE - BB EERE S CRAUREER TR o
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&

ESX-2N I2 N11N12::> storage failover show

Takeover

Node Partner Possible State Description

sdot-d200-011d sdot-d200-012d true Connected to sdot-d200-012d
sdot-d200-012d sdot-d200-011d true Connected to sdot-d200-011d
2 entries were displayed.

ESX-2N I2 N1IN12::> cluster show

Node Health Eligibility

sdot-d200-011d true true
sdot-d200-012d true true
2 entries were displayed.

FERKTE

T B ONTAP SelectiERERMNEEEHMAITHRIER ©

{EEXONTAP Select Deploy FYF 14 &I {AIIRES
{REILAER “host modify 88 FHONTAP Select Deploy BAER F 4 EIRFARSHIIES ©

K

host modify [-help]

username username]

BESH

W

e

—name name

-mgmt-server
management server

el
et
W
e

EE
-help

242

[-foreground] -name name -mgmt-server management server [-

fhi
TEELHI MR 1P {35k FQDN °

EERTATHINTILEIRFEIRSEA IP Aiks] FQRDN o 35 -1 (&
FER) ABUHRTE TN EIERERSS o MBS IIE ISR FIRESNEE
s RBABEFER T A EEMUEER ¢ “credential add &< ©

it
FETEBEH o



-foreground 2 HiEH REEEITHGNITA - MRKRE » AR aET
> I B SR EABRARYE A BASTE S LR o

-username username BREFIUILEHHNERE LTS - EFETHAREEMARSIEE BH
vCenter BIER) ESX i) KA BEUILEAE RS o

ZPEEREN
F+4% ONTAP Select Deploy #H{T{E RS

fEa] LU ONTAP Select Deploy ERFEI( CLI Fiitt A4ARIRB B ONTAP Select Deploy
BRI EEKSS -

FIsEZ Al

AFERIEFHARIBTZER » ONTAP Select Deploy AHITIERIEMETS © BRAF 4k ONTAP Select Deploy ERFET
BFEREE AR - 552 R BRTARZSERAA o

WNEREZEE T ONTAP Select Deploy EIEAARNESH » BIEFAREBATRE
ONTAPONTAP Select&iZ8FIONTAP Select Deploy TTE#EBEIEHAR o B'FH4ARONTAP Selectf
HEZHBERRTX o

®

&R LAt ONTAP Select Deploy 9.16.1 ¢ 9.15.1 EH#ZF+4k%] ONTAP Select Deploy 9.17.1 ° &
E1¢ ONTAP Select Deploy 9.14.1 B RhRAFA 4R > FFEFEH ONTAP Select hRAHIEE1TER
BE o

TR THEH

EERIBFARRIE > B NetAppZ iR ILR T EEFERY ONTAP Select Deploy E#IEERARIESE o AREME
AAE—BRGEE -

HER

1. ERMEEZIERFE "NetAppZIEILEL" » RBWE T EEEFERE Downloads ©
2. [ TH#ENALEEIE ONTAP Select Deploy Upgrade ©

3. BHEFRERMFABREMARA

4. BEEREBFETOIHE (EULA) WSR2 R 4E" o

5. BEW FEHGEENEN » UREENRIZEREEMRERT

SER 2 : IEEAEE] - {EHZONTAP Select Deploy FEHiid
THEREEE » BEEZEZE LEEIONTAP Select Deploy E#i2s o

RARS IEAETS
IEEFN4E T — 1 HE 3 L EEIONTAP Select Deploy [E#iHEERIV X - AJieE A HMMEIEEE S ERVIRIE o

FIsEZ Al

243


concept_adm_upgrading_nodes.html
concept_adm_upgrading_nodes.html
concept_adm_upgrading_nodes.html
concept_adm_upgrading_nodes.html
concept_adm_upgrading_nodes.html
concept_adm_upgrading_nodes.html
concept_adm_upgrading_nodes.html
concept_adm_upgrading_nodes.html
concept_adm_upgrading_nodes.html
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/
https://mysupport.netapp.com/site/

* BREETHRMERE S EAR TR LA/ -
* RECRSHEA EESERAERPNEN

1. EARM TS SRRF TR » £/ scp A (R2ERBE) BARFIEE LEZONTAP Select
Deploy FE#E > W1 FEEAIFAT :

scp ONTAPdeploy2.12 upgrade.tar.gz admin@10.228.162.221:/home/admin
(provide password when prompted)

4t em

ARERHEEFEEEESFERENTEERSD o

SER3 | EAFAARE

1B 4R1EZE EERIONTAP Select Deploy #4231 > IR ERFHK o

FIYAZ Al
* ESSEFHARIEZZTEONTAP Select Deploy BRI ERIESSHREN B °
* ERETEHITHARBSONTAP Select Deploy sk ARSI TERIEMtEFS o

1. (EAEIEEREEB SSHSign inONTAP Select Deploy B2 CLI ©
2. FRBENBRREMERLBRITHE

deploy upgrade -package-path <file path>
HBHEH<
deploy upgrade -package-path /home/admin/ONTAPdeploy2.12 upgrade.tar.gz
ERIEES
EFEBEIEERZ AT » R EEREEILONTAP Select Deploy E#E#SA ERVEM © LEI » EZBIFEIESS
TREX > LUERIIAEEFEILAIONTAP Select Deploy HE °

##ONTAP Select Deploy E%)5B% 2 HHY E it
SR AER L HNTE R Deploy EIEABREXIIRAEFIERZFTHI SIS o

tbiEE R RN R Y —EEARGER KSR E TR AR ERIES o fE RSN RIS ER S O BRI TER RS
FMEE1THREY Deploy BRRET o LEIABBE H R4S 2 1ThRAY Deploy BEATRER ©
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TR BREREHE

B ERIMIRIEETR > AR I Deploy REEFIHIFE © SBBONTAP Selectz1& » (THEZEIE
7 - BRHRAREFIIMERERED » ERILRE TR A ITIEL o

ez Al
* FER Deploy TEH D 1EEIREIR BRI TEMEMETS

* fETFIRYAMY Deploy FEHEHEEZAAA o

@ EILBEMNHEEED » L Deploy [REB R RIAERILSER D E g esh > BEER
44 Deploy EEHEIS 23R o

BB ILEAETS

ECERINGBOEFSHENERESNFIARERR - EESERR 7 HBREHNZESHE » BIEONTAP Select
S

TR
1. FREEEMRBE® SSHSign inDeploy EATER CLI ©
2. 317 Deploy s EEEIHMED » ZBIDHTFIE Deploy RIARERHIAEEE £ -

deploy backup create

3. HIRIRTES > BIRIEEHES o
BITEFRBRNENE -

4. BETRAMH R ANER

deploy backup show -detailed

S 1RiE M) MMIARAYREEEERIBMIERIRCE: TTH URL E e
TR LUEIE URL FFEUBMNIESE o
6. 5 Web BIERHAMAEN (I Curl) > iEB URL BEHIEZ TEHI A T (R o

S ER 2 | &4 Deploy [EF &SI ED
1S WAZBFENT Deploy EHIEESHIIER » M FHARIBERIE SR EENHEETEH o

FAsAZ Al
IS ABREIE VMware IRIBHR T EFZBZEONTAP Select Deploy EH%IIHISER o
RARIEAETS

IEEFUB B REITHIAR ©
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1. 3217 Deploy [EEH&SSHIFNER)
a. THERISRIRE o
b. ZpE EHAR I ACE R E °
C. f£A SSH 77EX Deploy ERET ©

GG
"ZZ#EONTAP Select Deploy"
TR 3 | RIPBRTEERERIREIFTAVE R

LB R EEFHERIE Deploy 2 AREINERK S ERETNERKES - BEBERHMIN—ERERES » GHARE
A TIFIh HEZIES o

a2 Al
CRAEALRMBENNRERN - ZBENESEE—XXMHH » LA BEENAE TR EATA -

1. ERHTFILAIER S shell B > £ sftp KRR HEHRIER LEER) Deploy EH > W1 THIFT !

sftp admin@10.234.81.101 (provide password when prompted)
put deploy backup 20190601162151.tar.gz
exit

2. FRAEEERFIBEB SSHSign inDeploy BAER CLI ©
3. IRIEECEERN

deploy backup restore -path <path name> -filename <file name>

#ohHleL

deploy backup restore -path /home/admin -filename
deploy backup 20180601162151.tar.gz

#ONTAP SelectB {31 = Deploy

&R LU ONTAP Select B FTIE ZE Deploy B AARENNHITERE o ZEMEKRE > BIF]
7EEFZ ONTAP Select Z&EREMA ©

FIYAZ Al
TERSEATETHIONTAP SelectBREETIEE Deploy Z Al » SAEZSMIFRFIA TR EMIBRAE o
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@ G QA REFTIL AR AL Deploy EREREFIFTS RIBARZAFIONTAP SelectBh (& o RZIER
NINetAppiREHIONTAP SelectE SRS ©

TEE1 I THRERR

HERFIYBREONTAP SelectiRGHTIEE Deploy ARREINER » EAAIENtAppZIRABIL T H LRI o
ONTAPONTAP Select L5 G RIME TV B —BRAR1E o

1.

2
3
4
5.
6
7
8

Z
HY

{EFR4HE 2B 2377 EY NetApp SZ1E48LYL » FATEIEEY Support Quick Links ©

. 1£ Top Tasks T2 Download Software > A% & A 404 o

. ¥ Find your product °

. AR HEH)IIEEIE ONTAP Select ©

7£ Other Available Select Software T » 3%1Z Deploy Upgrade, Node Upgrade, Image Install °
- BEEFRRAREMS R o

. HRRERAFERERERE (EULA) -~ 7A%1—T Accept & Continue °

EET THEENENY » UREEHNIRIGHREKEIRFRERT

E% 2 | BLEiR &R LEE Deploy F&

SONTAP SelectZ M 5% » [SAEZHEZ _FEFE Deploy EiH42s o

a2 Al

1R

THAHE T(ruh L RHR RERGIE o BN /RESR Deploy BEIEEERAERARZENS o

BRRS I ERS
HEAEFS IR 7 i 5E_EE 2 Deploy AN —TE X - FIREERA HMEE G TIRIGAEE

pg
1

- AT EILRYER < shell F o iGBREGAE L1EZ] Deploy E#EH > N TFEEHIFTR :

scp image v 93 install esx.tgz admin@10.234.81.101:/home/admin (provide
password when prompted)

sftp admin@10.234.81.101 (provide password when prompted)
put image v 93 install esx.tgz

exit

R ZRIERAFTEEEERENEREP -
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TR 3 | B L ERG
RFONTAP SelectZEIRFHTIE =BG B &k 0 WETEEPB MR ERAILUER o

e Al
AR RBE ZEEBRGAETE Deploy BRAREINERKBITHIMEB RS - RRZERUNEESENEBEF -

SR
1. EAEIEE (admin) RAER SSHSign inDeploy B2, CLI ©

2. EkE) Bash shell :

shell bash

1. BLEERBIEMA images BEE » MNTFHIFTR :

tar -xf image v 93 install esx.tgz -C /opt/netapp/images/

S ER 4 | BETRA] AL EEIR (G
FETEREFEERF O] FHAYONTAP Selectiifk ©

1. & EERRNER NS LR EXHREE » TEMREES (admin) IREEA !

http://<FQDN|IP ADDRESS>/api/ui
f£F8 Deploy [E#itk2s A2 8K IP it o
2. EEFEHEED  EEIE » REBEEEIS/images” °
3. BEE7BNREER | "LABER o] FHBYONTAP SelectlBlf/ ©
4. FESRFRERGA A o
%t Deploy HfIFRONTAP SelectPf
E B EZEONTAP Selecth&E > Ka] LU Deploy BEIEE AR ER HRIEREM °

(D T mmEEEAEERNEFAONTAP Selectitfg -

MBS
(TR # R B AR G S B R A R E B P E I EEONTAP SelectiRfS ©

1. EHEEEE (admin) 1RAEB SSHSign inDeploy B 2 CLI ©

2. BmH Deploy BIERREWSCERIEEEABIONTAPERE !
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cluster show

mARERER TRRASREM ER SR EERENTE -

3. E4&h Bash shell :

shell bash

4. BBTRFRE R FAMIONTAP Selectihf% :

ls -1h /opt/netapp/images
S. AJBEHE(E M EHH R IR T HMIFRONTAP SelectiRfk o

ESXi &3/

rm -r /opt/netapp/images/DataONTAPv-9.3RCl-vidconsole-esx.ova

KVM &)

rm -r /opt/netapp/images/DataONTAPv-9.3RCl-serialconsole-kvm.raw.tar

RIELEN2LZERONTAP Select Deploy EREZT

Y0SRONTAP Select Deploy ERREXEARERBREZEBEHADE > TREEAEIEONTAP
SelectEiFAFNEREE o IEIh » FIEEMBEEEA T RE HA IHEE » (A% Deploy MifEaVsRE2S
ARFSAAIFE o MNRBERT]ERIESE > EAB1ER Deploy 2RI TERE A SEER
S HA IHEE ©

EHEREBERREN

FEEHIER Deploy RREXBAIZA - CREMFEBLURRAY - CABNEE TS L REMRE
E

1. BRI EIE i S BRI S IB S th 22 SE ONTAP Select Deploy B P2tV B4 o
"7 RN ZEEONTAP Select Deploy B HZR"

2. FESRIEAI LS AONTAP Selectz= & ZFEXONTAPER £ shell (CLI) ©
3. EELEEHB EIONTAP SelectE iR R EMAMIBELARABFINRTEERED - KRIEEELRE
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EEEEN
4. IRIBFIERNERER - BERT I UERBBELEERNHED

T RN BB B B B RHE R B AR R AR

o. TR BEEMENIRIAEE A ARUERILEEN 1P (it -

6. ERAREMTOINBEBEMRTA - MREABTEMFA > I BEERIER Deploy MITEREERM
LRSETEMTAE

7. JRETEERONTAP Select Deploy BERREXEAIRERAMERR o LEREBANKEESHER S ONTAP
Select& EiRLEH ERRIAHIE Deploy BERRERNREELHED ©

TREAEUSEHMREEN Deploy EAMIERR...
?

i)
= EARTEERDZER Deploy BEREREH
S SEHECEWLIER Deploy BEREREH

EAREEZR Deploy ERERES

IREHEA QI LHMARENIIE Deploy 2ARNHITERENER » RIFJLRREERZRZIFHE Deploy &
BRI MITIERS - 2418 > [MVEIBIBEONTAP Selecti EFRIMIE IR MITERIMIC B RTTHRIER ©

FIsEZ Al

BEHESEMBEEENFRARTBRBEREBRNRTEER o CHEEMEALHEEENONTAP CLI » 1t BX
EIE M E I EEHIONTAP£HE ©

RARSUEAETS

AR ISERBVRRE 17 B 2 SEEIREEREY > RULHTERTHY Deploy ARMRINERIMHEEILF T ISCSI BIRAIE
e

IR
1. Z2#ONTAP Select Deploy ERZRAHER :
a. LM Deploy B ATZTNERLES o
b. # Deploy REMESATHIEIDIZREIFTBI EHEEES ©

BERZEMNERRENESFHAER - A2 RERET -

2. Sign inONTAP Select £t # 5 fIONTAPE S5/ E o
3. EAEPEHEMRER

set adv

4. INRIFEBBEHILIIA0 IP (I RERBEHIL IR0 IP AIUEFFE - AMIPRER T iSCSI BRLIIERRE

storage iscsi-initiator remove-target -node * -target-type mailbox
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storage iscsi-initiator add-target -node <nodel name> -label mediator
-target-type mailbox -target-portal <ip address> -target-name <target>

storage iscsi-initiator add-target -node <node2 name> -label mediator
-target-type mailbox -target-portal <ip address> -target-name <target>

G

‘<ip_address> 2 EEHE0E E %23V IP ik
S LA 2 SREFONTAP Select&i2hE5IR3T Deploy B 2 EHH4EES_ EAVERAFRARR ©
S. EHNIRAILTE :

disk show -container-type mediator

6. R EFEHAER D BCAL M EIENRS |

disk assign -disk <mediator-diskl-name> -owner <nodel-name>

disk assign -disk <mediator-disk2-name> -owner <nodeZ2-name>

/. BRI ER RSN ERA

storage failover show

e R
MREERBTEMTR > FENRESEREMAE - B ENLESEMTIR ESHBRRTX

B EIER Deploy EAREREXEHR)

MREREASE ’éﬁ%#ﬁﬂ’]ﬁ&%%i“}%%{tgféﬂm’]ﬁf BTSN E E %33R E Y iSCSI BH1ZA
ERE(SFE o FR1E » FBIBETONTAP SelectiE &R MEENELE ﬁzﬁwaﬁzﬁnﬁm‘é}? o

RIYAZ Al

BRI E IS HIELNBEANEFNF N BIZRE o KN EESE A EMEEENONTAP CLI » W BNEE
M{EETEEHIONTAPSFE ©

R LE1EFS

BIf&E¥rRY Deploy EHIE 2 T B S LR » KU AILUEERRERMNERIIZER K - ARNEBRIFELRS
SR EMRER - FEILGYAZER Deploy "FHIONTAP Selectif EXFHER » FENRFT ISCSI BRED
HEMIEED Deploy 2RRENER o LLHENT ALHRES > W ANBEEMEREFIONTAPRHE o

@ ERBENEREREHMEEEMEIREIRE » UEITUFITERER HA EEMITIRIGE -
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1. #{%ONTAP Select Deploy BREXAIFHER :
a. LZEEFH Deploy ERTEEHI#SS o
b. BILAEEIEH Deploy sRERARIFFENEIR EIFTAYERIEES

NRCIBIRITAIBIAED > #FHY Deploy MITERRK AR SLHMEE - AARENNEBENESFHERE
B A2REMEMNS -

2. Sign inONTAP Select &%k # £ FONTAPE S5/ o
3. ARSI ST -

set adv

4. ER{8h7Y iSCSI B4 -

storage iscsi-initiator show -target-type mailbox

S. IESHHIEBAENERMNSE LR X EELFAEESIRFEA
http://<ip_address>/api/ui
fCwAZEfE A Deploy EHEGEESEY IP fiit o

6. EE4Z Mediator > A% 512 GET /mediators ©
7. 82 T | | UUEAT Deploy 4R/ 285 E o

iC FRRRHRTERY ID -

8. EE N E" > MBIEEPOST o
9. 121 mediator_id AY{E ©
10. BEFBZIRAYBUSE” iscsi_target WIEE AFE(E o

EABIZEATBIES iqgn_name B8 o
1. 842 T/ ! ) MEBIIHT iSCSI BiZ o
WNERAERLIN » EHGURE] HTTP ARBSHES 200 ©

12. YNER#h Deploy E#FERSHY IP (B RYA Deploy FEHESSARE » BAZBEERONTAP CLI MIPRERIEARRS
iSCS| BiZMFigFHIEZ ¢

storage iscsi-initiator remove-target -node * -target-type mailbox

252



storage iscsi-initiator add-target -node <nodel name> -label mediator
-target-type mailbox -target-portal <ip address> -target-name <target>

storage iscsi-initiator add-target -node <node2 name> -label mediator-
target-type mailbox -target-portal <ip address> -target-name <target>

G

‘<ip_address> 2 EEHE0E E %23V IP ik
£ < AEFONTAP Selectfi 2525373 Deploy B T2 T #4285 E AVBR (LR o

-
13. HEE R THAERRI RS

disk show -container-type mediator

14. RERFERHLIR D o4 B EARY -

disk assign -disk <mediator-diskl-name> -owner <nodel-name>

disk assign -disk <mediator-disk2-name> -owner <nodeZ2-name>

15 Bee R e E R ERA !

storage failover show

FERL TR
MREERBTEMTR > FENRESEREMAE - B ENLESEMTIR ESHBRRTX
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Y =

EBZONTAP Selectz=5H 90 XTEEH
TR LA VMware ESXi £BY OVF SEACIREREPE EERIREONTAP Selects==5EHY 90 R5T4
Bl o
BARLERS

* ERBEWNtApPEUSF R A BHFAIE o

* EREIAEREER D AR BN AR R AR R o

* CESES BT T BRI S S A o

* {ERAEREMA vCenter 1RF 88 OVF 45 © BRI A XIBEIBZR4ET ESXi TH o

* W B vSphere BiL AP iREY vSphere Web ARl (ESXi 6.5 RRESHRAHIME—EIE) 4 OVF #
& (BE7E ova iEEH) o FB7IERAONTAP Select Deploy EEERRER ©

ZEEONTAP Select&ERF 14

ERIBUTEREFIFEONTAP Select®ZBHER ESXi T o FAMMEMZED/ B BEFHERERE » ZAiBER
BfEA VMFS-5 5 VMFS-6 2R A FAIE TV ERI RIS EERTE (DAS) ©

ESX NETWORKING

LICENSE

VERSION

HARDWARE SERVER

BRATHEEEENERZEER » SA2RH"ONTAP SelectZZE1E" ©
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esxi-host-configuration-and-preparation-checklist.html
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esxi-host-configuration-and-preparation-checklist.html

{5 OVF A3 EEEIZHONTAP Select&EEF
2180 64 \I7c ESXi 14 EARES E5ER T ER o

B

1.

© ©®© N o g k&

10.
1.
12.
13.
14.

A ENetAppaT(d A f 5 B E LR * ONTAP Select* J§ONTAP Select OVF #2s FEI SR A4 T 1
i o

A AA SE#EAIRS Sign inVMware vSphere Web FB R o
ERATIEE —EEE K

° JEEEEE>E0E OVF #A" o

o EEHIEL o AR GREBEIIEEEE OVF ik
TEASHE T{EuL_EBEFEONTAP Select?RiR OVA Xff » SAREE T —H o
&HE OVF #AFHAE L IEE TP o
TE EULA IR IEREZ c REBEE TP -
B AT E R AR R B BE T — 7 o
MRBELEERFETR  FEEZERMEFELEE T35 -
242 “Thick Provision Lazy Zeroed” » A& 582 “Next” o
EEENNERMEE > ABBEE TP o
FEBYEEERL > REMBXENELEET—5 -
BEIBFBUEEMERRAE -
IR ST BRIRERBIZRE o

EZREONTAP Selecti=&1% » A LUER System Manager 2 CLI M EREZEE o KNBEFRIZEONTAP

diskassign 1Z{EI5KELHE o

FERAER

=

Wt ERET A"
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ONTAP Selects B REMRZ
RET LR A RAONTAP Select B B REEERVARE o

HEONTAP Select 9.14.1 fa » EEFEH KVM EEERERZTMIZER - 5oAl > ONTAP Select
(D 9.10.1 REBKIE KVM EERHSERR L NBIHENZF » TONTAP Select 9.11.1 EBH
HERRE KM SENTH ERRBRIRN) HXE -

—HRHY
BRE— R NRERSE -

ONTAP Select Deploy fIONTAP SelectA{tEEZER! ?

ONTAP Select Deploy R EIZONTAP Selectz=EME HTEI( - AT > ONTAP Select Deploy /2L FEE
SERIME—757% © ONTAPONTAP Select Deploy e AR IZT(hAR Select & » UWER ARG iREESE
HEMELER o ONTAPONTAP Select Deploy ERILUERBEEN A E B ol 5 s Mh R EE IR AT EER » %
AN AE BB E ML EAR (B FARIZERS -

ONTAP Select Deploy 2—fE 2 2 ONTAP SelectPR RV EHET o TEEREZLEEHAR] > ONTAP Select Deploy &
BEHITZIERE » WUIFBNFERFT S ONTAP Select FIR{EEK o ONTAPONTAP Select Deploy EE#Eid2340
Select F&=ERIAERFHER ©

YN{AIAZRONTAP Select3{AERTRE ?
BAFAS_ERJONTAPHELL » FEREM perfstat ARTRTINEEMBEE K] - U T 2HHIH S :

perfstat8 -i N,m -t <sample time in minutes> --verbose --nodes=<filer IP>
--diag-passwd=abcxyz --mode="cluster-mode" > <name of output file>

UN{A7ZEXONTAP Select Deploy &) Swagger APl B ?

http://<Deploy-IP-Address/api/ui

() APIV3 BRATREBIEEH SR AP BRZ © 3780 AP IR E B "TI5FIA" o

ONTAP Select VM B LU{EFR VMware s{Efth5s = 5 1REBETHEDIS ?

AL o ONTAP ONTAP Select VM ERBEIIIFABRENES » SLEEEENZRAEEN VMware BYIRIBEE A
ONTAPONTAP SelectM—3z 1289515 7574 & SnapMirrorg¢ SnapVault ©

HNAE REEPREENEE > BIUETMEERRES ?
$Eff"ng-ses-ontap-select@netapp.com" ©

7= H4 /
o] ~ 228 ~ FHRARIE

BRERENEZFIRETAIE » RE  FHRAIRIE -

Ehl:


https://library.netapp.com/ecm/ecm_download_file/ECMLP2845694
https://library.netapp.com/ecm/ecm_download_file/ECMLP2845694
https://library.netapp.com/ecm/ecm_download_file/ECMLP2845694
https://library.netapp.com/ecm/ecm_download_file/ECMLP2845694
https://library.netapp.com/ecm/ecm_download_file/ECMLP2845694
https://library.netapp.com/ecm/ecm_download_file/ECMLP2845694
https://library.netapp.com/ecm/ecm_download_file/ECMLP2845694
https://library.netapp.com/ecm/ecm_download_file/ECMLP2845694
https://library.netapp.com/ecm/ecm_download_file/ECMLP2845694
mailto:ng-ses-ontap-select@netapp.com
mailto:ng-ses-ontap-select@netapp.com
mailto:ng-ses-ontap-select@netapp.com

ONTAP SelectHIONTAP Select Deploy R] LA B I&FHARME ?
2/ - ONTAP Select Deploy ERTZR AT LUBILFONTAP SelectZEE#EITH 4R © [E4% > Select HEEM AT LUEIL
FRONTAP Select Deploy BN ETHE ©
ONTAP SelectE B R UEAEFASEEMARIMN T ERETHR ?
=89 > Select FEEMFARETZBFASEERTFRIERE > BEONTAP SelectFH4k —ENIIEZR S HFAS_ EAJONTAP
FHR —EMTER DB TEA o
BEUFEREFASEEEFEIRBTZRKIEFONTAP Select ?
TR > ONTAP Selectzm=EMNERBIEHEFASEENZERBELTERE - BhEE—LEE
* JEFARBIONTAP SelectBRIRILUER » i B FFEEREIRIALIERRZE c izt ENEEERIREN
F2AERRZS > BNfEONTAP SelectiE E ZIEZ B ERRAS ©

* BREFEEE RAID FIONTAP Select (KVM) FIONTAP Select (ESX) » R IERERZIEEEE RAID HREA
RRZs o tE9h > £ ESX EFZEEHFIONTAP Select 9.5 L E S hraA R VMXNET3 fHREEHIEF > TH (MR
AIsE) thEEA vNMVE SBENTET o BT EEZZE/REIONTAP SelectfV R HRRR A ©

* JIERONTAP Select VM th A4k A ATLEF (£ Premium XL 1Z2#) > BIRXZIBERE 9.6 ZHIMARZS »
K% R AR A P R IR A B BT TIEREINAE ©

ONTAP MetroCluster SDS B@EE/VEZE Premium B ?
2o
2t B O LI RONTAP SelectE B H KA E NS ?
ONTAP Select Deploy %8 Ul ~ CLI 8% REST API 1Ay R 3@ VE: B FONTAP SelectiE £ B 1t
RYEAEE
* MEEREETE (IP fiifit ~ DNS ~ NTP ~ 48ERESF14908)
* ONTAP Selectz® 5 - fiEh&BAARZS

HRT LA LLUFONTAP Select VM 458

* ONTAP Select VM & FBFIARRSEE (FIU0 > 4R_ESHBEAR)

© FHER L BAAENRIBEN
F4REIONTAP Select Deploy 2.6 # > {E{AIE S BE/RIAFCE R ZE L EFRIONTAP SelectiRr IR T IRE L&
B o HA)EEER > IR _E#MONTAP Selectz&=&E B4 A System Manager 3% vCenter Z8ERY » ABEEFA4R
ZONTAP Select Deploy 2.6 G EIEIEELER—ERE o WZEFCBIRONTAP Select@E 4 &2k © ONTAP Select
Deploy 7 BEREE ME— T EREIE £ S{EONTAP Select/EH#Ei&2S o
LZHE % T LIEXONTAP Select Deploy A3ERECE S ?
ARZIRTE Deploy BRIFFEIRIEPETREMEMERFMAEN - EZER » A2 RNMENXE © "E2XONTAP
Deploy E##Y DNS ECE" °
Deploy #01a]{&AJONTAP SelectsFal:E 2 T EEL ?
FRrEFRIsE A A8 BRI » EARBMEEHBURAN E R EEB B EEREMFAE o

* ONTAP Select Deploy E{HAIE S HEBNNetAppiE B ERTAVIRE XA RELIFTRAIEMZIREH o 5TAIEX

gg (NLF) B25E B HIANEREE ; TERE. .. EEM o "NetAppZEILE AR EM I EFR
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