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安裝前檢查清單

主機準備檢查清單

ONTAP Select的 KVM 主機配置和準備清單

準備部署ONTAP Select節點的每個 KVM 虛擬機器管理程式主機。準備主機時，需要仔細
評估部署環境，以確保主機已正確配置並準備好支援ONTAP Select叢集的部署。

ONTAP Select Deploy 管理公用程式不會執行虛擬機器管理程式主機所需的網路和儲存配置。您
必須在部署ONTAP Select叢集之前手動準備每個主機。

步驟 1：準備 KVM 虛擬機器管理程式主機

您需要準備部署ONTAP Select節點的每個 Linux KVM 伺服器。您也必須準備部署 ONTAP Select 部署管理公用
程式的伺服器。

步驟

1. 安裝 Red Hat Enterprise Linux (RHEL)。

使用 ISO 鏡像安裝 RHEL 作業系統，如需所支援 RHEL 版本的清單、請參閱"Hypervisor 的軟體相容性資
訊"。安裝過程中請依下列方式設定係統：

a. 選擇預設作為安全性策略。

b. 選擇虛擬化主機軟體選擇。

c. 驗證目標是本機啟動磁碟而不是ONTAP Select使用的 RAID LUN。

d. 啟動系統後，驗證主機管理介面是否已啟動。

您可以在 /etc/sysconfig/network-scripts 下編輯正確的網路組態檔案、然後使用來開啟介

面 ifup 命令。

2. 安裝ONTAP Select所需的附加軟體包。

ONTAP Select 需要數個額外的軟體套件。具體的軟體包清單會根據您使用的 Linux 版本而有所不同。第一
步是確認伺服器上是否有 yum 儲存庫。如果找不到，您可以使用 `wget your_repository_location`命令。

如果您在安裝 Linux 伺服器期間選擇虛擬化主機做為軟體選擇、則可能已安裝部分必要的套
件。您可能需要從原始程式碼安裝 openvswitch 套件、如中所述 "開啟 vSwitch 文件"。

如需必要套件及其他組態需求的詳細資訊，請參閱"互通性對照表工具"。

3. 為 NVMe 磁碟配置 PCI 直通。

如果您在設定中使用 NVMe 磁碟，則需要設定 PCI 直通 (DirectPath IO)，以便 KVM 主機能夠直接存
取ONTAP Select叢集中本機連線的 NVMe 磁碟。您需要直接存取才能執行以下任務：
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◦ "配置 KVM 主機以使用 NVMe 驅動器"

◦ "部署叢集後使用軟體 RAID"

查看"Red Hat 文檔"有關如何為 KVM 虛擬機器管理程式設定 PCI 直通（DirectPath IO）的說明。

4. 配置儲存池。

ONTAP Select 儲存資源池是一個邏輯資料容器、可將基礎實體儲存設備抽象化。您必須在部署 ONTAP

Select 的 KVM 主機上管理儲存池。

步驟 2：建立儲存池

在每個ONTAP Select節點上建立至少一個儲存池。如果您使用軟體 RAID 而非本機硬體 RAID 、則儲存磁碟會
附加至根節點和資料集合體的節點。在這種情況下、您仍必須為系統資料建立儲存池。

開始之前

確認您可以登入部署 ONTAP Select 的主機上的 Linux CLI 。

關於這項工作

ONTAP Select Deploy 管理公用程式預期儲存集區的目標位置會指定為 /dev/<pool_name>、其中

<pool_name> 是主機上唯一的集區名稱。

LUN 的整個容量會在建立儲存池時進行分配。

步驟

1. 顯示 Linux 主機上的本機裝置、並選擇將包含儲存池的 LUN ：

lsblk

適當的 LUN 可能是儲存容量最大的裝置。

2. 定義裝置上的儲存池：

virsh pool-define-as <pool_name> logical --source-dev <device_name>

--target=/dev/<pool_name>

例如：

virsh pool-define-as select_pool logical --source-dev /dev/sdb

--target=/dev/select_pool

3. 建置儲存池：
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virsh pool-build <pool_name>

4. 啟動儲存池：

virsh pool-start <pool_name>

5. 將儲存池設定為在系統開機時自動啟動：

virsh pool-autostart <pool_name>

6. 確認已建立儲存池：

virsh pool-list

步驟 3：（選用）刪除儲存池

當不再需要儲存池時，您可以刪除它。

開始之前

確認您可以登入部署 ONTAP Select 的 Linux CLI 。

關於這項工作

ONTAP Select Deploy 管理公用程式預期儲存集區的目標位置會指定為 /dev/<pool_name>、其中

<pool_name> 是主機上唯一的集區名稱。

步驟

1. 確認儲存池已定義：

virsh pool-list

2. 銷毀儲存池：

virsh pool-destroy <pool_name>

3. 取消定義非作用中儲存池的組態：

virsh pool-undefine <pool_nanme>

4. 確認已從主機移除儲存池：
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virsh pool-list

5. 確認儲存池 Volume 群組的所有邏輯磁碟區都已刪除。

a. 顯示邏輯磁碟區：

lvs

b. 如果池中存在任何邏輯卷，請刪除它們：

lvremove <logical_volume_name>

6. 確認已刪除磁碟區群組：

a. 顯示磁碟區群組：

vgs

b. 如果集區存在某個 Volume 群組、請將其刪除：

vgremove <volume_group_name>

7. 確認實體磁碟區已刪除：

a. 顯示實體磁碟區：

pvs

b. 如果集區存在實體磁碟區、請將其刪除：

pvremove <physical_volume_name>

步驟 4：檢查ONTAP Select叢集配置

您可以將ONTAP Select 不完整的功能部署為多節點叢集或單節點叢集。在許多情況下，多節點叢集是首選，因
為它具有額外的儲存容量和高可用性 (HA) 功能。

下圖說明了用於 ESXi 主機的單節點叢集和四節點叢集的ONTAP Select網路。
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單節點叢集

下圖說明單節點叢集。外部網路可傳輸用戶端、管理及跨叢集複寫流量（SnapMirror/SnapVault）。

四節點集群

下圖展示了一個包含兩個網路的四節點集群。內部網路可在節點之間進行通訊、以支援ONTAP 叢集網路服
務。外部網路可傳輸用戶端、管理及跨叢集複寫流量（SnapMirror/SnapVault）。

四節點叢集內的單一節點

下圖說明ONTAP Select 四節點叢集內單一物件叢集虛擬機器的典型網路組態。有兩個獨立的網路
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：ONTAP內部和ONTAP外部。

步驟5：設定Open vSwitch

使用 Open vSwitch 在每個 KVM 主機節點上設定一個軟體定義的交換器。

開始之前

確認網路管理員已停用、且原生 Linux 網路服務已啟用。

關於這項工作

ONTAP Select 需要兩個獨立的網路、兩者都使用連接埠連結來為網路提供 HA 功能。

步驟

1. 驗證主機上的 Open vSwitch 是否為作用中：

a. 判斷 Open vSwitch 是否正在執行：

systemctl status openvswitch

b. 如果 Open vSwitch 未執行、請啟動：

systemctl start openvswitch

2. 顯示 Open vSwitch 組態：

ovs-vsctl show
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如果主機上尚未設定 Open vSwitch 、組態就會顯示為空白。

3. 新增 vSwitch 執行個體：

ovs-vsctl add-br <bridge_name>

例如：

ovs-vsctl add-br ontap-br

4. 關閉網路介面：

ifdown <interface_1>

ifdown <interface_2>

5. 使用鏈路聚合控制協定 (LACP) 合併連結：

ovs-vsctl add-bond <internal_network> bond-br <interface_1>

<interface_2> bond_mode=balance-slb lacp=active other_config:lacp-

time=fast

只有在有多個介面時、才需要設定連結。

6. 啟動網路介面：

ifup <interface_1>

ifup <interface_2>

ONTAP Select的 ESXi 主機配置和準備清單

準備部署ONTAP Select節點的每個 ESXi 虛擬機器管理程式主機。準備主機時，需要仔細
評估部署環境，以確保主機已正確配置並準備好支援ONTAP Select叢集的部署。

ONTAP Select Deploy 管理公用程式不會執行虛擬機器管理程式主機所需的網路和儲存配置。您
必須在部署ONTAP Select叢集之前手動準備每個主機。

步驟 1：準備 ESXi 虛擬機器管理程式主機

驗證 ESXi 主機和防火牆連接埠的配置。

步驟
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1. 驗證每個 ESXi 是否配置了以下內容：

◦ 預先安裝且支援的Hypervisor

◦ VMware vSphere授權

2. 驗證同一個 vCenter 伺服器是否可以管理叢集內部署了ONTAP Select節點的所有主機。

3. 驗證防火牆連接埠是否配置為允許存取 vSphere。這些連接埠必須是開放的、才能支援序列連接埠連
線ONTAP Select 至VMware虛擬機器。

建議

NetApp建議您開啟以下防火牆連接埠以允許存取 vSphere：

◦ 連接埠7200–7400（輸入與輸出流量）

預設

根據預設、VMware允許存取下列連接埠：

◦ 連接埠22和連接埠1024–65535(傳入流量)

◦ 連接埠0–6555（傳出流量）

如需詳細資訊，請參閱"Broadcom VMware vSphere 文檔"。

4. 熟悉所需的 vCenter 權限。如需詳細資訊、請參閱 "VMware vCenter伺服器" 。

步驟 2：檢查ONTAP Select叢集配置

您可以將ONTAP Select 不完整的功能部署為多節點叢集或單節點叢集。在許多情況下，多節點叢集是首選，因
為它具有額外的儲存容量和高可用性 (HA) 功能。

下圖展示了單節點叢集和四節點叢集使用的ONTAP Select網路。
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單節點叢集

下圖說明單節點叢集。外部網路可傳輸用戶端、管理及跨叢集複寫流量（SnapMirror/SnapVault）。

四節點集群

下圖展示了一個包含兩個網路的四節點集群。內部網路可在節點之間進行通訊、以支援ONTAP 叢集網路服
務。外部網路可傳輸用戶端、管理及跨叢集複寫流量（SnapMirror/SnapVault）。

四節點叢集內的單一節點

下圖說明ONTAP Select 四節點叢集內單一物件叢集虛擬機器的典型網路組態。有兩個獨立的網路
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：ONTAP內部和ONTAP外部。

步驟3：設定Open vSwitch

vSwitch是核心Hypervisor元件、用於支援內部和外部網路的連線能力。在設定每個Hypervisor vSwitch時、您應
該考量幾件事。

以下步驟適用於典型網路環境中具有兩個實體連接埠（2x10Gb）的 ESXi 主機的 vSwitch 設定。

步驟

1. "配置 vSwitch 並將兩個連接埠分配給 vSwitch"。

2. "使用兩個連接埠建立 NIC 團隊"。

3. 將負載平衡原則設定為「根據來源虛擬連接埠ID進行路由」。

4. 將兩個介面卡標示為「主動」或將一個介面卡標示為「主動」、另一個標示為「待命」。

5. 將「容錯回復」設定設為「是」。

10

https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html
https://docs.netapp.com/zh-tw/ontap-select/concept_nw_vsphere_vswitch_config.html


6. 設定vSwitch使用巨型框架（9000 MTU）。

7. 在vSwitch上設定內部流量的連接埠群組（ONTAP內部）：

◦ 連接埠群組指派給ONTAP Select 用於叢集、HA互連和鏡射流量的E0c-e0g虛擬網路介面卡。

◦ 連接埠群組應位於不可路由的VLAN上、因為此網路應為私有網路。您應該將適當的VLAN標記新增至連
接埠群組、以納入考量。

◦ 連接埠群組的負載平衡、容錯回復及容錯移轉順序設定應與vSwitch相同。

8. 在vSwitch上設定外部流量的連接埠群組（ONTAP外部）：

◦ 連接埠群組指派給ONTAP Select 用於資料和管理流量的E0A-e0c虛擬網路介面卡。

◦ 連接埠群組可以位於可路由的VLAN上。根據網路環境，您還應該新增適當的 VLAN 標籤或設定 VLAN

中繼的連接埠群組。

◦ 連接埠組的負載平衡、故障回復和故障轉移順序設定應與 vSwitch 相同。

ONTAP Select 部署公用程式安裝的必要資訊

在 Hypervisor 環境中安裝部署管理公用程式之前、請先檢閱必要的組態資訊和選用的網路
組態資訊、以準備成功部署。

11



必要的組態資訊

在您的部署規劃中、您應該先判斷必要的組態資訊、然後再安裝ONTAP Select 「整合部署」管理公用程式。

必要資訊 說明

部署虛擬機器的名稱 用於虛擬機器的識別碼。

Hypervisor 主機名稱 安裝部署公用程式之 VMware ESXi 或 KVM Hypervisor 主機的識
別碼。

資料存放區名稱 存放虛擬機器檔案的 Hypervisor 資料存放區識別碼（約需 40GB
）。

虛擬機器的網路 部署虛擬機器所連線之網路的識別碼。

選用的網路組態資訊

部署虛擬機器預設使用DHCP進行設定。不過、如果需要、您可以手動設定虛擬機器的網路介面。

網路資訊 說明

主機名稱 主機的識別碼。

主機IP位址 主機的靜態IPv4位址。

子網路遮罩 子網路遮罩、根據虛擬機器所在的網路而定。

閘道 預設閘道或路由器。

主要DNS伺服器 主網域名稱伺服器。

次要DNS伺服器 次要網域名稱伺服器。

搜尋網域 要使用的搜尋網域清單。

安裝所需的資訊ONTAP Select

在準備在ONTAP Select VMware環境中部署一個VMware叢集時、請收集使用ONTAP

Select 「部署」管理公用程式來部署和設定叢集時所需的資訊。

您收集的部分資訊會套用至叢集本身、而其他資訊則套用至叢集中的個別節點。

叢集層級資訊

您必須收集ONTAP Select 有關該叢集的資訊。

叢集資訊 說明

叢集名稱 叢集的唯一識別碼。

授權模式 評估或購買授權。

叢集的IP組態 叢集和節點的IP組態、包括：*管理叢集的IP位址*子網路遮罩*預設閘道
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主機層級資訊

您必須收集ONTAP Select 有關叢集中每個節點的資訊。

叢集資訊 說明

主機名稱 主機的唯一識別碼。

主機的網域名稱 主機的完整網域名稱。

節點的IP組態 叢集中每個節點的管理IP位址。

鏡射節點 HA配對中的相關節點名稱（僅限多節點叢集）。

儲存資源池 使用的儲存資源池名稱。

儲存磁碟 使用軟體RAID時的磁碟清單。

序號 如果您是以購買的授權來部署、則NetApp提供的唯一九位數序號。

設定 ONTAP Select 主機以使用 NVMe 磁碟機

如果您打算將 NVMe 磁碟機與軟體 RAID 一起使用，則需要設定 ESXi 或 KVM 主機以識
別磁碟機。

在NVMe裝置上使用VMDirectPath I/O傳遞、以最大化資料效率。此設定可將磁碟機展示給ONTAP Select 整個
物件虛擬機器、ONTAP 使其能夠直接透過PCI存取裝置。

步驟 1：設定主機

配置 ESXi 或 KVM 主機以識別磁碟機。

開始之前

確保您的部署環境符合下列最低需求：

• 對於 ESXi 主機、ONTAP Select 9.7 或更新版本以及受支援的 Deploy 管理公用程式

• 對於 KVM 主機，需要ONTAP Select 9.17.1 或更高版本以及受支援的部署管理實用程式。

• 優質XL平台授權方案或90天試用授權

• ESXi 或 KVM 主機正在執行支援的虛擬機器管理程式版本：
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ESXi

以下虛擬機器管理程式版本支援 ESXi：

◦ VMware ESXi 9.0

◦ VMware ESXi 8.0 U3

◦ VMware ESXi 8.0 U2

◦ VMware ESXi 8.0 U1 （內部版本 21495797 ）

◦ VMware ESXi 8.0 GA （組建 20513097 ）

KVM

以下虛擬機器管理程式版本支援 KVM：

◦ Red Hat Enterprise Linux (RHEL) 10.1、10.0、9.7、9.6、9.5、9.4、9.2、9.1、9.0、8.8、8.7 和
8.6

◦ Rocky Linux 10.1、10.0、9.7、9.6、9.5、9.4、9.3、9.2、9.1、9.0、8.9、8.8、8.7 和 8.6

• 符合規格1.0或更新版本的NVMe裝置

關注"主機準備檢查清單" ，並審查所需的信息"部署實用程式安裝"和"ONTAP Select安裝"了解更多。

關於這項工作

您必須在建立新的ONTAP Select叢集之前執行此程序。您也可以執行此程序為現有軟體 RAID NVMe 叢集配置
額外的 NVMe 磁碟機。在這種情況下，配置磁碟機後，您必須像新增額外的 SSD 磁碟機一樣透過 Deploy 新增
它們。主要差異在於 Deploy 會偵測 NVMe 磁碟機並重新啟動節點。將 NVMe 磁碟機新增至現有叢集時，請注
意以下有關重新啟動流程的事項：

• 部署可處理重新開機協調作業。

• HA接管與還原是以有序的方式執行、但重新同步集合體可能需要花費大量時間。

• 單一節點叢集將導致停機。

請參閱 "增加儲存容量" 以取得更多資訊。

步驟

1. 存取主機上的* BIOS組態*功能表、以啟用I/O虛擬化支援。

2. 啟用*Intel VT for Directed I/O (VT-d)* 設定。
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3. 某些伺服器支援*Intel 磁碟區管理設備 (Intel VMD)*。啟用後，可用的 NVMe 裝置將對 ESXi 或 KVM 虛擬機
器管理程式不可見；請先停用此選項，然後再繼續操作。
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4. 設定NVMe磁碟機、以便傳遞至虛擬機器。

a. 在 vSphere 中，開啟主機 配置 視圖並選擇 硬體：PCI 裝置 下的 編輯。

b. 選取ONTAP Select 您要用於不支援的NVMe磁碟機。

以下範例輸出顯示了 ESXi 主機的可用磁碟機：
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您需要一個也有NVMe裝置備份的VMFS資料存放區、來裝載ONTAP Select 支援的VMware

系統磁碟和虛擬NVRAM。在設定其他NVMe磁碟機以進行PCI傳遞時、請至少保留一個NVMe

磁碟機可供此用途使用。

a. 選擇“確定”。所選設備顯示“可用（待處理）”。

5. 選擇“重新啟動此主機”。

以下範例輸出針對 ESXi 主機：

步驟 2：安裝ONTAP Select Deploy 實用程式

主機準備好後，您可以安裝ONTAP Select Deploy 實用程式。 Deploy將引導您在新準備的主機上建立ONTAP

Select儲存叢集。在此過程中，Deploy 會偵測到已配置為直通的 NVMe 驅動器，並自動選擇它們以用作ONTAP
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資料磁碟。您可以根據需要調整預設選擇。

每ONTAP Select 個節點最多支援14個NVMe裝置。

以下範例輸出針對 ESXi 主機：

叢集成功部署後， ONTAP系統管理器可讓您根據最佳實務配置儲存。 ONTAPONTAP會自動啟用快閃記憶體最
佳化儲存效率功能，從而最大限度地利用您的 NVMe 儲存。
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