NFS 4B
System Manager Classic

NetApp
September 05, 2025

This PDF was generated from https://docs.netapp.com/zh-tw/ontap-system-manager-classic/nfs-
config/index.html on September 05, 2025. Always check docs.netapp.com for the latest.



Sk

NFS ZHRE

NFS#RAS4EEE
H1th 75551 EONTAP R —iEYIE R F#1T

NFSZERE T{ETAE
#2137 Aggregate
REHHHEENE REEEUE

I FBINFSEISVM
fEFANF SHARR & B I FTISVMIL &
FRKSVMIRIEERIELREA] (BIZFHINFSEISVM)
RELDAP (EEILFTHINFSEISVM)
TEUNIXEIE F HERENFSTEEX
BREMEFENFSHFIREFR (BIiFTBINFSEISVM)

RENFSHIRA SVMBITZEX
HENFSTERRZERASVM
FRRSVMIRHIFR ERYEE KRR (BREIRBSVMHINFSTZE)
RELDAP (REIRASVMHINFSTZEE)
FUNIXE IR F ¥ ERENFSTZEY
MERBEENFSHAIRER (REHREBSVMBINFSTEE)

HENF SHERE & FriE E R ANFSHISVM
B R E IR E
A& R PR RAY
TEUNIXEIE F HERENFSTEEX
RERERENFSHPIRIFE (ENFSHIEEHiE ERUANFSHISVM)

© N W W N =2 s s

N N N NDND NNDMNDN A A a aa a a
a A N 0 2~ O © O O W W N O



WA AEFIONTAP EHR) (FERMAEEIZIN) NEONTAP (BEHThRZ : 89.7) ~ 1£H#
MEERANRFFERESE (SYM) £ & *“*¥EE§£E¥EE’JNFSY¥HY°

MREREU T AR E L HERENFEE « SFEALLRERF

* NFSTEEUEEBNFSV3#ETT ~ MIENFSVATINFSV4.1 o
s REBFEHERESHEME  MIEFRRSEAREE -
© REEREREATERIPspace ~ TER EIBREIN R TER DAL EEEHE o

MRECHERRERZRTH - ERELEERMA rIRFARE S EEGKER - LIFREEERERE - IRE
NMERERMM ~ F2RA "HREEX M UEUSIAIRELIFERESHBEIE

* UNIXIERIERA AR REMILTRE o
* LDAP (WNER{FEHMH) HActive Directoryhefit o

IREAABHRIRONTAP BRI ENAENAIEN - S0 NFS S5 «
Hith75 AR ZONTAP A—HKHIER FHIT

AEYITEETIE. . B2

B ETHISystem Manager (ONTAP B E kA  "EANFSHLinuxERZZECENASHFRE"
HIEHTRRAS)

1T EONTAP A CLIEITNF SIB AR

NFSZBRE T 1ERTE
M ENFSEREE ElﬁiﬂlL_LAggregate*7"1&%%%%73\u§1‘ﬁﬂ’31f’|5/ﬁ7l‘5 ~ BIMNEERILFR

BINFSEISVM ~ SR EIRBSVMBINFSIEEN ~ IR EHENFS VolumeFiiE ZEE 2R ENFS
YSZHYEI’\JEEESVM °
#£17Aggregate

MREAEFEHIRABAggregate ~ AT #TEYAggregate ~ AEERENMIFEREE
REfETERE o

RN EIEIIE
WRITHHIAggregate B E N FHIRE (SR UBKBIEIERE o


https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/nfs-admin/index.html
https://docs.netapp.com/us-en/ontap/nfs-admin/index.html
https://docs.netapp.com/us-en/ontap/nfs-admin/index.html
https://docs.netapp.com/us-en/ontap/nfs-admin/index.html
https://docs.netapp.com/us-en/ontap/nfs-admin/index.html
https://docs.netapp.com/us-en/ontap/nfs-admin/index.html
https://docs.netapp.com/us-en/ontap/nfs-admin/index.html
https://docs.netapp.com/us-en/ontap/nfs-admin/index.html
https://docs.netapp.com/us-en/ontap/nfs-admin/index.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html

1. 8iA URL https://IP-address-of-cluster-management-LIF I BEZIERF « FHEESESR
FEE A System Manager ©

2. BIB=* Aggregate *1RE
3. ##—T* ICreate; (#3iL) °*
4. {REBEE FAYIET © EATERRRAID-DPAEAEE T Aggregate ~ A% IR—T* Create; (EB3iI) * o

Create Agaregate

To create an aggregate, select a disk type then specify the number of disks.

Mame: aggr2
9 Disk Type: SAS | Browse |
Number of Disks: 2 g Mzx: & fexcluding 1 hot spare), min: 3 for RAID-DP
RAID Configuration: RAID-DP; RAID group size of 16 digks Change
Mew Usable Capacity: 4,968 TB (Estimated)
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2. #%—TF* TCreate; (J3L) o*
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a. IEESVMHIME—&7E o
LB ARTEEISZTE (FQDN) ~ HERES—EIEH - RFREZEELMEBISTNGEE -

b. FEVEHEA R ENFIAEERTE « BMECFRIREMBERHE - tEREEISVM LERELEEH
TATE ©
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Storage Virtual Machine {S¥M) Setup

o () o
Enter SWh basic details

SVM Details

@ Specify a unique name and the data protocols for the Sk

WM Mame: wslexdmple.com

@ IPspace: 7

(@ DataProtocals: M QFs W nFs [T iscsl [T FOFCoE T

@ Default Language: | CUTF-8[ c.utf 3] v

The language of the Sk specifles the default language encoding setting for the Sk and

Itswolumes. Usinga settingthat Incorporates UTF-2 character encoding 15 recomme nded.

(@) security Style: UNIX M

Root Aggregate: | data_O1_aggr i

f. 72 I DNSARRE*) &P - BETRRDNSE SN 2 iERRS2EE AN ILSVMEYREARSS
DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

y Search Domains: example.com

":.,l Name Servers: 1892.0.2.145182.0 2146 192.0.2.147

9 H—THERMAELE" -
SVMBEII ~ BERBESEIHE o
4. £ TERECIFSINFSEHHE BERM MERILIFARE) BERP - I5EAPmARENERPLIFFEMER
a. HISIEE M T4 HENEIRIPNIILAALIF ~ SRFEShEA AL o
b. #—T*2IE* « SAREIELIFIERIIG BV ERBEFNEIRIE o



< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:S

Assign IP Address: | Without a subnet v

IP Address: 10.224.107.188%  Change

2 )Port abccorp_1:elb | Browse... |
S. YNER* NISHHRE BB WS ~ sAFEERM
6. MNRILBFEANISETARBIRTE N BIBLFE « SBIEENISEIRESFIAIHFNIPALIL o
| NIS Configuration {Optional}

Configure M5 domain on the 5%Wh to guthorize MFS users.

Domain Mames: example.com

IP Addresses: 182.0.2.145,192.0.2.146,152.0.2.147

7. 237 K FEH AMNFSTEINA RS !

a. W EH R~ s AE LR ENER & BRI o
b. IEE BB SIERMNMIRE KR/

Provision a volume for NFS storage.

Export

Mame: Eng

Size: 10 GB |+
Permizzion: Change

EARERHMRRIEEESE  BRcEEIUNAARATRERNESREL -

C. TERRIRHRMIT ~ H— T « RBISE AYNFSVIEIRUNIXEIE M E IR « SIS Ems
FRENHE o



Create Export Rule

Client Specification: | admin_host

Enter comma-=eparated values for multiple client specification=

Access Protocals: [ CIFS
= =0 B =20

[T Flexcache

ﬂ Ifywou do not =elect any protocol, access is provided
through any of the abowve protocols |CIF5 MFE or FlexCache)
configured on the Storage Yirtual Wachine {34 hi).

Access Details: v Fead-Cnly ¥ Readinrite
UNIX W v
Kerberos 5 r v
Kerberos 5i r ¥
Kerberos Sp r ¥
MTLM r v

I allow Superuser Access

Superuzer access is =8t to all

S LRI A AENgHY10 GBHEARE ~ i HEHAENg ~ MHTIEFRA] « 38 Tadmin_host'y R ImEESISTEE
EREELH PO %S ~ EUIERRARIEFIE AR ©

8. B— RIS -
eI NG

° LISVMEsZMBERILIF « HBEA [ NFs_lif1']
° NFSfalfR2S
c (URESIE LR E ABRARIAZER « BIBHELRBER « GRB#%A [ _nfs_volume]
° VolumeRJEEH
o BIFEH L FEMEEAE LR
9. BN EMERIZEARER « AR— T Pka* - HEBREEHIHE
10. @ M SVMER*) HEMF  BRTENLERRTLLSVMIERSEES -
c #Bm—T TRl - REREEHERTRAEES -
° MAERMEN « ABR—THRRRLES -
. &FF* Summary (BE) HE - 5o FMEHE TR ENTAEN « A%Z—T OK (BE) *°

NFSHFIREEMEERILIFBYIPAILE

==
S

fEFANFSAIARERZILFTAISVM « B ZEHERFEIESRIH Volume ©



FEXSVMIREA IR ERIEH/RR (BIZFTHINFSEISVM)

1T HSRE ETERE R « LA S B ENFSVITEER « I1R2HE B
Al ~ FRENFSH P IRl G IEEFINHFERMKSS (SVM) REBIEE -

RSB TE

g&;&?%ﬁﬁ%’rﬁﬁﬁNFS@H&?EE%EE&E&%EU C ZBEBERIUERNHEENBTELER] « URGIERHEENE
1. BIEZE* SVMS*RE o

2. #%—"TF ™ SVMKE*] R5IFH -

3. 1 TIRA B ~12—T TEHEAL °

4. ERGATERMELRA - ZRNEERESVMIRHEEE -

5. ETFAEEP ~ 32— TAdd* (Fg*) 1 o

6. 7 TEEIIEEWRA HEART  Bi—ERA) - UFERBHFIENFSH R mIIFEE

a. £ * PRI * WP ~&A 0.0.0.0/0 WIE—3K ~ FRAFAEEREFRBERE IR ©
b. {REBFRANZRSIMTARME" 1% °

C. 3%EHY * NFSv3* o

d. BB Bl THFRMERZEUSIR (Y UNIXMZERARERIN) o

e. #—T THE) °

Create Export Rule 4

Client Specification: | 0.0.0.040
Rule Index: 1 3
Access Protocols: L) CIFS
Ll NFS ¢ NFSw3 || MFSwvd
|| Flexcache
If you do not zelect any profocol, accezs iz provided

through any of the above profocolz (CIFS, NF5, or

FlexCache) configured on the Storage Virual Machine

SV
Accezs Detals: |#| Read-Onhy | ReadnNrite
UMD |+ ||
Kerberoz & I [}
Kerberos Si 1 [}
MNTLM - -

I Allow Superuser Access

Superuzer sccess iz zef fo all
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MBEEZHFERIEES (SVM) #Active DirectoryBUiS £ 8 B 2 ZEUEHIZE (LDAP
) BUSERAEEN « M BERILDAPR L « ASVMEYAEZA R « LiFLDAPEITIE
EREEEMRR ©

FsAZ Al
* LDAP#HERE A ZBE{ER Active Directory (AD) ©

MR EEAEMBALDAP « AISAEAESSFINE (CL) FIEMXASMELDAP » MFRMEN - 35
25 "ERAILDAPHIAREE" o

* W ERIBADREAMERRES « UK THIREEN | Rk « TEE) ERENEN « ERDNMLDAPE
I8 o

1. BIEZE* SVMS*EE o

2. EEFRERHISVM

3. #—TF T SVM=RTE*1 R5I1ZH -
4. RERRSVMEILDAPHE Bl

a. 7 IRFE*E A ~ #—T* LDAP Client* ©
b. £ M™ LDAPRFIm4ERE") REH ~ B—T g o
C. 7 * #1L LDAP Client* {3&HY * —f% * R5I1ZE T - B A LDAP B Pin4ARERV%FE ~ B)in
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Create LDAP Client

General Binding

LOAP Client valclientl
Configuration:

Servers

#® Active Directory Domain example.com

Preferred Active Directory Servers

Server | Add |

182.0.2.145

Active Directory Servers

e #%—T I*Binding*) -~ ARIEERBER « EEERELTE) « TERDN) RERE -

Edit LDAP Client

General Binding

Authentication level: zasl w
Bind DN (User): ugser

Bind user password:

Baze DN: DC=example, DC=com

Tep port: 389 ﬁ

oThe Bind Distinguizhed Mame (DN} is the identity which wil be used to connect the
LDAP server whenever a Storage Wirtual Machine reguires CIFS user information
during data access.

f. B—TFEE LRI o
R TEIFNAERL - HSVMER o
S. ZASVMEYRHILDAPE PR :
a. FEBEERD H—T ™ LDAPAHRE*) o
b' E_—F * nﬁiﬁ * o
C. BREELBIEIINBRHEE LDAPH Pif% 8 higEE
d. ZFEEZEYALDAPAHE IR « SABIR—T BT -



Active LDAP Client

LDAP client name: valclientl hd
#| Enable LDWAP client

Active Directory Domain example.com

Servers

SVMfEF#TBILDAP R R ©
6. FLDAPEEIEMEREENRR « FIMIERERRE (NIS) MAKEMREMEHE :
a. BIEE* SVMS*IHE °
b. FEEYSVM ~ 2ABIZ— T iREE" o
C. H—TERF RS IRE
d. 7R MARFE IR T ~ $51E " LDAPER B R ERE B AR BRI KR
e H—TREFILRIR
Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame senvice switches gre used to ook up and retrieve user information to
provide proper access to clients. The arder of the services listed detarmings in
which order the name service sources are consulted to retrieve information.

Marne Service Switch

hosts: files " dns v
narnemap: Idap ¥ iles W
Eroup: Idap ¥ files ¥ nis w
netgroup: Idap ¥ files ¥ |nis h
passwd: Idap Y iles ¥ | nis v

LDAPZIESVM E R BARFB LB RN T EEREENRR

REUNIX B IR 1 ESENFSTEEY

REFFERKES (SVM) HINFSEELZE - CREZEANFSEEEH « (ESVMERE K
WRAER ~ DUEREARR

R Z Al

10



* ARIRAFMNERBEIAIEERNE L RRFR RFRIIPHAIL o
* A EHEArooERBMNE AL o

1. LlrootEAE G A EARPIHAL

2. 8A cd /mnt/ A EEHERE mount UK o

3. EFISVMEYIPAIHEE T KA SR E LK

a. BiA mkdir /mnt/folder MERIIFHERIK o

b. #i A mount -t nfs -o nfsvers=3, hard IPAddress:/volume_name /mnt/folder i&HEHEE

HEEHE R -
C. #iA cd folder A EREREIXHRK o

TS EERIULAtestI BRI - ivol 1 IR E HH 8 Fltest 1 #I L E R AV 192.0.2.130 IP{idt ~ SRR E
BAHMtest1 HEE -

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. BIUER - MEMERRSEE  ABBXFRA

a. A touch filename MEIAIGIES

b. #iA 1s -1 filename LUERBIERREEFE °

C. BiA cat >filename’ BA—EXTF » R Ctrl+D BXFE ARFIESE -
d. A cat filename BETAIEERNAZR o

e BA rm filename BPRAIGIESE o

f.8A ca .. AREIRBEE o

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r—-—- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

+
A5

T2 E R SVMBINFSTZEEY ©
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RE KREEEENFSFH P IRTFEY (GEILFAINFSEISVM)

T2 %~ SO UTEUNIXEREEH EREUNIXTEZREERR « M7ESystem Managers#ig
EEHRE BN EAPRENERE - ARCEZIERSFENFERENFERT IUE
BZHIRE o

1. REERTHLE R P iR ERE R EHAFIEERERRER o

2. EUNIXEIEEEH E ~ FArootEAE R ELMIREUNIXER #ER o

3. 7£System Managers ~ #RAFIE EEHFRR] « UAZNFSHARIREFENHAR °

a. EEVAFEEEEE (SYM) ~ ABIE—T T SVM&RE*" ©

£ TRA &g~ 32— TEREREA -
AR E B IBEERVE L RA o

T EHRARSZEP  H—T g - ABIEE—HERAFI °

e. BEEHRAIRE ™ 2 « UBLRAEAGEINEE EHARA Z B]IT o
f. 3%EHY * NFSv3* o

0. IEEFTEMNEEGHAER « ABE—THE

o

e o

AT AB A FAERE ~ ASSTRAVEN / RATFIERTAPI 10.1.1.0/24 {FR * FRIRRE * > Wik
thiR * SREFERA PR © ZIMIFRASREELE o

Create Export Rule w

Client Specification: | 10.1.1.0/24

Rule Index:

Access Protocols: | CIFS
I WFs |« NFSv3 [ MFSv4

LI Flexcache

If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
[SVIM).
Access Details: |#| Read-Onhy |#| Read/\rite

UM ] [+

Kerberos & ] ||

Kerberos Si |+ ||

NTLM ] |l

LI Allow Superuser Access

Superuzer secess iz 2ef fo &l

4. FUNIXAERIE L - UBRIEBHIFEFIENEF—(IERAESNEA  REEDERAT USSR 2
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VRIZES

5 ENFSF{IRA SVMAITZEY

BNFSHE S I ERIRETE SR AMSVM « SHERNFSIEAIFEESVM « BIEISVMARE
WEMFEHRR « SEIBMMRELDAP « M RESEEUNIXEE T MNNFSTFE o ZABITEIN
RENFSAIF I o

K
Jr)¢}

FIENFSTEENEIRBSVM

HIENFSTEFRERASVME « BERIUBEFLIF « BEEMHMERENIS » BLEVolume ~ BB
tHVolume ~ LUK s%EBEHIRE] o
FAYaZ Bl
* BB SVMAS(ER T 7 R LE A& T i -
© BEZER FRUEREENE (LIF) RERRSFSEERR
° BELBEERILIF PN T4 « R TEIRRAAENLIFFSEIPAIE (A]E8)
* (EAISMNEBBR A ABER A BB ESRE ~ 7 Ae TR ENAEERARTS o
* SVM_ERZEAFINFSEBIGE ©
WMFFHMAEN  F2H "HEEREESH o
HER
1. BIEErRESVMERBENEL :
a. EINEERENSVM o
b. 7£* Details G¥HHER) B » IRHBFEWIFEZE—T NFS* ©
Protocols: | NES | [INEEEGSENN

2. 71 TRTENFSE@ME) HEEHSIRD « BIUBEFILIF
a. UITISE R FHEEE BENTEIRIPAIULAALIF ~ SEFBIEAA fIIL o
b. $Z—T*RIE* « ARIEEVALIFIERABAYENRERIE R o

< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:S

Assign IP Address: | Without a subnet v
IP Address: 10.224.107.188%  Change

2)Por abccorp_1:elb | Browse... |

3. MR EANISE TR TL BN  AIRENISAMRSIOMEEAIPIL « ASBREIENIS B R
IR A o
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4.

14

4« | MI5 Configuration {Optional}

Canfigure M5 domain an the 5Wh to autharize MFS users.

Domain Mames: example.com

IP Addresses: 182.0.2.145,182.0.2.746,192.0.2.147

2) Database Type: ¥ group W passwd [ netgroup
WMRNISERFFEEER ~ BVERETRE o FERENINISIRFE AIAE G ENENF R EFEERE o
B 17 R BB R ANFSTZEX AR E -
a. $ELHRRE  FAE LB E L BYRE

b. {EE BB SIERMMIRE KR/

Provizion a volume for NFS storage.

Export

Marne: Eng
Size: 10 GB v
Permission: Change

BARERHRRIEESESE - BRACSEHUNAARAIRAERNESEL -

o TR « B— T EE"  ABISEASNFSGERUNIXERE N ERIRR « QIEERERS
T ©



Create Export Rule

Client Specification: | admin_host

Access Protocols:

Access Details:

Enter comma-=eparated values for multiple client specification=

[T ciFs
T = v =2 T [ =<}
[T Flescache

0 Ifywou do not =elect any protocol, access is provided
through any of the abowve protocols |CIF5 MFE or FlexCache)
configured on the Storage Yirtual Wachine {34 hi).

i Fead-Cnly ¥ Readinrite
UMY v v
Kerberos 5 r v
Kerberos 5i r ¥
Kerberos Sp r ¥
MTLM r v

I allow Superuser Access

Superuzer access is =8t to all

ISR LRI B AEngiY10 GBHAIREE ~ A HEW AENg ~ LFTIEHFRA ~ 32 Tadmin_host'l FAF
EEHAR - GIEBRFEREFIE

5. p— TRSURIR" « A — TR o

FIERSVMIR IR ERIEEHRRI (BREIRB SVMBINFSTEEY)
BTSRRI ETaREH R « UASFFrE B P IREBNFSV3FE c MR ZEERIR

A« FRENFSAHPIREEHRIEEFIRFERKES (SVM) KERE o

FAREELF

CREZSFIANFSEFRISE A TARELRA « 2B ERHRENBTELRR] « IRFIERHIRERNE
Y o

1.

2
3
4
5
6

B|BEZE* SVMS*18H o

 3B—T T*SVMRE*) &H5I1Z% -

- 7E TIRA) &g~ #%—T TERRAL o
EINGATERNERFEE - ZFERISERESVMIRHEE o
- ETFAERFR -~ #2—TF* TAdd* GRg*) 1 o

- 1E TERIMEHARRA HEART - B —ERA - U FTENFSH B inrZEE

a. 7£ * AR IR * HAIF « BWA 0.0.0.0/0 Wt—2R ~ FRAFBEEREFMBE AP ©
b. REMRARSINTERE" 1% °

STRE

15



C. 3#EHY * NFSv3* o
d B TOEE) FROFREREUSHE (1 UNXCREUS AN o
e #%H—T MR o

Create Export Rule 4

Client Specification: | 0.0.0.0/0
Rule Index: 1 3
Access Protocols: | CIFS
Ll NFS ¢ NFSw3 || MFSwvd
Ll Flexcache

f you do not zelect any profocol, sccess iz provided
through any of the above profocolz (CIFS, NF5, or
FlexCache) configured on the S.‘::-rsgs- Virtual Machine
SV

Accezs Detals: |#| Read-Onhy | ReadnNrite
UMD |+ ||
Kerberos 5 [} [}
Kerberos Si [} [}
MNTLM I [}

I Allow Superuser Access

Superuzer sccess iz zef fo all

4t
NFSv3H R iRIR1E ] UATZEVFESVM 237 BUE I HERR & o

FELDAP (&2 EIRASVMAINFSTZEY)

MBEEZHFERIESS (SVM) #Active DirectoryBUiS 28I B 2 ZEUEHIZE (LDAP
) BNSMERZEET « B BREIILDAPA IR « ASVMEUAZA P iH « MHELDAPELNHE
fEREBKIE o

RSz Al
* LDAP#EAREAZBE{ERActive Directory (AD) ©

NRITEEREMEARFILDAP ~ BIRAEAS<TITE (CL) FEMXHERRZELDAP « NHBFAEN ~ 57
B8R "EFALDAPHIAREE" o

* W ERIBADREMERRES « UK THIREEN | Rk - TEE) ERENEN « ERDNMLDAPE
B8 o

ﬂ?%%
- BIEE* SUMS*RE °

2. FERFRRAISVM
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3.
4.

#B—T ™ SVM=RE*] HIEE -
B ERNSVMBILDAPR B -
a. 7E*IRFE*E S ~ #¥—T* LDAP Client* ©
b. £ M™ LDAPRFIm4ERE*) REH ~ B—T i) o
C. 1£ * #17 LDAP Client* fR&RY * —f% * R [1ZK T - B A LDAP B R IRAAERIETE - Fin

vsOclientl ©

d. FIBADAFIHELADEIARES ©

Create LDAP Client

General Binding

LOAP Client velclientl
Configuration:

Servers

#* Active Directory Domain gxample.com

Preferred Active Directory Servers
Server | Add |
1592.0.2.145

Active Directory Servers

e #%—T I*Binding*) -~ RARIEEREER - NEEERERTE) « TEMRDN) RERE o

Edit LODAP Client

General Binding

Authentication level: sas| w
Bind DN (User): user

Bind user password: LT

Base DN: DC=example, DC=com

Tcp port: 389 g

ﬂThe Bind Distinguizhed Name (DN} is the identity which will be used to connect the
LDAP server whenever a Storage Virtual Machine requires CIFS user infermation
during data access.

f. Z—TE7FIRARA" o
AMERIAHIAR « HSVMEAR -
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5. ASVMEYAHBILDAPE I :

a. EEEERF Z—T [ LDAPHHRE")

b. ##—T * #REE * °

C. FBHEELHIZIMARKRERE" LDAPRF RIS FREEE
d. BEEZ R FALDAPARIG* ~ ABIZR— T HEE" o

Active LDAP Client

LDAP client name: valclient d

#| Enable LDWAP client

Active Directory Domain gxample.com

Servers

SVMERFBILDAP B E i

6. FWLDAPEENEMEREENRIR « FINIERERRE (NIS) FMAHEMREFMEE :
a. BIBE* SVMS*HE o
b. JEEYSVM ~ 2ABIZ— T REE" o
C. B—TIRBR5IRHK -
d. ERTBIRFF RN T « $5E" LDAPER B RIELRZAIIEF RIBARFS IR 2RIR
e H—THFILRIRM" -

Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame senvice switches gre used to ook up and retrieve user information to
provide proper gccess to clients. The order of the sendces listed determings in
which order the name senvice sources gre consulted to retrieve information.

Marme Service Switch

hosts: files ¥ dns M
narnemap: ldap Y files M
Eroup: Idap ¥ [files ¥ |nis hd
neteroup: Idap ¥ files ¥ |nis i
passwd: Idap ¥ files ¥ |nis h

LDAPRZIESVM s fB RIS R e E BEFEREEARE ©
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EUNIX B IR 14 ESENFSTEEY

RERMFERME (SVM) BINFSERZE - [GEZBANFSEREM « ESVMEIER
jt%kﬁ*—l' l«/(%ﬁﬁﬁ% E_h:. o

FAYaZ Bl
* ARImAGKMNERE BIAITEERIE L IRAIFT RETRIIPALIL o
* s EER TootERENE AE ©

1. UrootfEAE S D EARPIRRL °

2. BA cd /mnt/ AIHEEBRERE mount XK o

3. ERSVMEYIPAIHEE ST Bt SR I 5K

a. BWA mkdir /mnt/folder MUIEIFHERIK o

b. A mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder iFHAHEE
HEZEUIHFBELE -

C. BiA cd folder AIfFEERELURHIMHR o

Foan L GREIUADtestI BB « ffvol1 HAIRE HH L Bltest 1 M 11 2€AY192.0.2.130 IPAiIE « ATRES
BEatest1 B iR

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. BIMER  BEMERESET  ABRXFREA

a. A touch filename LUEILAIGIHIES o

b. 8iA 1s -1 filename UEFBIERZERTER °

C. A cat >filename’ EA—LEXTF » A% Ctrl+D RNXFR ARIGFIER
d. A cat filename BATAIEIERHIAZR ©

€. BWA rm filename BFRAIFIER o

f. 8A cd .. AREIRBE# -
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host# touch myfilel

host# 1ls -1 myfilel

-rw-r--r-- 1 root root 0 Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

4R
B R EBASVMHINFSTZEY ©

RIEMEEENFSARIREFR (REHRASVMBINFSTFEY)
T 2% ~ ERIMTEUNIXEIEE# FRRFUNIXIEZHEIR ~ I 1ESystem Managerd#ig
EEHRA  BRERPIREFERHARE - ARCERZVAZZENERENFEETAIUE
BEAHAER & ©

1. REZRTHLR R IRTERE AT RERER -

2. FEUNIXEIEEH E ~ fEMroot A& R E X HAERE FIUNIX R HEFIFEIR o

3. 1£System ManagerH ~ #RBFIEEEHERA « LUAZNFSHPIRERHEARE °

a. EEVETFERESS (SVM) ~ ABIR—T M SVMRE*

- 1E TERB) B~ #2—T TEHERA) -

. R E R TBEERELRE o

. EELRARSIEERT BT ABIEE—HERBIR o

- BEESRAIRS ™ 2~ MEIRAEA S EIREE AR 2 B]IT o
f. 35EHY * NFSv3* o

0 IEEFMTENFEGHEER « RBE—THE

o O (op

(0]

AT LAB A 48RS ~ ASSTRAVEN / RAFIERTAP 10.1.1.0/24 FR * TR ImHEE * > Mk
iR * REFEBRA PR * ZINIFRARAREEE
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Create Export Rule w

Client Specification: | 10.1.1.0/24

Rule Index:

Access Protocols: | CIFS
I WFs |« NFSv3 [ MFSv4

LI Flexcache

If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
[SVIM).
Access Details: |#| Read-Onhy |#| Read/\rite

UM ] [+

Kerberos & ] ||

Kerberos Si |+ ||

NTLM ] |l

LI Allow Superuser Access

Superuzer secess iz 2ef fo &l

4. ZUNIXA R L - BRI HIFEFIENEF—(IEAESNEA  REEDERT USSR 2

JFEEE o

RINFSHAIR & FTIZ EEAFANFSAISVM

NFSHARR&@FTIE ERYANFSHISVM ~ BT R EHRE « BIUEHRR ~ LUk
UNIXEEEHAFE o ARKEAILRENFSA P iRfFEY ©

FEYaZ Bl
NFSHBTESVM ERRHRTE ©
I KR E AR &

T AR IIFlexVol —EEZERBIIEER  ERI USRS FHIRENTRRZ R IEK
I~ ISR ZIEIRMIR &AL 2 ARV AT 2R o S A] DUSEE Mt B T8 an % 28 ] R A RR
ERTERME « BB ERMAUNRRFERES (SVM) RIRHERE -

1. BEBZE* olumes (CHIEE) HE o
2. $#%—TF T§#3ry > MEiIFlexVol ] o

RS2 88 RCreate Volume (iZVolume) %3551 o

3. MNREEEE L H I B RITARRTE « SAIEEM %M « fl voll o
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4. EEVHIEEAIAggregate ©
5. IEEHEEEAIA o
6. WM—TF IF*8#xr* ) o

7£System Managerd 2 I FEAIFLIRE ~ TER G LUMIEERBIEAR T LR - TEERMIEE - NFSH
PR B IR ER « §FERAREREMNRE R o

7. MREARFZHIRE AN SVMBIIR B §% « SHELMHREERA A ER PR

a. FEE epZEf) RE o

b. Rt FHITUINAERFPIER SVM* ©

C. T o

d. £ ME#EVolume *) HEEHIRF « EEEHBHRENVHIFE « X FRERME « URXERE -
e. BisE IR REPRHXGRE -

MBTEEERLZ Tdata') WEHEE TAEBISEHEE « A LGS EBIVolume Mvol1') RIRMEEERS
ZF [ldata') HREE o

Path - Storage Object Path = Storage Object

45/ B vslexamplecom_root F B velexamplecom_root
“§ data B data 4 "L data B data
% voll 8 ot = voll 8 ot

8. HMHENR R - LRBEBMULE :
a. 7£* Volume B « IREVEHIRR I ARELE « AT — 4588 o

PEENEE/REdit Volume (#R¥EVolume) ¥5E71HE « BEMIESVMIRHARE B9 % 2R TV AT ZRETVolume B
AIRVZ 2R

b. FERZZ2EAMIBUNIX o

Edit Volume X

General Storage Efficiency || Advanced

Name: voll
Security style: NTFS hd
o NTFS e
UMLK permissions Read Virite Execute
UMD
Owner .
Mixed
Group

7R e 2 a7 BB R
TEEAINFSF P inil s IR & Z A ~ SR TR ERIE LIRS ~ S s EiE
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FHEFIRVRE] « ARRFE LR ERERIRE -

TR

1. BEZE* SUMS*RE o

2. #B—TF ™ SVM=RE* ESIEE -
3. BiFMELERE) :

a. 7 NRE) &g~ #2—T TEWRAL -~ A%BER—T M@y -
b. 71 MEIUEHERERA REF - I5EFRRLHE -
c. 7£ MEEWHRAL T #%—T THnE RRAFEERRA

| Create Export Policy

Policy Hame:

ExportPolicyl

I Copy Rulez from

Export Rules;

Rule Index

4. 77 TR ELRA HEARF BUAFAREESBBMASHIRETBFIELRRA :

I_'TJ}-I_; Add .___ =]

W Oeiel= | Bl

Client Access Protocols | Read-Only Rule

a. I5E RN EIEE K VolumeMIPAIL S A F ik @ - Blgladmin_host ©
b. 35EEY * NFSv3* o

C. HEREETFIA BEURAFEGHEER « U AsHBREREFI
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Create Export Rule w

Client Specification: | admin_host

Access Protocols: 1# CIF3
Ll NFS  |# NFSv3 L] NFSv4
I_| Flexcache
If you do not zelect any protocol, accese iz provided

through any of the above profocolz (CIFS, NF5, or

FlexCache) configured on the Storage Virdwsl Machine

SV,
Access Details: || Read-Onty |#*| Readfirite
LINEE [ L]
Kerberos 5 [ ||
Kerberos Si I ¥
MNTLM [ L]

|#| Allow Superuser Access

Superuzer sccess iz 2ef fo all

d. #%—T THEE) ~ AB¥—T T#iry o
MEENIE I FTBVE K R B R EL R ARA o
5 BEFHEREREIEBRZEHHVolume ~» LUERFAEIES FHTZEEZ Volume ©
a. BEBE Iz 7E o
b. FEEFIIRE - AABIE— TS BEHRA*
C. EEGHIRA -~ ABIE—TEE* o
HARGE
NEUNIXE IR FHERSENFSTFEY

REUNIXEIE F 1 ERsENFSTEEY

RERFERES (SVM) BINFSEEZE « MRZEANFSEEEH  fESVMEBEER
WFRAER « DUERRARRE o

FYaZ Al

* ARImAGHERR BIAITEE R E L IRAIFT REFRIIPALIL o

* A EHEATooERBEMNE AL o
B ER

1. LlrootEAE G A EARRIHALR

2. 8A cd /mnt/ A EEERE mount STHK o

3. EFSVMEYIPAIHEE T KA SR E LK
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a. A mkdir /mnt/folder LUIEIFAERIZK o

b. A mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder iFHAIEE

HEEILMBEE
C. BiA cd folder AIfFEERELURHIMARK o

THE < GEILAtest BRI « #vol 1 HAIEE B Bltest1 B & B I 5ERY192.0.2.130 IPfifdk ~ AR E
BAMHNtest1 BER ¢

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. BIMER  BEMERESET  AEBRRXFREA

a. B A touch filename MUEILAIGIEZ
b. A 1s -1 filename MUEHEEEREEE
C. B A cat >filename’ BA—LENXTF > A%I% Cirl+D BXFEARFIES

A i
Z

d. #A cat filename BETMAIFRIERMNAR o
€. A rm filename BFRAIGIES o

f. 8A cd .. AREIRBE# -

host# touch myfilel

host# 1ls -1 myfilel

-rw-r--r—-—- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

e
B EsL EBASVMEINFSTZEY ©
HNEREENFSHPIRFE (ENFSHIEEHIL ZRBUEANFSHISVM)

EEF 2% ~ TR LIEUNIXE IR 1 FREUNIXAEZMER « W ESystem Managerd#ig
FEHRA B EAPHREREAE - ARCEZARSTEENFERENBHERTIUE
BN HERE R ©

1. REBRTHLER IR ERENEHEENZERERER -
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2.
3.

4.

26

FEUNIXEIEEH E ~ EMroot(E AEREZ MR ERIUNIXBEA#EMER -
7£System Managerd ~ #RAFIE EE LR « UAFNFSHEFIHRENRNEAE °

]

ERURFEREEE (SYM) ~ ABE—T M SVMERE* o

C1E TIRBI) B~ #2—T TEHREA) -

- EREE R TBEERELRE o

- ELRA RS IEERF BT - ABIEE—HARR o

- BEESRAIRS ™ 2~ MBELLRAEA S EIREE T MARAIZ B]IT
f. 38EHY * NFSv3* o

0. IEEFTEMNERGHAER « ABE—THE

o O (op

0]

AT A FABER ~ e BAVEN / RAGFBER TR 10.1.1.0/24 1FR * TRIHRE * > 1iE
iR * FFERA AR * ZIMIFR A FREEIELE o

Create Export Rule 4

Client Specification: [ 10.1.1.0/24

Rule Index:

Access Protocols: L) CIFS
Ll NFS  |## NFSv3 ] NFSw4
|| Flexcache
If you do not zelect any profocol, accezs iz provided

through any of the above profocolz (CIFS, NF5, or

FlexCache) configured on the Storage Virual Machine

SV
Accezs Detals: |#| Read-Onhy |#| Readiirite
UMK 4 |+
Kerberos & (] ||
Kerberos Si ] ||
MTLM 1+ L

I Allow Superuser Access

Superuzer sccess iz zef fo all

FUNIXARIEE « UBREAHREFIENEF—(IERESNEA ~ ARSI LU SR E I 2
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