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On the FC
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On the
host

Verify that the entire configuration is supported.

v

Complete the worksheet.

v

Install the HBA utility from the HBA vendor.

v

Update the HBA driver, firmware, and BIOS, if necessary.

L4

Install Linux unified host utilities and
optimize /O performance.

v

Record the WWPN for each host FC port.

v

Configure DM-Multipath.

v

Create a new aggregate if necessary.

i 2

—

Where to provision the volume?

Existing SVM
with FC configured

v

Verify that the FC
service is running.

v

Create the LUN.

Existing SVM

with FC not configured

!

|
MNew SVM

l

Configure FC and
create the LUN.

Create a new SVM
and LUN.

Zone the FC switches by the host and LIF WWPNs.

v

Discover new SC5| devices (LUNs)
and multipath devices.

Configure logical volumes on multipath devices
and create a file system.

Verify that the host can write to and read from
a multipath device.
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Linux Unified Host Utilities (i 1S sanlun AT «+ —FF NetApp LUN IRETE ~ 7]
FAAREET Linux 1 HAFEEMBMEMERSINAE T (HBA) MMERIEN o Sthi/E
TELinuxE 1 _E B IE R A ARES R EAE ~ ARIEI(ENetAppfBEIFRIEE o

FIsEZ Al
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$ER
1. 1 NetApp Z1B4HuE T ZHEM Linux Unified Host Utilities Ax7s °

"NetApp T & : Exf2"

2. RIBLEHFPRIE TR ELinux Unified Host UtilitiesEREE o
3. MR R tuned REZEEH  BEIA TS | yum install tuned

4. HRNERIE ARELEERTE enterprise-storage :RiENE | tuned-adm profile enterprise-
storage

o BN ER T « FREELERTE virtual-guest REME | tuned-adm profile virtual-guest

"L Linux Unified Host Utilities 7.1"
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1. $t¥FC HBAERE'HIITHBALA ARET o
2. EERL HBA o
3. seEREEEEBEAIWWPN o

M T #fZEREmulex HBA Manager ~ 5tA1#820neCommand Manager ©

-~ OneCommand™ Manager (Local-Only)
File Edit View Port Discovery Batch Help

I EREIE ~|| |FindHost:

| Hostl
= n 42C2071
={k= Port 0: 10:00:00:00:C9:73:56:90 Hosts:
== Port 1: 10:00:00:00:C9:73:56:91

HithARRER (FIUQLogic QConvertgeConsole) IR E T o
4. HFEARESEFC HBAEE LIS ER o
7E Linux B ~ & B LEATTLAEIE WWPN sanlun AR :

T EHEHIERBE L sanlun W% ©



# sanlun fcp show adapter -v

adapter name: hostO

* *WWPN : 10000000c9813al14**

WWNN : 20000000c9813a14

driver name: lpfc

model: LPel2002-M8

model description: Emulex LPel2002-M8 8Gb 2-port PCIe Fibre Channel
Adapter

serial number: VM84364896

hardware version: 31004549

driver version: 8.3.7.34.3p; HBAAPI(I) v2.3.b, 07-12-10
firmware version: 2.01A12 (U3D2.01A12)

Number of ports: 1

port type: Fabric

port state: Operational

supported speed: 2 GBit/sec, 4 GBit/sec, 8 GBit/sec
negotiated speed: 8 GBit/sec

OS device name: /sys/class/scsi host/host0

adapter name: hostb5

* *WWPN : 10000000c9813al15**

WWNN : 20000000c9813al5

driver name: lpfc

model: LPel2002-M8

model description: Emulex LPel2002-M8 8Gb 2-port PCIe Fibre Channel
Adapter

serial number: VMB84364896

hardware version: 31004549

driver version: 8.3.7.34.3p; HBAAPI(I) v2.3.b, 07-12-10
firmware version: 2.01A12 (U3D2.01A12)

Number of ports: 1

port type: Fabric

port state: Operational

supported speed: 2 GBit/sec, 4 GBit/sec, 8 GBit/sec

negotiated speed: 8 GBit/sec
OS device name: /sys/class/scsi host/hostb5

% EDM-Multipath

DM-Multipath Rl E IR Linux F 1% B {# 72 & 2 FRV ZE KK o FELUN_E & EDM-Multikpath
(ELinuxEi1% FRERASCSIEE) -~ AlELinux EM TR T RIER « FEUREFESE
ERILUN o



BEsA 2 Al
SR BB HIRR T R HHFIBHIDM-MultikpathhRas ©

"NetApp @M HERIT A"

EZNAGARESECENINERT « HEERREMRERE - g1IE—2K - AIEHRTIRE
@ SH\AVE%ZT# BN ERY - FEBEEWindowsFERGHEABRERENELES (LAG

FER
1. 4888 /etc/multipath.conf BEZEUTF :

a. EESEEIENetApp SCSIREHEL: (BRE) o
BLEEEHMARLAEETAES sanlun lun show 83% ©

* YNRAIF NetApp SCSI KEFEZHF « SFENERREERTRARENZIGHEFEE (WWID)

multipath.conf t&Z :

AERETIE NetApp SCSI HER WWID ~ sFELEHRIEE LA T a2 « HRaE

SCSI_device name BIEEMNEE

/1lib/udev/scsi_id -gud /dev/SCSI_device name

BIE0 ~ IR /dev/sda FIREEHEFFIE NetApp SCSI HE ~ FHATIIAR :
/lib/udev/scsi id -gud /dev/sda

EEREREEN WWID ~ ol UERERMEL E multipath. conf HEZE ¢

U T EHIRETERLEEE multipath. conf + BB WWID B93E NetApp SCSI 2&£8
3600508e000000000753250£933¢cc4606 HF[@

blacklist {

*Frwwid 3600508e000000000753250£933cc4606**
devnode "“(ram|raw|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode "“hd[a-z]"

devnode "~cciss.*"

° MNRREEHRVEE « ;AR WWID 1T multipath.conf 8% :
a. A ARNIZOITERMIIITZF & « UBANetAppEZ:ERAIDM-MultipathzZ € -

rdloaddriver=scsi _dh alua
2. EIEIDM-Multipath#5EE :

/etc/init.d/multipathd start
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3 RZERERBIMEEMEIEY - UESERTIFETRARRIMIRE—2RE :

chkconfig multipathd on

4. EFEEILinuxEH o

5. HEs% rdloaddriver HITEHF « REFHIREH LA cat /proc/cmdline ©

° rdloaddriver REGRTAEEERORIBEREERZ — !

# cat /proc/cmdline

ro root=/dev/mapper/vg ibmx3650210104-1v_root rd NO LUKS LANG=en US.UTF-
8 rd NO MD rd LVM LV=vg ibmx3650210104/1v_root SYSFONT=latarcyrheb-sunlé6
rd LVM LV=vg ibmx3650210104/1v_swap crashkernel=129M@0OM KEYBOARDTYPE=pc
KEYTABLE=us rd NO DM rhgb quiet **rdloaddriver=scsi dh alua**

MRIEAREFERIRENAggregate ~ BT #TAYAggregate ~ A B ENHIEEIZHE

#£17Aggregate
AeftfratE o

1. 8iA URL https://IP-address-of-cluster-management-LIF TAIEZIERF « FHEETESD

FEE A System Manager ©
2. BB =" Aggregate *fRE °
3. 3EHY* Create; (EBiL) ©*

4. (RIEE@ LS « FRTERRAID-DPAEREEE I Aggregate ~ AR IEEY* Createy (EII) *o

Create Agaregate

To create an aggregate, select a disk type then specify the number of disks.

Name:
ﬁ Disk Type:
Number of Disks:

RAID Configuration:

Mew Usable Capacity:

nEI%
IttAggregate & U5 TE FUARAE R 3T

10

aggr2

SAS | Browse |

2 g Mzx: & fexcluding 1 hot spare), min: 5 for RAID-DP
RAID-DP; RAID group size of 16 disks Change

49638 TB (Estimated)

~ TS EAggregateti & FHYAggregate/ B E o



REERHHREEREICE 2 AR
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(SVM) ~ HEAMIREZIIFAISVM o ,.;'t_J RETRANSVMLEREFC ©
RINERI(E

MRFAWSVMEREFMENEEHIGE - MABRIREEHEFIMNLIF - IERZERIREBRISVM o

CRILGZIIABISVM « BRI EE TFRRHFEENHMEREERFR - £RBIINSVMERSRBARENE
BAITF R M FR YT R ©

552

* MREEETEREAFCHSVM EECEHIRE « B BEIFCARFSIETHIT « ABTESVMLEEIILUN o
"B FCARFBS RS EIRAMISVM LT
"$37 LUN"

* MREREEERAFCERKRZRENIRESVM LEEEHMEE « sAEIRBSVM_LEREISCSI ©
"EIRASVM_EREFC
MR EERERRNERIFER - RBIEIRFREISVM « Al BEEEER

* MREEETHHSVM LEEHIRE ~ 5EEILSVM ©

"I FTAISVM"

HEsFCARFS IETE IR B RISVM LT

MRCEZEGRIRANFEFEEREE (SYM) -~ BIXBEFEHAONTAP TRAEIERER] &K
EEsESVM EMFCRRFE R B IETEMIT o MU N EMREEIFCEEN T (LIF) o

FtEZ Al

T BEEEEHPEIILUNBIRBSYM o

HER

- BIEBZE* SYMS*RHE °

2. EEENFRRAISVM o

3. #EHY [ SVMRRE* RSI1EH o

4. EEME B « BEE FC/FCoF* o

5. BRBFCARIER T IETERIT

—_
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W Edt () ctart O stop | 3 Refresh

Status: © FC/FCoE service is running

WWNN: 20:05:00:20:98:29:18:76

FC/FCoE Interfaces:
Network Interface WWPN Current Port Status
FC_1_1 20:10:00:20:98:29:18:76 innovate-01:0b € Enabled
FC 2_1 20:11:00:20:98:29: 18:76 innovate-02:0b @ Enabled
FC_1_2 20:04:00:a0:98:29:18: 76 innovate-02:0a & Enabled
FC_2_2 20:03:00:20:98:29:18:76 innovate-01:0a © Enabled

YNRFCARFEARIT « SERABNFCARFS SR ILFHISVM ©
6. EE B AR E LY HMmEFCARHA

MR ESEENREAFCEREA VI MIE ~ S5EFSVM_ERFCARRE ~ BiAFCEILFAISVM °

#37 LUN

SR LA fECreate LUN (2IZLUN) FBEREZEIILUN o FFEHEEIigroupliiFLUNEE
Zigroup * FRIEE R FHETFEILUN ©

FaYaZ Bl
* WAR—EAE BT AEMAIAggregate ~ LIBHILUN o
* WEARCRAFCEHBENHEFERI%E (SVM) ~ TETEENEEN®T (LIF) o
© RAEECER EIMFCEIZIBMN R IEZRIERTE (WWPN) o
REREIET(E
WNRIEHIMEESE R IER « [TEZMEALUN ~ VolumeZ 41 « UIRFAEIIER - T - BEZIZSTERELHME o
1. BEBZE M LUN*) /& o
2. Y Createl (#iI) ©*
3. BB EINCEEEPEIILUNAISVM o
WEENEERCreate LUN Wizard (BIZILUNKBE) o
4. 7 T—RABE1 BELE ~ #HHLinuxEEEZERRILUN - ZEELUNSEE Linux * o

BUHEI B RECE BT 1R ©
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g You can specify the size of the LUN. Storage will be optimzed according to the type selected.

Type: Lirx -

Size: 750 |GB v
] Thin Provisioned

5. £ ™ LUN Container *1 EHE_E - #EHIRAFlexVol BISLUN Volume ©
SN BEEIRIEIE &S BSIMZTR - MNRIVAHEEFRE B FBZER « el B HNHEEE o

6. 7 TR(EHERHIfE) HE L « BEE DMER@EREHE) ~ £ TR RSIRBLBAREREN « RER7E TR
28 F3|IRE L ~ MALFECERZ THFCEZIBRIPFIAWWPN o

SORTANE R} « PARIE Se R ATTRR R
MERIEER
"RIEE"

EIRBSVM LR EFC

SRINEIRARREEREESS (SVM) EREFC~ UFERAE—RERIULUNKESE
2 VolumelHAIRE - FCERBELEBCRA » BRARESVMLERE  WEMNBERNIER
R E ZEEHTE B R ARREFCHSVM o

FsaZ Al
WA AREFCIRME « BFfRNBERERBNRERERE

*/Fn%%%
. BIEEE* SVMS*RE o

2. BEEVCERTERISVM o
3. ESVM*HAERPEH&H ~ LUK EHE RER FC/FCoF* » RinEHITHE SR A ERKRTERE °

MR B SFET* FC/FCoS* » RIRSVMERETERK ©

Details

Protocols: MFS CIFS FCARCoE i5C5l

4. ERNHEAMEN* FC/FCoF SEiinEEs
LB & B8R Configure FC/FCOE Protocol (:%%EFC/FCoEZEIRE) 1RE o
5. 1t TEREFCIFCoEBEIRE1 HMEREFCARFSHILIF

a. EW MREFC*HERifs) ZEXGHE o
b. #A 2 £ * S{EERERYE S * W o
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SEMMSSEEMEL G « WA AENENZEYE -

C. BEEIEMERILRIRA* o
Configure FC/FCoE protocol

_?_JE-:nﬁg'.lre LIFs 1o access the data using FOFCOE protocel
Data Interface (LIF) Configuration

Both FC and FCoE enabled hardware found. Click on the sppropriate checkbox io configure the FC andior FCoE LFs

@] Configure Data LFs for FC

LiFs per nade 3 Prowision a Lun fior FCP storage (Optionad)
{hMimimum 1, Maxivmeas 2) Lun Size GB v
LUN OS5 Type: | Linux -
Host Initiade

| Revisw or Edit the inferface Assocation

"] Configure Data LFs fior FCoE
6. #%R* Summary (EE) BM@E - :CERLIFEG « ABER OK (FEE) * o
BEILFTRY SVM

HIZEREIS (SVM) IBMEHTHMEELUNMFCEZ « EIEEIISVMEE « th &I /T
® (LIF) ~ LUNKEEZVolume ° EAILUEIISVM ~ BERENERMEENSEESE
hEMERENERNEIEINSEDR °
FHsaZ A

* B EFCERNE « BN S EIRENAERERIE

. BIBEE* SYMS*HRE o

2. 8 Create (i) o

3. 7£* Storage Virtual Machine (SVM) Setup (f#EEEHIEES (SVM) RE) REF ~ BIiISVM :

14



Storage Virtual Machine {5¥M] Setup

o (1) O
Enter SWM basic details

VM Details

@ Specify a unigue name and the data protocols for the SYA

WA Marme: wslexdmple.com

@ IPspace: ~

(@ pataProtocalss M aFs W nFs W oiscsl W OFOFCoE T

@ Default Language: | CUTF-2[ c.utf_2] i

The language of the Swh specifies the default language encoding setting for the Sk and

tsvolumes. Usinga settingthat Incarparates UTF-8 character encoding |5 recommended.

@ Security Style: LML v

Root Aggregate: | data_01_agsr h

a. 1EESVMIYME— 78 o

BRBAETEREZME (FQDN) ~ EES—REA - EEEREHAEITHRME -

b. BEENSVMFRERYIPspace ©
MNRFEEREAZSEIPspaces ~ BIE{EA TF85%1 IPspace °
C. {REBFERAIVolumeBRIIEIE o

SANTEEIHE E3Z4R AR © FlexVol

d. BEECHER SVMIRIENFTEFHIHE « BMEETEILEREFRE SHIHE « el UESVM EERELME

BIARE ©

AU SVMEFFIRZEEINFSHICIFS ~ AlEEmEEHinELAEERILIF - HEBMEELEEAGE

WARRFFEMHRAERE o

NRCIFSEEEIHEP—EFHIHE  AIZRERAERESNTFS - T » LEHRAFRAUNIX

e. (RETERESREC.UTF-8 °
f. %HYFEEEEI’J*EAggregate s B ESVMIBHEER o

BERIRERAggregate B TETH & BV BR AR BIJBEEY ©

0. IEIBHRRALURAE" o
SVMBEII - B KREERIGE

4. NRANEEACIFSEINFSTIHIR M8 ECIFSINFSEEHIRE) Bl - sAmEaBia*

» RETHEBRECIFS
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FNFS o
S. INREBMNERAISCSIMEIR MR EiSCSIEEHIFE) Hml - A= BRI - A%BTHEBBREISCSI o
6. #t T:REFCIFCoEEiGE) EEREFCRFEIMEIILIF - LUNEREESVolume :

a. FEH MR EFC*HERHifs) ZENAGIR o

b. BA 2 7T * SEBEMES * BAIF o

SEMHSSREEMEL G « WRARTAEMENZEYE o

c. I EERELUNMHFCPEZ B « B AFFEAILUNA/) « HER T T HEERSHS2 A WWPN o
d. BEERRWMEE" o
Configure FCIFCoE protocol

?_Iul.fnnflul.lre LIFs 1o access the data using FOFCOE protocel
Data Interface (LIF) Configuration

Both FC and FCoE enabled hardware found. Click on the sppropriate checkbox io configure the FC andior FCoE LFs

@] Configure Data LFs for FC

LiFs per node 3 Prowision a Lun fior FCP storage (Optionad)
{inimur 4, Max o 2) Luif Size G v
LUN OS5 Type: | Linux w
Host nkialar

| Revisw or Edit the inferface Assocation

| Configure Dota LIFs for FCoE

7. HIR* SYMEBIEBY ~ AR EHLERRTELLSVMIEREES :
° JE1E Skip* (Bki@*) UEREFRFHEBRREEES o
° IAERIEN « RBIEDIRRUAEE" o
8. B Summary () HME - LBRLIFE ~ ABEER OK (FEE) * o

A EHFILIF WWPNEFCARTHASEIT N E
DEFCRIAZBZAEF L ELF EAFRME « WIRHIREHE o (CrIUERARIAEBNEENE
KOEIIES ©
R4 Al
< NGB BN A SRS o

* W ERIESE MBS ERHERNWWPN « DUREGEHPEILUNRIEFERESE (SVM) BEEFC
LIF o

FAREETE
MERIIE D EAVFHAE « H2EHRSBBEBI M -
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TRARWWPNETTEE « MIFKBRSEIRE - BEMESERENUAUN BB NG RERIEN(ER
&g o

LUNEHFERigroup P RXENEZHY F 55 ~ LAMRHITE EHFILUNRYRRISBE -

* IRIRTEE ~ ONTAP HRERZERITLUNSE « FIULUNRBEEBIEALUNR EHASEB A BB IETF
Y o

. E%LUN@%—E%%E’\J%—@%%E‘1§1E%ZEE§1E§ﬁ%EJ:¥#FE7EFC$ PEEETTOE « FAEBIRLUNBYRSE)

* BEIHARELUNGS « AR E NEEELUNSIE) REHEE - 158 -

TERRNEZENSHAZENIE - AMEES - —(EREHERERT « —E'IEBERRT - SEREEES
KB EHAT—ERENES ~ LUK B SHEREFEIREAILIF o

1T ZBEEFA BZLIFRIWWPN ~ M E#TFEIR E BRSFCERRAIWWPN © LIF WWPN 23725 ER
2x:xx:00:a0:98:xx:xx:xx > HP x BEA+/NEMUETF - BREERE WWPN 2 7E8E A

50:02:09:8x:XX:XX:XX:1XX °

1. BAFCTHABEIEER « ARENH BELEE

2. BUHMES « EhESE—EREIE « LRSI MENSFIEFCIIRIMFIAFC LIF o
3. BT SEFCEBIRE T i@ -

A HEEE - AERBHNHBERE o

BRZHTAYSCSIERE (LUN) MZERERE

FH1EEE FMLUNTELinux =14 FBERASCSIEEE ~ L3 B 2DM-MultipathfE & B #sE
BENI/OKRK « BASERKEE - THATEHRREINLEERARFSCSIZEEE (LUN
) o WBFEENEE - AREEREM -

FtaZ Al
TRAEEBRIER rescan 169 ~ i sg3_utils B Linux FERRERFERFE—BANES o

TR
1. FZRFAISCSIEEE (LUN) ~ WALUNEIZHEMZEREHES | /usr/bin/rescan-scsi-bus.sh
2. E®z5DM-Multipath4B5E

multipath -11

ST NEHER « 7 HEENetApp LUNBYE &R E
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3600a0980324666546e2b443251655177 dm-2 NETAPP,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='round-robin 0' prio=50 status=active
| |- 0:0:1:0 sdb 8:16 active ready running
| |- 0:0:0:0 sda 8:0 active ready running
| |- 1:0:0:0 sde 8:64 active ready running
| "= 1:0:1:0 sdf 8:80 active ready running
"—+- policy='round-robin 0' prio=10 status=enabled
|- 0:0:3:0 sdd 8:48 active ready running
1:0:3:0 sdh 8:112 active ready running
|- 0:0:2:0 sdc 8:32 active ready running
1:0:2:0 sdg 8:96 active ready running

EZERKEE LR EEBEMRE I EIUIERRR

ELinuxEHE—REFIFHHISCSIEE (LUN) H# CIREAEDEEBHIERRSR - MREE
ﬁ%ﬁﬂyE%W#§~Mﬁ%ﬁﬂ§ FESCSIKE - AR BEEZERERE LRI
BEENTRE « WEEMEM BT ISR R

FEYaZ Bl
Linux TN B IFREISCSIEEBEMBENZS ERERE

RIRER I

ZE/DFEFESCSIEEE R FEDM-Multipath e DM-Multikpath LASMN{EfaT% HHE%BE' ZERAM - MREBEHITHMAA
£S ~ FlunoEl ~ ?’" LEREEE R TREMIEE Jy(EzL_LV‘m%JE BIE T —ARZER o MNFELinuxdn <
RIEEAAE N ~ 52 FRed Hat Enterprise LinuxX 4 FME

EEFRANIIENZSERTIEEE « A EANEIER SCSI & fdisk I parted AHRER !
2. FRRMHENZEREDEE kpartx 2N !
3. 5/ T##EVolume Manager (LVM) | @< ~ EHENS EIR{SEE FRIBEMEE o
4. FREREMMERNSERICESE FRIIERAR Al extd F XFS mkfs AHER :

EEEHAURAZSERERE - A URZSERCEEEN

TEERAZEREEEZA - BREZAEITIHAIURENRASERTEE AR EER
BY o

FaYaZ Bl
T BELinux 1 A EFIRB#FSEE R EDM-Multipath ©

BAREERTIF
MRS ERCEEHNRNREFEENR I UTHBEEHSEB AR  AIEENR S B EIRSE B E
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Y o NRFEFREERIEERPER « BIRIBEEAETILEER

)

kol

1. EEENZERTEE ERITHN0 !

dd if=/dev/zero of=<multipath device name\>

2. BRIIORBERSEREEE YT « WIEEEWBIERABHAE (HI0 ~ SEmL « YIEFR)

iostat 2

EIOEZERKEE FAITH « HEEIKE/OHHBRRHEHREE  RRI/OEZERKTEE LRI
70

avg-cpu:

3. WNHEJRE ~ 5A

%user %nice %system %$iowait %$steal
0.00 0.00 0.01 0.00 0.00
tps Blk read/s Blk wrtn/s

0.18 1.34 2.29

0.37 1.29 2.29

0.00 0.00 0.00

0.00 0.00 0.00

0.17 1.18 17.87

0.17 1.18 18.01

0.00 0.00 0.00

0.00 0.00 0.00

0.68 4.71 71.96

0.17 1.18 18.22

0.17 1.18 17.86

0.00 0.00 0.00

0.00 0.00 0.00

1T takeover EFEEME LHNGHGS :

storage failover takeover -ofnode <node name\>

4. BHHIT
O 1T giveback fEfFHEMA LHHS !

O MESEREEE F#H{Tiostat L

storage failover giveback -ofnode <node name\>

6. E iostat EHFESE 1/0 HIEHITH ©

ETRZEEM

MRBEAAERK « FHERDFCARFSEEIT - ABREMREDM-Multipath BN BT S BERCEERFCE

o

%idle

99,96

Blk read
832606
801530

2576
1770
734688
734560
1344
1344
2932496
734360
734272
1344
1344

Blk wrtn
1428026
1427984

0

24
11128584
11219016
0

0

44816008

11343920

11124488

0
0
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