B FVSCHIESXi iSCSIZHRE
System Manager Classic

NetApp
September 05, 2025

This PDF was generated from https://docs.netapp.com/zh-tw/ontap-system-manager-classic/iscsi-config-
esxi/index.html on September 05, 2025. Always check docs.netapp.com for the latest.



Sk

{EFVSCHIESXi iISCSI4EAE
{EFAVSCHIESXi iSCSI4HRE4LEE
iISCSIZRRE T1ERAZ

BB R TG X IBISCSIAHRE

SERRISCSIZERE T 1EZ

ZRERBEETES

BHEFEEHSVMHTIE ZHEARVMware vSpherefJVSC
R E CHV AR LUES RIEAE

2 E F1KiISCSIEIFIEFV Switches

R FBiSCSIERfENE R
HHiSCSIEZIBEAFISCSIFEENE £
REESXIERREBBMERTE

#2137 Aggregate

AEERHIEEE R E DR

A B EFREMISCSIEEE

AL B BERFRE I ZE T A ELUNFIVolume B RIEINE
BRSBTS AKEELUN

0 00 00 N N O O O 0 W W =~ 2 -

- A
w N DN



{EFAVSCHIESXi iSCSIZERE

{EFAVSCHIESXi iSCSIZHAE42ES

{EFIONTAP &I IEIHAE (ONTAP 30 ~ VMware ESXi 9.7 ERRRZS) ~ EaILfE
HIFEEEEZS (SVM) LEPRREEFEISCSIARFS ~ BECELUN ~ MifFEAESXiE 4 EMS _EAYISCSI
EiEhes RIZHLUN o

MRBEETIIER ~ AERILRER

* IRIETEESXi 5.x EERAREESXi iSCSIEBEREN23
* AR F A CHAPERSE 3 1TiSCSI ©
* ISIETEfERVMware vSphere (VSC) XIRIRARVERFHEAFTIES « RESXEIWREREFRTE °

° %RfVSC 7.0B844 ~ VSCRLEM—EF9 "VMware vSphereZ@ARIVMware TEONTAP" [EHFEREE «
}EVSC ~ BRMMETZRED (VASA) HFERIAIvStorage API ~ MUK%E AR VMware vSphereIhAEHI TR
=ETF (SRA) °

° SETEMMRE "NetApp BEMEHIER T A" UEREERIONTAP IEHThR A B1VSCHR A 2 RVIE R M o
* EEVARRSE Y IPVARELIL ©
* EREFEATIME—AE « B RAGESENDE -

° BEIIEE RN FHEBPHNIT

° FEIEANIRE FHERREEEA (L

° FEIERRITNLERE FAARAHE
* FEEPHSESNREVEMESRIKNAREZE (£ GbE « #:%10 GbE) A °

E# UTA2 (thil7 cna) BEIHERAIRER o MAITEONTAP THRHCLIFRE S LR « BtNRERF
W RREZIZRF ©

E2R EREE BIMERCLIRE KB ERRRERH o

s RKREBTEISCSI SANRH o
* IR EFIBESXi Hypervisora VMg #1FRE ~ MIEEVMAEITISCSIENEN2S ©

WMEFME ~ 552E) "TR-4597 : VMware vSphere ONTAP for VMware" WA VSCHRZSHI S ©

iSCSIFRRE T2

fERISCSIi TR iR AGESXiE KK « R LIfEAVMware vSphereRIEHH#F £
8~ EHFERKSE (SVM) LEEMIREHMLUN « ZABIEEHERZELUN ©


https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/netapp-solutions/virtualization/vsphere_ontap_ontap_for_vsphere.html
https://docs.netapp.com/us-en/netapp-solutions/virtualization/vsphere_ontap_ontap_for_vsphere.html
https://docs.netapp.com/us-en/netapp-solutions/virtualization/vsphere_ontap_ontap_for_vsphere.html

On the
ESX host

On the
storage
cluster

On the
ESX host

Verify that the entire configuration is supported.

v

Fill out the worksheet.

v

Install VSC for VMware vSphere on a Windows server.

v

Add the storage cluster to VSC, if necessary.

v

Configure your iSCSI network for best performance.

v

Configure the host iSCSI ports and vSwitches.

v

Enable the software iSC5| adapter.

v

Bind the iSCSI ports to the software i5C5! adapter.

v

Configure ESX server multipathing and best practice settings.

v

Create a new aggregate, if necessary.

Where to provision the volume?

|
Existing SVM with
iSCSI configured

v

1
Existing SVM with
i5CS| not configured

4

Verify that the iSCSI
service is running.

Configure iSCSI.

Create a new SVM.

Create a datastore and its containing LUN and volume.

v

Verify that the host can write to and read from the datastore.
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1 NetApp Datastore Provisioning Wizard:

L7

L]

2 Storage system

3 Details

4 Ready 1o complala
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