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Verify that the entire configuration is supported.

v

Fill out the worksheet.

<

Install VSC for VMware vSphere on a Windows server.

<

Add the storage cluster to VSC, if necessary.

<

Update the HBA driver, firmware, and BIOS, if necessary.
On the
ESX host +
Configure ESX host multipathing and best practice settings.
Create an aggregate, if necessary.
Where to provision the volume?

On the

storage [ | |

cluster Existing SFM with Existing SVM with New SVM

FC configured FC not configured l
"u"enf',r t.h at the_ FC Configure FC. Create a new SVM.
service is running.
I |

Onthe FC [ Y

" t © Zone the FC switches by the host and LIF WWPNs.
switches +

Create a datastore and its containing LUN and volume.
On the
ESX host +
Verify that the host can write to and read from the datastore.
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Create Agaregate

To create an aggregate, select a disk type then specify the number of disks.

Name: agor?
6 Disk Type: SAS | Browse |
Number of Dizks: 8 g Mzx: B fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-0DP, RAID group size of 16 disks Change
Mew Usable Capacity: 4963 TB (Estimated)
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Status: © FC/FCoE service is running

WWWINN: 20:05:00:30:98:29:18:76

FC/FCoE Interfaces:
Network Interface WWPN Current Port Status
FC_1_1 20:10:00:20:98:29:18:76 innovate-01:0b © Enabled
FC_2_1 20:11:00:a0:98:29: 18:76 innovate-02:0b © Enabled
FC_1_2 20:04:00:a0:98:29: 18: 76 innovate-02:0a & Enabled
FC_ 2.2 20:03:00:20:98:29: 18: 76 innovate-01:0a © Enabled
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iy 1 Name and type

2 Storage system

Specity the name and type of dotastore you want to provision.

You will be able 1o select the storage system for your datasiore in the ned page of this wizard

3 Details
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Select the storage capability profile you want to use 1o provision a new datastore.
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