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network device-discovery show
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cluster::> network device-discovery show

Local Discovered

Node Port Device Interface Platform
nl /cdp
ela CL1 0/1 CN1l610
e0b CL2 0/1 CN1610
elc CL2 0/2 CN1610
el0d CL1 0/2 CN1610
n2 /cdp
ela CL1 0/3 CN1610
e0b CL2 0/3 CN1610
elc CL2 0/4 CN1l610
el0d CL1 0/4 CN1610

8 entries were displayed.

3. ESERENENEERIEERRE o
a. BRI ERERIBEMT

network port show
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cluster::*> network port show -role Cluster

(network port show)

Node: nl

Port IPspace

Broadcast

Domain

MTU

Speed (Mbps) Health Ignore
Admin/Open Status Health

Status

ela cluster
e0b cluster
elc cluster

el0d cluster

Node: n2

Port IPspace

cluster
cluster
cluster
cluster

Broadcast

Domain

up
up
up
up

9000
9000
9000
9000

MTU

auto/10000 = =
auto/10000 = =
auto/10000 = =
auto/10000 - —

Speed (Mbps) Health Ignore
Admin/Open Status Health

Status

ela cluster
e0b cluster
elc cluster

e0d cluster

cluster
cluster
cluster
cluster

8 entries were displayed.

up
up
up
up

9000
9000
9000
9000

b. BEREEE T EES - + network interface show

auto/10000 = =
auto/10000 - -
auto/10000 = =
auto/10000 = =
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cluster::*> network interface show -role Cluster
(network interface show)

Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster

nl clusl up/up 10.10.0.1/24 nl ela
true

nl clus? up/up 10.10.0.2/24 nl e0b
true

nl clus3 up/up 10.10.0.3/24 nl elc
true

nl clus4 up/up 10.10.0.4/24 nl e0d
true

n2 clusl up/up 10.10.0.5/24 n2 ela
true

n2 clus2 up/up 10.10.0.6/24 n2 e0b
true

n2 clus3 up/up 10.10.0.7/24 n2 elc
true

n2 clus4 up/up 10.10.0.8/24 n2 e0d
true

8 entries were displayed.

C. BB HIRRIEFE IR HERAE ¢

system cluster-switch show
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cluster::> system cluster-switch show

Switch Type Address Model

CL1 cluster-network 10.10.1.101 CN1610
Serial Number: 01234567
Is Monitored: true
Reason:
Software Version: 1.2.0.7

Version Source: ISDP

CL2 cluster-network 10.10.1.102 CN1610
Serial Number: 01234568
Is Monitored: true
Reason:
Software Version: 1.2.0.7
Version Source: ISDP

2 entries were displayed.

4. 3R -auto-revert TEMEIENRL E > HFEREE LIF clus1 # clus4 IR EERTES false :
network interface modify

mEREEH

cluster::*> network interface modify -vserver nodel -1if clusl -auto
-revert false
cluster::*> network interface modify -vserver nodel -1if clus4 -auto
-revert false
cluster::*> network interface modify -vserver node2 -1if clusl -auto
-revert false
cluster::*> network interface modify -vserver node2 -1if clus4 -auto
-revert false

S. HESTHTHY 3132Q-V 3XH#ags FERBITHIER L4 T HER RCF MR R » MEITEAILENFILEET » Fia
EREMES « ERRAILF -
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6. BIEEFEME 4 CN1610 H2S1HRARY LIF :

network interface migrate
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BYELIF o

g

LU TEHEET T n1 #l n2 > {8 LIF BN BT _EE#TT

cluster::*> network interface migrate -vserver Cluster -1if nl clus2
-destination-node nl -destination-port eOa
cluster::*> network interface migrate -vserver Cluster -1if nl clus3
-destination-node nl -destination-port e0d
cluster::*> network interface migrate -vserver Cluster -1if n2 clus?2
-destination-node n2 -destination-port e0a
cluster::*> network interface migrate -vserver Cluster -1if n2 clus3
-destination-node n2 -destination-port eOd

7. BRSEEEBHRETIAN |

network interface show
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cluster::*> network interface show -role Cluster

Vserver

Home

Logical
Interface

(network interface show)

Status
Admin/Oper

Current
Node

Current 1Is
Port

false

false

true

true

false

false

true

nl clusl

nl clus2

nl clus3

nl clus4

n2 clusl

n2 clus?2

n2 clus3

n2 clus4

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

8 entries were displayed.

8. RAPAELZ#AZR CL2 BESEMMRET EEIRE ¢

network port modify

Network

Address/Mask
10.10.0.1/24
10.10.0.2/24
10.10.0.3/24
10.10.0.4/24
10.10.0.5/24
10.10.0.6/24
10.10.0.7/24
10.10.0.8/24

nl

nl

nl

nl

n2

n2

n2

n2

ela

ela

e0d

e0d

ela

ela

e0d

e0d
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cluster::
cluster::
cluster::
cluster::

*>
W
*>
*>

network port
network port
network port
network port

modify -node
modify -node
modify -node
modify -node

nl
nl
n2
n2

-port
-port
-port
-port

e0b
elc
elb
elc

—-up-admin
—up-admin
-up-admin

—-up-admin

false
false
false
false
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{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE » JABEERFA
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network interface check cluster-connectivity start '# ‘network interface check

cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

VER DTEAT show BR S BEMEHAIE N Z AT 0 SEERIAETDEE o

clusterl::*> network interface check cluster-connectivity show

Source Destination Packet

Node Date LIF LIF Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 nl clusl none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus?2 none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none

Fi5E ONTAPhRZS

HNFRBEONTAPHRZ » fEth BRI LAEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>

11



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl ela 10.10.0.1
Cluster nl clus2 nl elb 10.10.0.2
Cluster nl clus3 nl elc 10.10.0.3
Cluster nl clus4 nl eld 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 elb 10.10.0.6
Cluster n2 clus3 n2 elc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.

O 0O 0O OO0 0O 00000 O O O O
AR DD W WWwWw NN R R e e
O 0O 0O OO0 0O O 00000 o O O O
W J o U1 ©® ~J & U1 © - o U o ~Jd o O

Larger than PMTU communication succeeds on 16 path(s)
RPC status:

4 paths up, 0 paths down (tcp check)

4 paths up, 0 paths down (udp check)

1. BARAES®N CN1610 35#a8s CL1 LAY ISL &8 13 = 16 ¢

12



shutdown

e

T EBHIETUN{AIRARA CN1610 32#18% CL1 ERY ISL 1518 13 E 16 ¢

(CL1)# configure

(CL1) (Config) # interface 0/13-0/16
(CL1) (Interface 0/13-0/16)# shutdown
(CL1) (Interface 0/13-0/16)# exit
(CL1) (Config) # exit

(CL1) #

2. 7£ CL1 #0 C2 Z R IBerF ISL :

e

LUFEHITE CL1 (GEIEIE 13-16) #1 C2 (GERHE e1/24/1-4) ZREIIEGEF ISL :

C2# configure

C2 (config)# interface port-channel 2

C2 (config-if)# switchport mode trunk

C2 (config-if)# spanning-tree port type network
C2 (config-if)# mtu 9216

C2 (config-if)# interface breakout module 1 port 24 map 10g-4x
C2 (config) # interface el/24/1-4

C2 (config-if-range)# switchport mode trunk

C2 (config-if-range) # mtu 9216

C2 (config-if-range)# channel-group 2 mode active
C2 (config-if-range) # exit

C2 (config-if)# exit

T—HBAE?
I RIS B R - S L. I ECRVERIR" o

BLEEIZIB LM CN1610 2B HEE 3132Q-V Al
FARBTYLESRERDO > LUE CN1610 A 2SBIS EIFTHY Nexus 3132Q-V A#ags o

1. FEFREENRL L > i RS CN1610 33Hags CL2 RS o

ERERMR - CURG A EIRS L EFRRVERIREITEIZE] Nexus 3132Q-V gz C2 o

13


cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html

2. 1 CN1610 3THa22 CL1 Y 13 & 16 SEEIZIBTEPRIN(E ISL 4843 o

BB ERICisco QSFP 8 SFP+ s B EIZ FIFEICisco 3132Q-V Hags C2 RUEZIE 1/24 FIRA
CN1610 33328 CL1 HUEEIR 13 E 16 ©

()  SEMEEERERENCisco 31320-V SHAEF » AR Ciscolt SR -

3. BEMF ISL HERME > 5515 58N CN1610 325 ERY ISL 7 3/1 SREAFEHEEER | no port-

channel static

bR EEE SR 11 Pl S a3 _ ERREN ISL Ky 3132Q-V 3488 C2 £V ISL sREHERT ©
g

T BB RINEER T AVEEE ISL 77E 3/1 © “no port-channel static' i ISL E1A&{LRIER S

(CL1)# configure

(CL1) (Config) # interface 3/1

(CL1) (Interface 3/1)# no port-channel static
(CL1) (Interface 3/1)# exit

(CL1) (Config) # exit

(CL1) #

4. 7575E0RY CN1610 354285 CL1 ERME# ISL13 E 16 ©
FETER)

LUT&54zRPE 7 1R ESI8 a1 E 3/1 _LERE) ISL EIZIE 13 £ 16 VB2 ©

(CL1) # configure

(CL1) (Config)# interface 0/13-0/16,3/1

(CL1) (Interface 0/13-0/16,3/1)# no shutdown
(CL1) (Interface 0/13-0/16,3/1)# exit

(CL1) (Config) # exit

(CL1) #

5. HESR ISL @E# "up 7E CN1610 3388 CL1 k

show port-channel

MSBERARAE | FEA up M4ERY) FEA Dynamic' B NEIZIEEE)) IEZA © True'd® 0/13 = 0/16 :

14



&

(CL1) # show port-channel 3/1

LoCal INterfacCe. i v it e ettt e ettt eeeeeanenn 3/1
Channel Name. .. ...ttt eteeeeeeeeeeeeeeeeeenens ISL-LAG
Link State.. ...ttt ittt ettt Up
AdmMin MOdE . v v i it ittt ittt et ettt enneeeeneeneans Enabled
D e o e e e et e et e e e aeeeeeeeeeeeeeeeeeeeaneennns Dynamic
Load Balance Option. ... et eeeteeeeeeeeneennns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10 Gb Full True
partner/long

0/14 actor/long 10 Gb Full True
partner/long

0/15 actor/long 10 Gb Full True
partner/long

0/16 actor/long 10 Gb Full True
partner/long

6. 5% ISL 2% % "up'1E 3132Q-V BRI C2 Lk

show port-channel summary



&

HIZIE Eth1/24/1 & Eth1/24/4 FE15~ (P) EEKEFTA OE ISL EiHRE T EZIE@BEREE o
Eth1/31 1 eth1/32 FEZR (D) RAEMZ R E R

C2# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (D) Ethl/32 (D)
2 Po2 (SU) Eth LACP Ethl/24/1(P) Ethl/24/2 (P)

Ethl/24/3 (P)
Ethl/24/4 (P)

7. TEFRAENEL ERUFEIREI 3132Q-V RXiREs C2 MFTA RS EEEHIR |
network port modify

FETEER

MR e 5 BRI ENERE 3132Q-V Xihgs C2 WEE L EEHIR

cluster::*> network port modify -node nl -port eOb -up-admin true
cluster::*> network port modify -node nl -port elc -up-admin true
cluster::*> network port modify -node n2 -port eOb -up-admin true
cluster::*> network port modify -node n2 -port elc -up-admin true

8. WEHFTA BB « BIRFIFTAERL L C2 WEETE LIF :

network interface revert

16
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cluster::*> network interface revert -vserver Cluster -1if nl clus2
cluster::*> network interface revert -vserver Cluster -1if nl clus3
cluster::*> network interface revert -vserver Cluster -1if n2 clus2

cluster::*> network interface revert -vserver Cluster -1if n2 clus3

9. BRFARE L EEFBRIN O MERIHIFIREIZE
network interface show

&

BUREBHIFREA clus2 R LIF EMERIERIRIE O » I BNR SR04 "7 P85 CORER ERIE”
AR LIF ERZHIRE © “true’ £ TREERI —1# - MREEEER false ABE LIF SR EHRIBEN o

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster

nl clusl up/up 10.10.0.1/24 nl ela
true

nl clus?2 up/up 10.10.0.2/24 nl e0b
true

nl clus3 up/up 10.10.0.3/24 nl elc
true

nl clus4 up/up 10.10.0.4/24 nl eOd
true

n2 clusl up/up 10.10.0.5/24 n2 ela
true

n2 clus?2 up/up 10.10.0.6/24 n2 elb
true

n2 clus3 up/up 10.10.0.7/24 n2 elc
true

n2 clus4 up/up 10.10.0.8/24 n2 e0d
true

8 entries were displayed.



10. FESPEEEEPN A BRI BELR !
network port show

T

MUTEHFIRBTRTEI—ELER © network port modify 5% ° EBEFTAMELREESTIEEE up

cluster::*> network port show -role Cluster

(network port show)

Node: nl

Broadcast Speed (Mbps) Health Ignore
Port IPspace Domain Link MTU Admin/Open Status Health
Status
ela cluster cluster up 9000 auto/10000 - -
eOb cluster cluster up 9000 auto/10000 = =
elc cluster cluster up 9000 auto/10000 = =
e0d cluster cluster up 9000 auto/10000 - -
Node: n2

Broadcast Speed (Mbps) Health Ignore
Port IPspace Domain Link MTU Admin/Open Status Health
Status
ela cluster cluster up 9000 auto/10000 = =
elb cluster cluster up 9000 auto/10000 = =
elc cluster cluster up 9000 auto/10000 = =
e0d cluster cluster up 9000 auto/10000 = =

8 entries were displayed.

. EsEEimeE B T EBVERIE

18



ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE » JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check

cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

VER DTEAT show BR S BEMEHAIE N Z AT 0 SEERIAETDEE o

clusterl::*> network interface check cluster-connectivity show

Source Destination Packet

Node Date LIF LIF Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 nl clusl none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus?2 none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none

Fi5E ONTAPhRZS

HNFRBEONTAPHRZ » fEth BRI LAEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>

19



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl ela 10.10.0.1
Cluster nl clus2 nl elb 10.10.0.2
Cluster nl clus3 nl elc 10.10.0.3
Cluster nl clus4 nl eld 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 elb 10.10.0.6
Cluster n2 clus3 n2 elc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.

O 0O 0O OO0 0O 00000 O O O O
AR DD W WWwWw NN R R e e
O 0O 0O OO0 0O O 00000 o O O O
W J o U1 ©® ~J & U1 © - o U o ~Jd o O

Larger than PMTU communication succeeds on 16 path(s)
RPC status:

4 paths up, 0 paths down (tcp check)

4 paths up, 0 paths down (udp check)

1. ERERNSER L > BERE—(EFEHN CN1610 88 CL1 RAEAINE :

20



network interface migrate

e

M EERIRET 7 8iRE n1 A0 n2 L IETEEAVERHEE LIF !

cluster::*> network interface migrate -vserver
—-destination-node nl -destination-port e0Ob
cluster::*> network interface migrate -vserver
—-destination-node nl -destination-port eOc
cluster::*> network interface migrate -vserver
—destination-node n2 -destination-port eOb
cluster::*> network interface migrate -vserver

—-destination-node n2 -destination-port eOc

2. EREREIAE

network interface show

Cluster

Cluster

Cluster

Cluster

-1if

-1if

-1if

-1if

nl clusl

nl clusé4

n2 clusl

n2 clus4

21
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LT ERIRRA > FrERIERE LIF EBBIEERMES C2 LEERRRREERIE

cluster::*> network interface show -role Cluster

Vserver

Home

Logical
Interface

(network interface show)

Status
Admin/Oper

Current
Node

Current 1Is
Port

true

true

false

false

true

true

false

nl clusl

nl clus2

nl clus3

nl clus4

n2 clusl

n2 clus?2

n2 clus3

n2 clus4

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

8 entries were displayed.

3. RARAFRA EhRG LEHER CL1 RUBNRLERHE ¢

22

network port modify

Network

Address/Mask
10.10.0.1/24
10.10.0.2/24
10.10.0.3/24
10.10.0.4/24
10.10.0.5/24
10.10.0.6/24
10.10.0.7/24
10.10.0.8/24

nl

nl

nl

nl

n2

n2

n2

n2

elOb

eOb

elc

elc

eOb

e0b

elc

elc



&

MUT SR AIRERUN{eIRARAEARE n1 Al n2 ERYHSTEERHE ¢

cluster::*> network port modify -node nl -port ela -up-admin false
cluster::*> network port modify -node nl -port e0d -up-admin false
cluster::*> network port modify -node n2 -port ela -up-admin false
cluster::*> network port modify -node n2 -port eOd -up-admin false

4. BERA;EED 3132Q-V 3THa88 C2 LAY ISL 518 24 ~ 31 #1132 :

shutdown

e

T EEHIRE RN {AIRARA &SN 3132Q-V 33H#ag3 C2 LAY ISL 24 ~ 31 132 :

C2# configure

C2 (config)# interface ethernet 1/24/1-4
C2 (config-if-range)# shutdown

C2 (config-if-range) # exit

C2 (config)# interface ethernet 1/31-32
C2 (config-if-range)# shutdown

C2 (config-if-range) # exit

C2 (config)# exit

C2#

5. IR TEREENEL &%) CN1610 33Hass CL1 WS4 -
FEAZENMHLE » SN BERFRA R EERIAEIZIREHEIEZT Nexus 3132Q-V 35#25 C1 o
6. 7% Nexus 3132Q-V C2 EIZIE e1/24 5F% QSFP 443 o

RABEE A IEMCisco QSFP LA a EEIS4RH C1 LY e1/31 F e1/32 EiSIREIES C2 £ e1/31 1
e1/32 EFIE o

7. RIEEIEIR 24 NECE » WEBEHUTARAMEER C2 ERERRFEEIZIEEE 2 ¢ running-configuration' X1
%l “startup-configuration' X ©

23



&

AT EERFIER T "running-configuration' X4 2| startup-configuration 34 :

C2# configure

C2 (config) # no interface breakout module 1 port 24 map 10g-4x
2 (config)# no interface port-channel 2

2 (config-if) # interface el/24

2 (config-if)# description 40GbE Node Port

# spanning-tree port type edge

2 (config-if)# spanning-tree bpduguard enable

2 (config-if)# mtu 9216

2 (config-if-range)# exit

(

(

( )
2 (config-if)

( )

( )

(

C2 (config)# exit

C2# copy running-config startup-config
G i N 0N O
Copy Complete.

8. £ C2 (GEEH 3132Q-V R#a2%) _LEYA ISL Ei%E 31 #0132 ¢

no shutdown

e

DT RUN{AI7E 3132Q-V 32#ag3 C2 ERREN ISL 31 #1 32 :

C2# configure

C2 (config)# interface ethernet 1/31-32

C2 (config-if-range)# no shutdown

C2 (config-if-range) # exit

C2 (config)# exit

C2# copy running-config startup-config

[HH#HHH S HF S H S H S 4] 1009
Copy Complete.

T—HRHE?
RERIRBEIRSE » TAL.RREE -

ZEE CN1610 33#223%) Nexus 3132Q-V S HIBEFS
SRR TR » LIERER5ERE CN1610 323223 Nexus 3132Q-V KiazzER o

24


cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html

$HER
1. BEsR ISL EAR 2B EE 'up 7 3132Q-V FARE C2 L :

show port-channel summary
EIZIR Eth1/31 F Eth1/32 [B457R "(P) EEAEME ISL ZEEIRERRE "up TEERIBEET

mEEE

Cl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s - Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31(P) Ethl/32 (P)

2. EFRAENRE_ERUFAEZ TR 3132Q-V g C1 AT RELEERIR

network port modify

g

LT &6 BN ERENREIZZIHTAY 3132Q-V T8k C1 WA SE S EHE ©

cluster::*> network port modify -node nl -port ela -up-admin true
cluster::*> network port modify -node nl -port e0d -up-admin true
cluster::*> network port modify -node n2 -port ela -up-admin true
cluster::*> network port modify -node n2 -port eOd -up-admin true

3. BncE e EENRLEIRIBARAL

network port show



&

MUTEafI8EEE 7 89 3132Q-V 33#ag8 C1 £MY n1 § n2 EHFMEBE R EEFIRYEER o up -

cluster::*> network port show -role Cluster
(network port show)

Node: nl

Broadcast Speed (Mbps) Health Ignore
Port IPspace Domain Link MTU Admin/Open Status Health
Status
ela cluster cluster up 9000 auto/10000 = =
e0b cluster cluster up 9000 auto/10000 - -
elc cluster cluster up 9000 auto/10000 = =
e0d cluster cluster up 9000 auto/10000 = =
Node: n2

Broadcast Speed (Mbps) Health Ignore
Port IPspace Domain Link MTU Admin/Open Status Health
Status
ela cluster cluster up 9000 auto/10000 - -
elb cluster cluster up 9000 auto/10000 = =
elc cluster cluster up 9000 auto/10000 = =
e0d cluster cluster up 9000 auto/10000 - -

8 entries were displayed.

4. BEEFFECBREELE LIF » 5L LIF RYVEIZIFTAEES LA C1 ¢
network interface revert

RETEE

AR BRENRE LIF BRI HRIERR

cluster::*> network interface revert -vserver Cluster -1if nl clusl
cluster::*> network interface revert -vserver Cluster -1if nl clus4
cluster::*> network interface revert -vserver Cluster -1if n2 clusl
cluster::*> network interface revert -vserver Cluster -1if n2 clusé

26



. FRRESANT E B EEE EFARSS -
network interface show

T

LUFEEBIRER 7T B E T EZEORMAREE ¢ "up'# “Is home ¥t n1 #1 n2 :

cluster::*> network interface show -role Cluster

(network interface show)

Logical Status Network Current Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster

nl clusl up/up 10.10.0.1/24 nl ela
true

nl clus2 up/up 10.10.0.2/24 nl e0b
true

nl clus3 up/up 10.10.0.3/24 nl elc
true

nl clus4 up/up 10.10.0.4/24 nl e0d
true

n2 clusl up/up 10.10.0.5/24 n2 ela
true

n2 clus2 up/up 10.10.0.6/24 n2 e0b
true

n2 clus3 up/up 10.10.0.7/24 n2 elc
true

n2 clus4 up/up 10.10.0.8/24 n2 e0d
true

8 entries were displayed.
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ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE » JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

VER DTEAT show BR S BEMEHAIE N Z AT 0 SEERIAETDEE o

clusterl::*> network interface check cluster-connectivity show

Source Destination Packet

Node Date LIF LIF Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 nl clusl none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus?2 none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none

Fi5E ONTAPhRZS

HNFRBEONTAPHRZ » fEth BRI LAEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl ela 10.10.0.1
Cluster nl clus2 nl elb 10.10.0.2
Cluster nl clus3 nl elc 10.10.0.3
Cluster nl clus4 nl eld 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 elb 10.10.0.6
Cluster n2 clus3 n2 elc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.

O 0O 0O OO0 0O 00000 O O O O
AR DD W WWwWw NN R R e e
O 0O 0O OO0 0O O 00000 o O O O
W J o U1 ©® ~J & U1 © - o U o ~Jd o O

Larger than PMTU communication succeeds on 16 path(s)
RPC status:

4 paths up, 0 paths down (tcp check)

4 paths up, 0 paths down (udp check)

1. #EBTE Nexus 3132Q-V EER P HILERRIEREESE
2. BEERECEFRENEN -



30

network device-discovery show
network port show -role cluster
network interface show -role cluster

system cluster-switch show



&

LUT&H88 7 Bi%5 n3 1 nd > ©EFfI953EIR 40 GbE HEEIZIBERET| Nexus 3132Q-V EEXR
12389 e1/7 F e1/8 i » W HiIEMIBEEZAEEMAEE o FAHB 40 GbE BHETREIRA eda

ede o

cluster::*> network device-discovery show

Local Discovered
Node Port Device Interface Platform
nl /cdp
ela Cc1l Ethernetl/1/1 N3K-C3132Q-V
eOb C2 Ethernetl/1/1 N3K-C31320-V
elc C2 Ethernetl/1/2 N3K-C3132Q-V
e0d Cc1l Ethernetl/1/2 N3K-C3132Q-V
n2 /cdp
ela c1l Ethernetl/1/3 N3K-C3132Q-V
e0b C2 Ethernetl/1/3 N3K-C31320-V
elc C2 Ethernetl/1/4 N3K-C31320-V
e0d Cc1l Ethernetl/1/4 N3K-C3132Q-V
n3 /cdp
eda cl Ethernetl/7 N3K-C31320-V
ede C2 Ethernetl/7 N3K-C3132Q0-V
n4 /cdp
eda Cl Ethernetl/8 N3K-C3132Q0-V
ede C2 Ethernetl/8 N3K-C3132Q-V

12 entries were displayed.

cluster::*> network port show -role cluster
(network port show)

Node: nl

Broadcast Speed (Mbps) Health
Ignore
Port IPspace Domain Link MTU Admin/Open Status
Health Status
ela cluster cluster up 9000 auto/10000 = =
elb cluster cluster up 9000 auto/10000 - -
elc cluster cluster up 9000 auto/10000 = =
e0d cluster cluster up 9000 auto/10000 = =
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Node: n2

Ignore
Port IPspace
Health Status

Broadcast

Domain

MTU

Speed (Mbps)

Admin/Open

Health

Status

ela cluster
e0b cluster
elc cluster

el0d cluster

Node: n3
Ignore
Port IPspace

Health Status

cluster
cluster
cluster
cluster

Broadcast

Domain

up
up
up
up

9000
9000
9000
9000

MTU

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Open

Health

Status

eda cluster
ede cluster
Node: ni4
Ignore

Port IPspace

Health Status

cluster
cluster

Broadcast

Domain

up
up

9000
9000

MTU

auto/40000
auto/40000

Speed (Mbps)

Admin/Open

Health

Status

eda cluster
ede cluster

12 entries were displayed.

cluster
cluster

up
up

9000
9000

auto/40000
auto/40000



cluster::*> network interface show -role Cluster
(network interface show)

Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster

nl clusl up/up 10.10.0.1/24 nl ela
true

nl clus2 up/up 10.10.0.2/24 nl e0b
true

nl clus3 up/up 10.10.0.3/24 nl elc
true

nl clus4 up/up 10.10.0.4/24 nl e0d
true

n2 clusl up/up 10.10.0.5/24 n2 ela
true

n2 clus?2 up/up 10.10.0.6/24 n2 e0b
true

n2 clus3 up/up 10.10.0.7/24 n2 elc
true

n2 clus4 up/up 10.10.0.8/24 n2 e0d
true

n3 clusl up/up 10.10.0.9/24 n3 eda
true

n3 clus2 up/up 10.10.0.10/24 n3 ede
true

n4 clusl up/up 10.10.0.11/24 n4 eda
true

n4 clus?2 up/up 10.10.0.12/24 n4 ede
true

12 entries were displayed.



cluster::> system cluster-switch show

Switch

Cl
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

C2
NX3132V

Serial Number:
Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

CL1

Serial Number:

Is Monitored:
Reason:

Software Version:

Version Source:

CL2
CN1610

Serial Number:

Is Monitored:
Reason:

Software Version:

Version Source:

Type Address Model

cluster-network 10.10.1.103

FOX000001
true

Cisco Nexus Operating System (NX-0S)

7.0(3)I4(1)
CDP

cluster—-network 10.10.1.104

FOX000002

true

Cisco Nexus Operating System (NX-0S)

7.0(3)I4(1)
CDP

cluster-network 10.10.1.101 CN1610
01234567

true

1.2.0.7
ISDP

cluster—-network 10.10.1.102

01234568

true

1.2.0.7
ISDP

4 entries were displayed.

3. YNREHERY CN1610 3TIARRRA BBEIR - AREBMR ¢
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system cluster-switch delete

e

LU a6 R min{a#riEl CN1610 Rk :

cluster::> system cluster-switch delete -device CL1

cluster::> system cluster-switch delete -device CL2

mETEEH

cluster:

-revert

cluster:

-revert
cluster
—revert
cluster

-revert

:*> network
true
:*> network
true
::*> network
true
::*> network

true

interface

interface

interface

interface

O. MR EHIERRB EIRIREITERE

system cluster-switch show

. BEEB#E clus1 f clus4 & “-auto-revert TS E &R FFET :

modify -vserver

modify -vserver

modify -vserver

modify -vserver

nodel

nodel

node?2

node?2

-1if

-1if

-1if

-1if

clusl

clus4

clusl

clus4

—auto

—auto

—auto

—auto
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&

cluster::> system cluster-switch show

Switch
Model

Cl
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Version

Version Source:

C2
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Version

Version Source:

Type Address

cluster—-network 10.10.1.103

FOX000001

true

Cisco Nexus Operating System (NX-0S) Software,

7.0(3)I4(1)
CDP

cluster—-network 10.10.1.104

FOX000002
true

Cisco Nexus Operating System (NX-0S) Software,

7.0(3)I4(1)
CDP

2 entries were displayed.

MREEFREFRIUEN -

T EHE?
TR BB R TN I E s ERRE o
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A5 AN AutoSupportsl ST -

system node autosupport invoke -node * -type all -message MAINT=END
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