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autosupport invoke -node * -type all -message MAINT=xh

x BHEERENFERR > BAIA/)\E -

(D) BRI AR - LUEr

2. EETRECEFRENEN

network device-discovery show

g

WUTEMETR T SEHH L SERERE

MR LB BEIIEM -

EXMRICENRE T EEEONHE !

cluster::> network device-discovery show

Local
Node Port

n2 /cdp

Discovered

Device

CL1
CL2
CL2
CL1

CL1
CL2
CL2
CL1

8 entries were displayed.

3. ESERENENEEIEIFARRE

a. BT ERIREE

network port show

Interface

Ethernetl/1
Ethernetl/1
Ethernetl/2
Ethernetl/2

Ethernetl/3
Ethernetl/3
Ethernetl/4
Ethernetl/4

. system node

Platform

N5K-C5596UP
N5K-C5596UP
N5K-C5596UP
N5K-C5596UP

N5K-C5596UP
N5K-C5596UP
N5K-C5596UP
N5K-C5596UP

BIKIB TP EEZEEHE Cisco Nexus 5596 35125815 FlCisco Nexus 3132Q-V 33§ o
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cluster::*> network port show —-role cluster

(network port show)

Node: nl

Ignore

Health

Port
Status

Broadcast Domain Link MTU

Speed (Mbps)

Admin/Oper

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Broadcast Domain

up 9000
up 9000
up 9000
up 9000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

8 entries

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

were displayed.

a. BEEEE/TEEN - + network interface show

Link MTU
up 9000
up 9000
up 9000
up 9000

auto/10000

auto/10000

auto/10000

auto/10000

Health

Status

Health

Status
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cluster::*> network interface show -role cluster

(network interface show)

Current
Vserver
Port

Logical
Is

Interface

Status

Network

Admin/Oper Address/Mask

Cluster

ela

eOb

elc

el0d

ela

eOb

elc

el0d

nl clusl
true

nl clus2
true

nl clus3
true

nl clusé4
true

n2 clusl
true

n2 clus2
true

n2 clus3
true

nZ2 clusé4
true

up/up

up/up

up/up

up/up

up/up

up/up

up/up

8 entries were displayed.

b. BEREZIRAVES

ERRISMERIERN | + system cluster-switch show

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

.1/24

.2/24

.3/24

.4/24

.5/24

.6/24

.7/24

.8/24

Current

Node

nl

nl

nl

nl

n2

n2

n2

n2
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cluster::*> system cluster-switch show

Switch Type Address
Model

CL1 cluster—-network 10.10.1.101
NX5596

Serial Number: 01234567
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version
7.1 (1)N1(1)
Version Source: CDP
CL2 cluster-network 10.10.1.102
NX5596
Serial Number: 01234568
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version
7.1 (1)N1(1)
Version Source: CDP

2 entries were displayed.

. B&TE “-auto-revert' 28) false’ TEMEEIRL R E LIF clus1 # clus2 L :

network interface modify
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cluster::*> network interface modify -vserver nodel -1if clusl
-revert false
cluster::*> network interface modify -vserver nodel -1if clus2
-revert false
cluster::*> network interface modify -vserver node2 -1if clusl
-revert false
cluster::*> network interface modify -vserver node2 -1if clus?2
-revert false

—auto

—auto

—auto

—auto

o. HERNERBERIZERIER 3132Q-V 32iss L L& 7HEMER RCF MR » IETHERMIEEET > FILIFER

ETNEZE ~ FERRAINLSE o
IER IS A2 Ry S mERRE o INRFBEFA R RCF MR > sHIKIE TFIDERRE
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E2H TONTAP 8.x HEShRAZEMERERIBSERTEETH BHE - AREEHEIIRE o

EESHRERAIREA > 520 ONTAP 8.x N E SRR AR EERTIRBR THER -
6. B EIFEHAMIE — A Nexus 5596 3123 HHRARY LIF :

network interface migrate
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cluster::*> network
-source-node nl -
destination-node nl
cluster::*> network
-source-node nl -
destination-node nl
cluster::*> network
-source-node n2 -
destination-node n2
cluster::*> network
-source-node n2 -

destination—-node n2

SR SRR BRI -

network interface show

interface migrate

-destination-port

interface migrate

-destination-port

interface migrate

-destination-port

interface migrate

-destination-port

—-vsServer

ela

—-vsServer

el0d

—vserver

ela

—vserver

el0d

Cluster

Cluster

Cluster

Cluster

-1if

-1if

-1if

-1if

nl clus2

nl clus3

n2 clus2

n2 clus3
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&

WUTEHIETR T BI—E4SR o “network interface migrate 3% -

cluster::*> network interface show -role cluster

(network interface show)

Current

Node

nl

nl

nl

nl

n2

n2

n2

n2

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Port Home
Cluster

nl clusl up/up 10.10.0.1/24
ela true

nl clus2 up/up 10.10.0.2/24
ela false

nl clus3 up/up 10.10.0.3/24
e0d false

nl clus4 up/up 10.10.0.4/24
eld true

n2 clusl up/up 10.10.0.5/24
ela true

n2 clus2 up/up 10.10.0.6/24
ela false

n2 clus3 up/up 10.10.0.7/24
eld false

n2 clus4 up/up 10.10.0.8/24
eld true

8 entries were displayed.

RARAEAZIAES CL2 BRSEGRNRE T EERIE !
network port modify

g

W TFap< iR n1 # n2 LBYISEWD > (EX4/RRARIFRA 8% ERYIRO -

cluster::*> network port modify -node nl -port
cluster::*> network port modify -node nl -port
cluster::*> network port modify -node n2 -port
cluster::*> network port modify -node n2 -port

e0b
elc
e0b

elc

-up-admin
-up-admin
—-up-admin

—-up-admin

false
false
false

false
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ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE » JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

VER DTEAT show BR S BEMEHAIE N Z AT 0 SEERIAETDEE o

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss
nl
3/5/2022 19:21:18 -06:00 nl clus2 n2 clusl none
3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2 none
n2
3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none
3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none
Fi5E ONTAPhRZS

HNFRBEONTAPHRZ » fEth B LUfEA “cluster ping-cluster -node <name> 1@ & EIZFMMNH S ¢

cluster ping-cluster -node <name>



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl efa 10.10.0.1
Cluster nl clus2 nl eO0b 10.10.0.2
Cluster nl clus3 nl e0c 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 eOc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10.0.4 to Remote 10.10.0.8

Larger than PMTU communication succeeds on 16 path(s)

RPC status:

4 paths up, 0 paths down (tcp check)

clic el leleNeNeleNeleNe el
DR D W WW W NNNR R R R
O O 0O 0O O O O O OO0 O O o O O
Jd oy U1 0 - o U1 © ~J o U1l @ ~J o O

4 paths up, 0 paths down (udp check)

1. RERAEEN Nexus 5596 3328 CL1 LAY ISL ZiHIE 41 F 48 ¢



&

LUF &6 B analBaR] Nexus 5596 333228 CL1 ERY ISL 3538 41 £ 48 :

(CL1)# configure

(CL1) (Config) # interface el1/41-48
(CL1) (config-if-range)# shutdown
(CL1) (config-if-range) # exit
(CL1) (Config) # exit

(CL1) #

AR IREEH Nexus 5010 3§ 5020 » :EI5TE ISL B FEEISIRTERE o
2. £ CL1 1 C2 Z R IBERE ISL ©

ey itll

T EHIETUN{AE CL1 Al C2 Z IR ILERRT ISL :

C2# configure

C2 (config)# interface port-channel 2
C2
C2
C2
C2
C2
C2
C2
C2
C2
C2

config-if)# switchport mode trunk

config-if)# spanning-tree port type network

config-if)# mtu 9216

config-if)# interface breakout module 1 port 24 map 10g-4x
config)# interface el/24/1-4

config-if-range) # switchport mode trunk

config-if-range) # mtu 9216

config-if-range) # channel-group 2 mode active
config-if-range) # exit

~ o~ o~ o~ o~ o~ o~~~ —~

config-if)# exit

T—E2MHE?
MEF R BREE R » AL "BEE TR ERE" o
BB IR LAIE 5596 323812 E 3132Q-V A4

FHIRB TS EREIRDO > LUENE Nexus 5596 H12BIEEIFHAY Nexus 3132Q-V i
58

1. 7EPRAEIRE L > FBFRERER] Nexus 5596 32188 CL2 KPR B4 o

14


cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html
cn5596-configure-ports.html

FRAZENEE  BFA R _LERIEREEEET Nexus 3132Q-V 88 C2 ©
2. % Nexus 5596 2% CL2 #PRFIBEEME o

1 &ERICisco QSFP & SFP+ DAg EAEEIZETIHAICisco 3132Q-V 32428 C2 HYERER 1/24 F1IRE Nexus
5596 CL1 RYEFZFIE 45 F 48 ©

3. HEFR/TE eth1/45-48 2B BE7F7E “channel-group 1 mode active 1E EIE{TREF o
4. 1E7EEHY Nexus 5596 Xias CL1 LRI ISL3BIFIR 45 £ 48 ©

g

LUT &6 B RINARRED ISL BY 45 F 48 SEEIEIE .

(CL1) # configure

(CL1) (Config) # interface el1/45-48
(CL1) (config-if-range) # no shutdown
(CL1) (config-if-range) # exit

(CL1) (Config) # exit

(CL1) #

5. FE:2 ISL BE % "up £ Nexus 5596 3Z#igs CL1 Lk :

show port-channel summary

15



&

eth1/45 £ eth1/48 EHHERIRT (P) » R ISL EHIRS "up TEERIREES !

Example
CL1# show port-channel summary
Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/41 (D) Ethl/42 (D)
Ethl1/43 (D)
Ethl/44 (D) Ethl1/45 (P)
Ethl/46 (P)
Ethl1/47 (P) Ethl/48 (P)

6. HESD ISL 2574 "up 7 3132Q-V FRA C2 L :

show port-channel summary

16



&

FEIZIB eth1/24/1 ~ eth1/24/2 ~ eth1/24/3 F eth1/24/4 FERER (P) » &R ISL EIFIBA "up (HEISIBE
Erh

C2# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (D) Ethl/32 (D)
2 Po2 (SU) Eth LACP Ethl/24/1 (P) Ethl/24/2 (P)

Ethl/24/3 (P)
Ethl/24/4 (P)

7. IFREEREE L > BRENEREE 3132Q-V A8 C2 MWFTE B E T EERFIE ©

network port modify

s

M &5 RMUNEITEERRE n1 #1 n2 _ERIBNIEERVERIR !

cluster::*> network port modify -node nl -port eOb -up-admin true
cluster::*> network port modify -node nl -port elOc -up-admin true
cluster::*> network port modify -node n2 -port eOb -up-admin true
cluster::*> network port modify -node n2 -port elc -up-admin true

8. FEFFREHEIR L - BIRFIA BB RERE C2IVERERE LIF !

network interface revert
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&

LT sfIER T B RHNEE

cluster::
cluster::
k>
3>

cluster:
cluster:

RSO A B B ER IR B MEERA

*>
W

network
network
network

network

network interface show

LIF e R EIERES n1 F0 n2 ERIREAEREE |

interface
interface
interface

interface

]

revert
revert
revert

revert

iE -

—-vserver
—vserver
—vserver

—-vserver

Cluster
Cluster
Cluster
Cluster

-1if
-1if
-1if
-1if

nl clus2
nl clus3
n2 clus?2
n2 clus3



&

LUF&EIZRAA clus2 ERY LIF EERIERRED » 3 BINR Er1m 05 aym OREA B IRE”
BIIZRT LIF BRIHRIE © “true'7E 'Is Home 1+ o W18 "Is Home B2 “false LIF &R HEH o

cluster::*> network interface show -role cluster

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
elb true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
eld true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

8 entries were displayed.

10. CREESDE SRIEIHIREIELR |

network port show



&

L%(F%ﬁ%@ﬁ?ﬁﬁ—@%%° network port modify 35% ’ BEFMEBMELEESEHEERE "up

cluster::*> network port show -role cluster
(network port show)

Node: nl
Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
elb Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -
Node: n2
Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
e0b Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -

8 entries were displayed.



ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE » JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER DTEAT show BR S BEMEHAIE N Z AT 0 SEERIAETDEE o

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss
nl
3/5/2022 19:21:18 -06:00 nl clus2 n2 clusl none
3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2 none
n2
3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none
3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none
Fi5E ONTAPhRZS

HNFRBEONTAPHRZ » fEth B LUfEA “cluster ping-cluster -node <name> 1@ & EIZFMMNH S ¢

cluster ping-cluster -node <name>



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl efa 10.10.0.1
Cluster nl clus2 nl eO0b 10.10.0.2
Cluster nl clus3 nl e0c 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 eOc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10.0.4 to Remote 10.10.0.8

Larger than PMTU communication succeeds on 16 path(s)

RPC status:

4 paths up, 0 paths down (tcp check)

clic el leleNeNeleNeleNe el
DR D W WW W NNNR R R R
O O 0O 0O O O O O OO0 O O o O O
Jd oy U1 0 - o U1 © ~J o U1l @ ~J o O

4 paths up, 0 paths down (udp check)

1. EEREPHNSEHR L > BREAS—EZEHAY Nexus 5596 32#igs CL1 RAHAYSTHE

network interface migrate

22



2. BRI

&

cluster::*> network
-source-node nl -
destination-node nl
cluster::*> network
-source-node nl -
destination-node nl
cluster::*> network
-source-node n2 -
destination-node n2
cluster::*> network
-source-node n2 -

destination—-node n2

=mm

network interface show

interface migrate

-destination-port

interface migrate

-destination-port

interface migrate

-destination-port

interface migrate

-destination-port

DU SEAIRETR 7 80RE n1 0 n2 EIEFEBTERVEIHESY LIF !

—-vsServer

e0b

—-vsServer

elc

—vserver

e0b

—vserver

elc

Cluster

Cluster

Cluster

Cluster

-1if

-1if

-1if

-1if

nl clusl

nl clusé4

n2 clusl

nZ2 clusé4

23



&

LT ERIRRA > FrERIERE LIF EBBIEERMES C2 LEERRRREERIE

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
elb false

nl clus2 up/up 10.10.0.2/24 nl
e0b true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
elc false

n2 clusl up/up 10.10.0.5/24 n2
eOb false

n2 clus2 up/up 10.10.0.6/24 n2
e0b true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
elc false

8 entries were displayed.

3. FEFREERRE L - BARAEREE] CL1 ROERREEIRIE ¢

network port modify

24



&

MR EBHIRER 7 28RS n1 0 n2 LRABATEE EHHERIIEN -

cluster::*> network port modify -node nl -port ela -up-admin false
cluster::*> network port modify -node nl -port e0d -up-admin false
cluster::*> network port modify -node n2 -port ela -up-admin false
cluster::*> network port modify -node n2 -port eOd -up-admin false

4. BERA;EED 3132Q-V 3THa88 C2 LAY ISL 518 24 ~ 31 #1132 :

shutdown

e

DUF SRR Un{aIRARA ISL 24 ~ 31 F1 32 :

C2# configure

C2 (Config)# interface el/24/1-4
config-if-range) # shutdown
config-if-range) # exit
config)# interface 1/31-32
config-if-range) # shutdown

C2 (
C2 (
C2 (
C2 (
C2 (config-if-range) # exit
C2 (

config-if)# exit
C2#

5. EFRE L E > #8PREIEE] Nexus 5596 Xii28 CL1 FRE B4 o
R ENEE > SATA B, _ LERE RIS EHEET) Nexus 3132Q-V 331838 C1 -
6. 1t Nexus 3132Q-V C2 E1ZIE e1/24 #8bk QSFP D4R4E4R o

fEAZIEMICisco QSFP YL B IR EE 5 1§ C1 LAVEIHIR e1/31 F e1/32 3BIHE C2 LHVEIIR 1/31
M e1/320

7. ITARERRE 24 ACE - WSkR C2 ERERFPERHBRIE 2 ¢

25



C2# configure

C2 (config) # no interface breakout module 1 port 24 map 10g-4x
2 (config) # no interface port-channel 2

2 (config-if)# int el/24

2 (config-if)# description 40GbE Node Port

# spanning-tree port type edge

2 (config-if)# spanning-tree bpduguard enable

2 (config-if)# mtu 9216

2 (config-if-range) # exit

(

(

( )
2 (config-if)

( )

( )

(

C2 (config) # exit

C2# copy running-config startup-config
(H#HFHAHAHFEHEHF R AR AR HHH A A F AR E R AR HH] 1005
Copy Complete.

8. 7£ C2 (Z#BY 3132Q-V XXies) LEYA ISL E#%38 31 #1132 : no shutdown

e

LUTFEEFIRRINATE 3132Q-V 3Z#ags C2 FRAE) ISL 31 #0132 :

C2# configure

C2 (config) # interface ethernet 1/31-32

C2 (config-if-range)# no shutdown

C2 (config-if-range) # exit

C2 (config)# exit

C2# copy running-config startup-config
[HH4##HHHSHFHSH A H S H4] 1009
Copy Complete.

T—HRMHE?
BRSBTS E - TAL.. SHEE o

SERIE Nexus 5596 3232252l Nexus 3132Q-V 3THABSHIETE

SERA T ER » BIRI5ERk Nexus 5596 331235 Nexus 3132Q-V 323HYER o

25%
1. MY ISL ERERIER "up' 7E 3132Q-V Bk C2 L :

show port-channel summary

26


cn5596-complete-migration.html
cn5596-complete-migration.html
cn5596-complete-migration.html
cn5596-complete-migration.html
cn5596-complete-migration.html
cn5596-complete-migration.html
cn5596-complete-migration.html
cn5596-complete-migration.html
cn5596-complete-migration.html

&

I8 Eth1/31 0 Eth1/32 &I~ (P) EEMKEMIE ISL FIZBE 2 up EEFIE@EET ©

Cl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
- Suspended r - Module-removed

S
S - Switched R - Routed

U - Up (port-channel)

M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

2. EFREENEL L - ERENEIZEIFR 3132Q-V K83 C1 MFrE S EEERE |
network port modify

g

DU EEMIRETR 772 3132Q-V 3288 C1 £ n1 M n2 BB B E B EEIFR |

cluster::*> network port modify -node nl -port ela -up-admin true
cluster::*> network port modify -node nl -port e0d -up-admin true
cluster::*> network port modify -node n2 -port ela -up-admin true
cluster::*> network port modify -node n2 -port e0d -up-admin true

3. BncE e EENRLEIRIBARAS

network port show



&

LT EEAIERSE 7 HBY 3132Q-V 32#ds C1 LFTAEMNFMAREREERBRTEEE R © up

cluster::*> network port show -role cluster
(network port show)

Node: nl
Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
e0b Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -
Node: n2
Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
elb Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -

8 entries were displayed.

4. EFREER L RISENEE LIF BRI HRGERR

28



network interface revert

e

M EHIRER T 5 E SRS LIF 1E61%S n1 Ml n2 BIERFIEFREEZRNER |

cluster:
cluster:
cluster:
cluster::

WD
QWD
3w

*>

network
network
network

network

S BN HERENEMEE

network interface show

interface
interface
interface

interface

revert
revert
revert

revert

—vserver

—-vserver

—vserver

—vserver

Cluster -1if
Cluster -1if
Cluster -1if
Cluster -1if

nl clusl
nl clus4
n2 clusl
n2 clus4

29



&

LT EHIEER T BE T EZOAREE ¢ "up' M 'Is home 5 n1 1 n2 :

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
elb true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
e0d true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
eld true

8 entries were displayed.



ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE » JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER DTEAT show BR S BEMEHAIE N Z AT 0 SEERIAETDEE o

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss
nl
3/5/2022 19:21:18 -06:00 nl clus2 n2 clusl none
3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2 none
n2
3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none
3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none
Fi5E ONTAPhRZS

HNFRBEONTAPHRZ » fEth B LUfEA “cluster ping-cluster -node <name> 1@ & EIZFMMNH S ¢

cluster ping-cluster -node <name>



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl efa 10.10.0.1
Cluster nl clus2 nl eO0b 10.10.0.2
Cluster nl clus3 nl e0c 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 eOc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10.0.4 to Remote 10.10.0.8

Larger than PMTU communication succeeds on 16 path(s)

RPC status:

4 paths up, 0 paths down (tcp check)

clic el leleNeNeleNeleNe el
DR D W WW W NNNR R R R
O O 0O 0O O O O O OO0 O O o O O
Jd oy U1 0 - o U1 © ~J o U1l @ ~J o O

4 paths up, 0 paths down (udp check)

1. ZEBTE Nexus 3132Q-V BEIIABRPIMEEHRRIERREE
2. ETREPRENEN

32



network device-discovery show
network port show -role cluster
network interface show -role cluster

system cluster-switch show
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LUT&H88 7 Bi%5 n3 1 nd > ©EFfI953EIR 40 GbE HEEIZIBERET| Nexus 3132Q-V EEXR
#25MY e1/7 M e1/8 O > W HEMBEEEEREMARELE o FHM 40 GbE BEREIRA eda ]

ede o

cluster::> network device-discovery show
Local Discovered

Node Port Device Interface Platform
nl /cdp

ela C1l Ethernetl/1/1 N3K-
C3132Q0-V

e0b c2 Ethernetl/1/1 N3K-
C3132Q-V

elc c2 Ethernetl/1/2 N3K-
C3132Q-V

e0d c1l Ethernetl/1/2 N3K-
C3132Q-V
n2 /cdp

ela C1l Ethernetl/1/3 N3K-
C3132Q0-V

elb c2 Ethernetl/1/3 N3K-
C3132Q-V

elc c2 Ethernetl/1/4 N3K-
C3132Q-V

e0d c1l Ethernetl/1/4 N3K-
C3132Q0-V
n3 /cdp

eda C1l Ethernetl/7 N3K-
C3132Q0-V

ede C2 Ethernetl/7 N3K-
C3132Q-V
n4 /cdp

eda Cc1l Ethernetl/8 N3K-
C3132Q-V

ede C2 Ethernetl/8 N3K-
C3132Q-V

12 entries were displayed.

cluster::*> network port show -role cluster
(network port show)
Node: nl



Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

ela Cluster Cluster up 9000 auto/10000 -
;Ob Cluster Cluster up 9000 auto/10000 -
;Oc Cluster Cluster up 9000 auto/10000 -
;Od Cluster Cluster up 9000 auto/10000 -
Node: n2
Ignore

Speed (Mbps)

Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000 -
;Ob Cluster Cluster up 9000 auto/10000 -
;Oc Cluster Cluster up 9000 auto/10000 -
;Od Cluster Cluster up 9000 auto/10000 -
Node: n3
Ignore

Speed (Mbps)

Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

eda Cluster Cluster up 9000 auto/40000 -

ede Cluster Cluster up 9000 auto/40000 -
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Node: n4

Ignore

Health

Port
Status

Health
IPspace
Status

Cluster

Broadcast Domain Link MTU

Cluster

Cluster

12 entries were displayed.

up

up

9000

9000

Speed (Mbps)

Admin/Oper

auto/40000

auto/40000



cluster::*> network interface show -role cluster

(network interface show)

Current
Vserver
Port

Logical
Is

Interface

Status

Network

Admin/Oper Address/Mask

Cluster

ela

e0b

elc

e0d

ela

e0b

elc

e0d

eda

ede

eda

ede

nl clusl
true

nl clus2
true

nl clus3
true

nl clus4
true

nZ2 clusl
true

n2 clus2
true

n2 clus3
true

n2 clus4
true

n3 clusl
true

n3 clus2
true

nd4 clusl
true

n4 clus2
true

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

12 entries were displayed.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

.1/24

.2/24

.3/24

.4/24

.5/24

.6/24

.7/24

.8/24

.9/24

.10/24

.11/24

.12/24

Current

Node

nl

nl

nl

nl

n2

n2

n2

n2

n3

n3

n4

n4
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cluster::*> system cluster-switch show

Switch
Model

Cl
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

C2
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

CL1
NX5596

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

CL2
NX5596

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

Type Address

cluster—-network 10.10.1.103

FOX000001

true

Cisco Nexus Operating System (NX-0S)

7.0(3)I4(1)
CDP

cluster—-network 10.10.1.104

FOX000002

true

Cisco Nexus Operating System (NX-0S)

7.0(3)I4(1)
CDP

cluster—-network 10.10.1.101

01234567

true

Cisco Nexus Operating System (NX-0S)

7.1(1)NI(1)
CDP

cluster—-network 10.10.1.102

01234568

true

Cisco Nexus Operating System (NX-0S)

7.1(1)NI(1)
CDP

4 entries were displayed.



3. MRIHEHB Nexus 5596 ;2B HENEMA »

system cluster-switch delete

T

LUT &6 B i@z Nexus 5596 :

A ELASRR -

cluster::> system cluster-switch delete -device CL1

cluster::> system cluster-switch delete -device CL2

4. BLEZEE clus1 M clus2 EBEEE EBHER » WHEST o

e

cluster:

-revert

cluster:

-revert

cluster:

—-revert

cluster:

-revert

:*> network
true
:*> network
true
:*> network
true
:*> network

true

interface

interface

interface

interface

O. MR EHIERMB EIRIREITERE |

system cluster-switch show

modify -vserver

modify -vserver

modify -vserver

modify -vserver

nodel

nodel

node?2

node?2

-1if

-1if

-1if

-1if

clusl

clus?2

clusl

clus2

—auto

—auto

—auto

—auto
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cluster::> system cluster-switch show

Switch Type Address
Model
Cl cluster-network 10.10.1.103
NX3132V
Serial Number: FOX000001
Is Monitored: true

Reason:
Software Version:

Version

Version Source:

Cisco Nexus Operating System (NX-0S) Software,

7.0(3)I4(1)
CDP

C2 cluster-network 10.10.1.104
NX3132V
Serial Number: FOX000002
Is Monitored: true

Reason:
Software Version:

Version

Version Source:

Cisco Nexus Operating System (NX-0S) Software,

7.0(3)I4(1)
CDP

2 entries were displayed.

6. MREEFRBEEBRIUEGITIEE » FFEBYIAutoSupportsflE BRI ZINEE

system node autosupport invoke -node * -type all -message MAINT=END

T—HRME?
SEREIRIRERE - (AT R E S R
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