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4. BREENHTIBFETREBRERRRENET > Nexus 92300YC IR E A ARKENBIR © #IA yes BIRTHERLE
1BIR > PILRBEERE °

BTAREESRPRE °

e

$ VDC-1 %$ $POAP-2-POAP INFO: - Abort Power On Auto Provisioning
[yes - continue with normal setup, skip - bypass password and basic
configuration, no - continue with Power On Auto Provisioning]
(yes/skip/no) [no]: y

Disabling POAP....... Disabling POAP

2019 Apr 10 00:36:17 switch %$ VDC-1 %$ poap: Rolling back, please
wait... (This may take 5-15 minutes)

-—-—— System Admin Account Setup ----

Do you want to enforce secure password standard (yes/no) [y]:

o B y BEIITRETIBRE

Do you want to enforce secure password standard (yes/no) [yl: ¥y

6. WAL EIRECAENZEN

Enter the password for "admin":

Confirm the password for "admin":

7. BiA yes EABRKRRMREHHIE
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This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.

Please register Cisco Nexus9000 Family devices promptly with your
supplier. Failure to register may affect response times for initial
service calls. Nexus9000 devices must be registered to receive

entitled support services.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no):

8. BIUFZ—EBARE :

Create another login account (yes/no) [n]:

9. REMEMER SNMP EigF & !

Configure read-only SNMP community string (yes/no) [n]:

Configure read-write SNMP community string (yes/no) [n]:

10. FCERERINERHTE -

Enter the switch name : cs2

N REGINEENTE :

K5



Continue with Out-of-band (mgmt0) management configuration? (yes/no)

[yl: y

MgmtO IPv4 address : 172.22.133.216

MgmtO IPv4 netmask : 255.255.224.0

Configure the default gateway? (yes/no) [yl: y

IPv4 address of the default gateway : 172.22.128.1

12. FEERS 1P J%IA ¢

Configure advanced IP options? (yes/no) [n]: n

13. 2B Telnet IRFS -

Enable the telnet service? (yes/no) [n]: n

14. X ESSHARFEHISSHEEE :

Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsa]: rsa

Number of rsa key bits <1024-2048> [1024]: 2048

15 EEEHEMRTE :

Configure the ntp server? (yes/no) [n]: n
Configure default interface layer (L3/L2) [L2]: L2

Configure default switchport interface state (shut/noshut) [noshut]:
noshut

Configure CoPP system profile (strict/moderate/lenient/dense)

[strict]: strict

16. SRR E NI HFALE :



Would you like to edit the configuration? (yes/no) [n]: n
Use this configuration and save it? (yes/no) [y]l: y

[] 100%
Copy complete, now saving to disk (please wait)...
Copy complete.
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system node autosupport invoke -node * -type all -message MAINT=xh
Hep x D RERFERRE () o
(D AutoSupporth & BRI TS BILAEE(ER - LUBEAE R BRI BRI A -

LU an < eI B Eh R I Z /By

clusterl:> **system node autosupport invoke -node * -type all -message
MAINT=2h**

3. BN EEMM L SEMETERRSICENBHETENHNE | network device-discovery show
-protocol cdp

g

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
node?2 /cdp

ela csl Ethl/2 N9K-
C92300YC

e0b cs?2 Ethl/2 NOK-
C92300YC
nodel /cdp

ela csl Ethl/1 NOK-
C92300YC

elb cs?2 Ethl/1 NOK-
C92300YC

4 entries were displayed.

4. BESERENENEEIE(FRRE

a. BEANIREIZIEEM | network port show —ipspace Cluster
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clusterl::*> network port show -ipspace Cluster

Node: node2

Health
Port
Status

Broadcast Domain

Speed (Mbps)

Link MTU Admin/Oper

ela Cluster
healthy
eOb Cluster
healthy

Node: nodel
Health

Port
Status

Cluster

Cluster

Broadcast Domain

up 9000 auto/10000

up 9000 auto/10000

Speed (Mbps)

Link MTU Admin/Oper

ela Cluster
healthy
eOb Cluster
healthy

Cluster

Cluster

4 entries were displayed.

up 9000 auto/10000

up 9000 auto/10000

b. BBAR LIF B9E:H | network interface show -vserver Cluster
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clusterl::*> network interface show -vserver Cluster

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Port Home

Cluster

nodel clusl
ela true

nodel clus?2
eOb true

node2 clusl
ela true

node2 clus?2
elb true

4 entries were displayed.

up/up

up/up

up/up

169.254.209.69/16

169.254.49.125/16

169.254.47.194/16

169.254.19.183/16

Current

Node

nodel

nodel

node?2

node?2
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{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EHIZMIGE » AR EER A
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER ETREARRSEENE show BREFEEARG S

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZs

HMFRBEONTAPHRZ » fEthBILUEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...

Cluster nodel clusl 169.254.209.69 nodel ela
Cluster nodel clus2 169.254.49.125 nodel e0b
Cluster node2 clusl 169.254.47.194 node2 ela
Cluster node2 clus2 169.254.19.183 node2 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. ESEMARE LIF LRSERABEERIES :

network interface show -vserver Cluster -fields auto-revert

10
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clusterl::*> network interface show -vserver Cluster -fields auto-

revert

Logical
Vserver Interface Auto-revert
Cluster

nodel clusl true

nodel clus2 true
node2 clusl true
node2 clus?2 true

4 entries were displayed.
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1. R ARERT EIRER o
2. {F "ping’ AR EREE BAFEE NX-OS 8] RCF BUMEIARSSAVEIEMRIE < o

RETEER

IEEEHIER SR RIS AT IATZER IP (it 172.19.2.1 BOfRIARES :

cs2# ping 172.19.2.1
Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp seq = 0. time= 5910 usec.

3. % NX-OS Erf&F0 EPLD BR{&#EEBIE] Nexus 92300YC 322§ o
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cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/nxo0s.9.2.2.bin
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/nxo0s.9.2.2.bin /bootflash/nx0s.9.2.2.bin
/code/nx0s.9.2.2.bin 100% 1261MB 9.3MB/s 02:15

sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/n9000-epld.9.2.2.img
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@l172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/n9000-epld.9.2.2.img /bootflash/n9000-
epld.9.2.2.img

/code/n9000-epld.9.2.2.img 100% 161MB 9.5MB/s 00:16
sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

- AMESONX-OSERRSRYE(ERRZS

show version
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cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2018, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 05.31
NXOS: version 9.2(1)
BIOS compile time: 05/17/2018
NXOS image file is: bootflash:///nxo0s.9.2.1.bin
NXOS compile time: 7/17/2018 16:00:00 [07/18/2018 00:21:19]

Hardware
cisco Nexus9000 C92300YC Chassis
Intel (R) Xeon(R) CPU D-1526 @ 1.80GHz with 16337884 kB of memory.
Processor Board ID FD0O220329V5

Device name: cs?2
bootflash: 115805356 kB
Kernel uptime is 0 day(s), 4 hour(s), 23 minute(s), 11 second(s)

Last reset at 271444 usecs after Wed Apr 10 00:25:32 2019
Reason: Reset Requested by CLI command reload



System versi

Service:

plugin
Core Plugin,

Active Package

cs2#

5. &k NX-OS #Rf& ©

RRBGERR > 8RR

on: 9.2 (1)

Ethernet Plugin

(s):

AR ENREN R MAKIES -
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&

cs2# install all nxos bootflash:nxos.9.2.2.bin

Installer will perform compatibility check first. Please wait.
Installer is forced disruptive

Verifying image bootflash:/nxo0s.9.2.2.bin for boot variable "nxos".
[] 100% -- SUCCESS

Verifying image type.
[] 100% -- SUCCESS

Preparing "nxos" version info using image bootflash:/nxo0s.9.2.2.bin.
[] 100% -- SUCCESS

Preparing "bios" version info using image bootflash:/nxo0s.9.2.2.bin.
[] 100% -- SUCCESS

Performing module support checks.
[] 100% -- SUCCESS

Notifying services about system upgrade.
[] 100% -- SUCCESS

Compatibility check is done:
Module Dbootable Impact Install-type Reason

1 yes disruptive reset default upgrade is

not hitless

Images will be upgraded according to following table:

Module Image Running-Version (pri:alt New-
Version Upg-Required

1 nxos 9.2(1)
9.2(2) yes

1 bios v05.31(05/17/2018) :v05.28(01/18/2018)
v05.33(09/08/2018) yes



Switch will be reloaded for disruptive upgrade.
Do you want to continue with the installation (y/n)? [n] y

Install is in progress, please wait.

Performing runtime checks.
[l 100% -- SUCCESS

Setting boot variables.
[] 100% -- SUCCESS

Performing configuration copy.
[] 100% -- SUCCESS

Module 1: Refreshing compact flash and upgrading
bios/loader/bootrom.

Warning: please do not remove or power off the module at this time.
[] 100% -- SUCCESS

2019 Apr 10 04:59:35 cs2 %S VDC-1 %$$ SVMAN-2-ACTIVATION STATE:
Successfully deactivated virtual service 'guestshell+'

Finishing the upgrade, switch will reboot in 10 seconds.

6. SIMESBHANEY % » FESCERENX-OSHBBHIHTARA :

show version



&

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2018, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 05.33
NXOS: version 9.2 (2)
BIOS compile time: 09/08/2018
NXOS image file is: bootflash:///nxos.9.2.2.bin
NXOS compile time: 11/4/2018 21:00:00 [11/05/2018 06:11:006]

Hardware
cisco Nexus9000 C92300YC Chassis
Intel (R) Xeon(R) CPU D-1526 @ 1.80GHz with 16337884 kB of memory.
Processor Board ID FD0220329V5

Device name: cs?2
bootflash: 115805356 kB

Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 52 second(s)

Last reset at 182004 usecs after Wed Apr 10 04:59:48 2019



Reason: Reset due to upgrade
System version: 9.2 (1)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s) :

7. FHREPLDIE G EFENEN X IA2S ©
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cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x7

I0 FPGA 0x17
MI FPGA2 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2

cs2# install epld bootflash:n9000-epld.9.2.2.img module 1
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes disruptive Module

Upgradable

Retrieving EPLD versions.... Please wait.

Images will be upgraded according to following table:

Module Type EPLD Running-Version New-Version
Required
1 SUP MI FPGA 0x07 0x07
No
1 SUP IO FPGA 0x17 0x19
Yes
1 SUP MI FPGA2 0x02 0x02
No

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) 2 [n] y

Proceeding to upgrade Modules.

Starting Module 1 EPLD Upgrade

Module 1 : IO FPGA [Programming] : 100.00% ( 64 of 04
sectors)

Module 1 EPLD upgrade is successful.

Module Type Upgrade-Result

Upg-



1 SUP Success

EPLDs upgraded.

Module 1 EPLD upgrade is successful.

8. RIMIBEMENENE - BREALEREMIRAE EPLD BEEMIIEA ©
FRTE

cs2# *show version module 1 epld*

EPLD Device Version
MI FPGA 0x7

I0 FPGA 0x19
MI FPGA2 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2

T—HRMHE?
e NX-OS BB8E - (EAILL.. "RESEBEMR o

TRBXELTENE (RCF)

EEETE Nexus 92300YC RHad1E » KA %4E RCF o Al LUEA L2 F AR
RCF R o

A2 R E X E A R RIEANER FERCisco B & igs P& "RRH AR RCF B » ARAES

B8 B2HRUTARA -

RS LEAETS
A2 EVEEHIE AL TR ARG BARAY |
* EM A CiscoRIATIHTBRE | cs1 M “cs2e°
ENRE%ME nodel "M “node2 °
* £58% LIF %84 nodel clusl’ nodel clus2 ’ node2 clusl ’ f node2 clus2°

. = “cluster1::*>"prompt IEEERTE -
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* ZBREETERFFEAONTAPE S "CiscoNexus 9000 F5132 4 FRIES AERET » TARIE
FAONTAP$5% ©

@ * EITULIR(EZ A > SARFRICEHN TIRBERE -

* EUEEPRFEEFAHRERIESMELE (ISL) - BRERFHEA » K% RCF hkZAHYEE
ARE S TR E ISL ER - KEREREEFATRE - UTIHRFAIEEE LIF B EEF
BRI > BT ERIRESE LRITHED R

p
1. B REEEHRM DRI RERRBHNEREFIRER | network device-discovery show

e

clusterl::*> *network device-discovery show*

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel/cdp

ela csl Ethernetl/1/1 NOK-
C92300YC

e0b cs?2 Ethernetl/1/1 NOK-
C92300YC
node2/cdp

ela csl Ethernetl/1/2 NOK-
C92300YC

e0b cs2 Ethernetl/1/2 NO9K-
C92300YC

clusterl::*>

2. BESESREERENSIENEERRE
a. REEMAEFBYCEN BARREIEE | network port show -ipspace Cluster
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&

clusterl::*> *network port show -ipspace Cluster*

Node: nodel

Ignore

Health Health

Port IPspace
Status Status

elc Cluster
healthy false
e0d Cluster

healthy false
Node: node2
Ignore

Health Health

Port IPspace
Status Status

elc Cluster
healthy false
e0d Cluster

healthy false
clusterl::*>

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000
Cluster up 9000 auto/100000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000

b. IFFBESEENE (LIF) BN FEEIB F | network interface show -vserver Cluster
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&

clusterl::*> *network interface show -vserver Cluster*

Logical
Current Current Is
Vserver Interface
Port Home

Cluster

nodel clusl
elc true

nodel clus2
eld true

node2 clusl
elc true

node2 clus2
eld true
clusterl::*>

C. HESRERF AT MEERIASMEN | system

-enabled-operational true

Status

Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

169.254.

169.254

169.254.

169.254.

cluster-switch show

3.4/23

.3.5/23

3.8/23

3.9/23

Node

nodel

nodel

node?2

node?2

-is-monitoring



&

clusterl::*> *system cluster-switch show -is-monitoring-enabled

-operational true*
Switch
Model

csl
NO9K-C92300YC

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

cs?2
NOK-C92300YC

Serial Number:
Is Monitored:

Reason:

Type Address

cluster—-network 10.233.205.92
FOXXXXXXXGS

true

None

Cisco Nexus Operating System (NX-0S)

9.3(4)
CDP
cluster-network 10.233.205.93
FOXXXXXXXGD
true
None

Software Version: Cisco Nexus Operating System (NX-0S)

Software, Version
9.3(4)
Version Source: CDP

2 entries were displayed.

3. (ZABE LIF WEEIEIRINAE ©

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert false

4. EREITIAMR cs2 b FPEREIMR S EEIRERVERIR o

cs2 (config) # interface el/1-64
cs2 (config-if-range) # shutdown

O. MERREEHBE BB EIREINE cs1 LEBRERHE - SRR EXTE o network interface

show -vserver Cluster



6.
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&

Current

Node

nodel

nodel

node?2

node?2

clusterl::*> *network interface show -vserver Cluster*
Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Port Home
Cluster
nodel clusl up/up 169.254.3.4/23
elc true
nodel clus2 up/up 169.254.3.5/23
elc false
node2 clusl up/up 169.254.3.8/23
elc true
node2 clus2 up/up 169.254.3.9/23
elc false
clusterl::*>
R ERTEFIER | cluster show
FEE
clusterl::*> *cluster show*
Node Health Eligibility Epsilon
nodel true true false
node?2 true true false
clusterl::*>
MREHKRFEFERIRIRERE > BHRUA T THNHHERIIXFERP -
show running-config
TAPRAIAZR cs2 EMRCE M HITREARE ©
EMHER RCF K » AR ELHITELREE © K

O

a. JEMFECE !

hll e

1B BEERTRR TE A ©

BRI



&

(cs2)# write erase
Warning: This command will erase the startup-configuration.

Do you wish to proceed anyway? (y/n) [n] vy

b. BRIEIES

FETEEH

(cs2)# reload

Are you sure you would like to reset the system? (y/n) y

9. FARTYIEEIRTEZ—IF RCF R EZH#a28 cs2 BY bootflash : FTP ~ TFTP ~ SFTP 8¢ SCP o HRfCiscodp

SHEZEE > :552R] "CiscoNexus 9000 253z a4 $57g o

IEEEAIRTINAIER TFTP #§ RCF 12 E 3 E3HAES cs2 RIRRENRBICIRRE S -

cs2# copy tftp: bootflash: vrf management
Enter source filename: /code/Nexus 92300YC_RCF v1.0.2.txt
Enter hostname for the tftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@172.19.2.1's password:

tftp> progress

Progress meter enabled

tftp> get /code/Nexus 92300YC_RCF v1.0.2.txt /bootflash/nxos.9.2.2.bin
/code/Nexus 92300YC R 100% 9687 530.2KB/s 00:00

tftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

10. BSERI FEAY RCF #£=EREI BB IREICIERE -
BRfCiscofi SHEZ(E R > :5 2] "CiscoNexus 9000 25|35 F57g ©

LEEFIETRT RCF X4 "Nexus_92300YC_RCF_v1.0.2.txt IETER 288 cs2 %8k ©
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cs2# copy Nexus 92300YC_RCF_v1.0.2.txt running-config echo-commands

Disabling ssh: as its enabled right now:
generating ecdsa key (521 bits)......
generated ecdsa key

Enabling ssh: as it has been disabled

this command enables edge port type (portfast) by default on all
interfaces. You

should now disable edge port type (portfast) explicitly on switched
ports leading to hubs,

switches and bridges as they may create temporary bridging loops.

Edge port type (portfast) should only be enabled on ports connected to a
single

host. Connecting hubs, concentrators, switches, bridges, etc... to
this

interface when edge port type (portfast) is enabled, can cause
temporary bridging loops.

Use with CAUTION

Edge Port Type (Portfast) has been configured on Ethernetl/l but will

only
have effect when the interface is in a non-trunking mode.

Copy complete, now saving to disk (please wait)...

Copy complete.

M. EXRHEE LEREE RCF BB ERIhEH -

show running-config
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cs2# show running-config

!Command: show running-config

'Running configuration last done at: Wed Apr 10 06:32:27 2019
!Time: Wed Apr 10 06:36:00 2019

version 9.2 (2) Bios:version 05.33

switchname cs2

vdc cs2 id 1
limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum 0 maximum 511
limit-resource udroute-mem minimum 248 maximum 248
limit-resource ubroute-mem minimum 96 maximum 96
limit-resource m4route-mem minimum 58 maximum 58

limit-resource méroute-mem minimum 8 maximum 8
feature lacp
no password strength-check
username admin password 5
S5SHY9Kk3F9$YdCZB8iQJ1RtoiEFa0sKP5I0/LNG1k9C41SJfi5kesl
6 role network-admin

ssh key ecdsa 521

banner motd #
*  Nexus 92300YC Reference Configuration File (RCF) wv1.0.2 (10-19-2018)
* Ports 1/1 - 1/48: 10GbE Intra-Cluster Node Ports

* Ports 1/49 - 1/64: 40/100GbE Intra-Cluster Node Ports

* Ports 1/65 - 1/66: 40/100GbE Intra-Cluster ISL Ports

(D)  EXEMRCFE IR #:% : WA VSH IS KRR ABRERN - TLU2H «

1. ESFERCFIEREEAIEMBIHARE | show running-config



mERHERUSE S A [EFER RCF K » sAHEMRU T EMER :

© RCFHilE
- BRI E
- BEL

BHARSRIECHRIEEEMAPIAE  REERERE > WBE TR » UTAREZER RCF iR
EEERMRESE -

2. BB EFMMNEM BT REEMER - F2R ELMGNLE IR FE BRMEMEREEEN
HAEE -

3. FESD RCF hRAFIRIEIRE EFER - iETREEERIRIRESE

BRACiscofp THIEZE R » 552R] "CiscoNexus 9000 ZFIAz Atk 57T o

cs2# copy running-config startup-config
[] 100% Copy complete

4. BRIRMRERcs2 o IR EMRNENHAR - CPI A RBRENRL FIRER TREEHRRR) B4 o

cs2# reload
This command will reboot the system. (y/n)? [n] y

o RERE LREERBIERAR

a. EnsEEEPPAA RN e0d EIFBRE L EREBEFRINRRY | network port show -ipspace
Cluster
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&

clusterl::*> *network port show -ipspace Cluster*

Node: nodel

Ignore

Health
Port
Status

Health
IPspace
Status

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

ela
healthy
eOb
healthy

Cluster
false

Cluster
false

Node: node?2

Ignore

Health
Port
Status

Health
IPspace
Status

Cluster up 9000 auto/10000
Cluster up 9000 auto/10000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

ela
healthy
eOb
healthy

Cluster
false

Cluster
false

= R B ISR R R AR

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000

GERREARZEEMACHAES cs2 » AA LIF BB (1F e0d) ©
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clusterl::*> *network device-discovery show -protocol cdp*

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel/cdp

ela csl Ethernetl/1
N9K-C92300YC

e0b cs?2 Ethernetl/1
N9K-C92300YC
node?2/cdp

ela csl Ethernetl/2
N9K-C92300YC

e0b cs2 Ethernetl/2

NO9K-C92300YC

clusterl::*> *system cluster-switch show -is-monitoring-enabled

-operational true*
Switch
Model

csl
N9K-C92300YC

Serial Number:
Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

cs?2
NOK-C92300YC

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

Type Address

cluster—-network 10.233.205.90

FOXXXXXXXGD

true

None

Cisco Nexus Operating System (NX-0S)

9.3(4)
CDP
cluster-network 10.233.205.91
FOXXXXXXXGS
true
None

Cisco Nexus Operating System (NX-0S)

9.3(4)
CDP

2 entries were displayed.
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RIFRHER LA B AR RCF A7 » ERIBESTE cs1 SHReSiEH & LR EI TS EH -

2020 Nov 17 16:07:18 csl %$$ VDC-1 %$ %STP-2-
UNBLOCK CONSIST PORT: Unblocking port port-channell on

(:) VLANQ092. Port consistency restored.
2020 Nov 17 16:07:23 csl %$ VDC-1 %$ $STP-2-BLOCK PVID PEER:
Blocking port-channell on VLANOOOl. Inconsistent peer vlan.
2020 Nov 17 16:07:23 csl %$$ VDC-1 %$$ $STP-2-BLOCK PVID LOCAL:
Blocking port-channell on VLANOO092. Inconsistent local vlan.

6. 7EREIER cs1 L - RARTEIZRIER R R ERIRAERER o
WTERERT R 1 RH T EEFHE :

csl (config) # interface el/1-64
csl (config-if-range)# shutdown

7. FESPEREE LIF BEREIZHALR cs2 LR BERVEIRIE - ErIAe B EM&TViE o network interface show

-vserver Cluster

e

clusterl::*> *network interface show -vserver Cluster®

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.3.4/23 nodel
eld false

nodel clus2 up/up 169.254.3.5/23 nodel
eld true

node2 clusl up/up 169.254.3.8/23 node?2
e0d false

node2 clus2 up/up 169.254.3.9/23 node?2
eld true

clusterl::*>

8. ERiBEERTE(FIER | cluster show
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clusterl::*> *cluster show*
Eligibility

Epsilon

Node Health
nodel true
node?2 true

clusterl::*>

9. EXHaB cs1 LEEFTBT7TE 140
10. BYFRZE LIF B FELEINAE

false
false

clusterl::*> network interface modify -vserver Cluster -1lif * -auto

-revert True

. B CsT - BRMER TR ERE LIF WMIEZIEMARIFERE o SRR EMAEIHAR

ENRG L¥REEY TREEIRIRRIE Eif -

csl# reload

This command will reboot the system.

12. PR R E RN T AR E IR ERA o

csl# show interface brief

Ethernetl/1 1

10G (D) --
Ethernetl/2 1
10G (D) --
Ethernetl/3 1
100G (D) --
Ethernetl/4 1
100G (D) --

13. E%zE cs1 M cs2 ZREIAY ISL AR R EIEE | show port-channel summary

eth

eth

eth

eth

grep up

access

access

trunk

trunk

(y/n)? [n]

up none
up none
up none
up none

TR] LB
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csl# *show port-channel summary*
Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports

Channel
1 Pol (SU) Eth LACP Ethl/65 (P) Ethl/66 (P)
csl#

14. FEsTEE LIF EMERIERISEIZIR | network interface show -vserver Cluster

RETEER

clusterl::*> *network interface show -vserver Cluster*

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.3.4/23 nodel
e0d true

nodel clus2 up/up 169.254.3.5/23 nodel
e0d true

node2 clusl up/up 169.254.3.8/23 node?2
eld true

node2 clus2 up/up 169.254.3.9/23 node?2
e0d true

clusterl::*>
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15. ERsB B E R RE(EIER | cluster show

e

clusterl::*> *cluster show*

Node Health Eligibility
nodel true true
node?2 true true

16. BpsdiEimeE B M ERYERRIE ¢
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ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EHIZMIGE » AR EER A
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER ETREARRSEENE show BREFEEARG S

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZs

HMFRBEONTAPHRZ » fEthBILUEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>



clusterl:

:*> cluster ping-cluster -node local

Host 1s nodel

Getting addresses from network interface table...
169.

Cluster nodel clusl

Cluster nodel clus2

Cluster node2 clusl

Cluster node2 clus2
Local = 169.254.1.3

Remote =

169.254.3.
Cluster Vserver Id

9

Ping status:

Basic connectivity succeeds on 12 path(s
Basic connectivity fails on 0 path(s

169.
169.
169.
169.

254.3.
254.
254.
254.
254.

I—‘(A)U)(,d
I—‘&O(DU‘I»-&

4294967293

nodel
nodel
node?2

node?2

)

ela
elb
ela
eOb

)

Detected 9000

Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local

169.
169.
169.
169.
169.
169.
169.
169.
169.
169.
169.
169.

byte MTU on 12 path(s

254.
254.
254.
254.
254.
254.
254.
254.
254.
254.
254.
254.

1.

P = T T = S S S Sy oy T S S
PR R R R W W W W W

.3

1

to
to
to
to
to
to
to
to
to
to
to
to

Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote

169.
169.
169.
169.
169.
169.
169.
169.
169.
169.
169.
169.

254.
254.
254.
254.
254.
254.
254.
254.
254.
254.
254.
254.

Larger than PMTU communication succeeds
RPC status:

6 paths up,
6 paths up,

T—HRME?
4% RCF 1% » AN

U RAETEAE A 2, AHBRS S A 2R B
- ERLF SSH #1 SSH 48 o

0 paths down
0 paths down

(tcp check)
(udp check)

"Bisg SSH ECE" ©

w W w w kL Prwww w e
O 0 U b J o W 0 U Jd O

on 12 path(s)

1723 (CSHM) MHEFWEDIHE »

D’L:‘ %

169.254.1.6 169.254.1.7 169.254.3.4 169.254.3.5 169.254.3.8

=59

s
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5% SSH BB -

(switch) show ssh server
ssh version 2 is enabled

. AMESY SSH 82 RA -
show ssh key

g

(switch) # show ssh key

rsa Keys generated:Fri Jun 28 02:16:00 2024

ssh-rsa

AAAAB3NzaClyc2EAAAADAQABAAAAGQDINrD52Q0586wTGJIjJFAb]B1FaA23EpDrZ2sDCew
17nwlioC6HBejx1ulObAH8hrW8kR+gjO0ZAfPPNeLGTg3AP])/yiPTBOIZZXxbWRShywAMS5
PqyxWwRb7kp9Zt1YHzVuHYpSO82KUDowKrL61lox/YtpKoZUDZIrZjAp8hTv3JZsPgQ==

bitcount:1024
fingerprint:
SHA256:aHwhpzo7+YCDSrp3isdv2uVGz+mjMMokgdMeXVVXfdo

could not retrieve dsa key information

ecdsa Keys generated:Fri Jun 28 02:30:56 2024

ecdsa-shaz2-nistpb521
AAAAE2V)ZHNhLXNoYTItbml zdHAIMjEAAAATbm] zdHAIMIEAAACFBABJ+ZX5SFKhS57e
vkE273e0Voqgzid/32dt+£14fBuKv80MjMsmLfjKtCWylwgVt1Zi+C5TIBbugpzez529z
kFSFOADb8JaGCoaAYe2HVWR/ f6QLbKbagVIewCdqWgxzrIY5BPP5GBAxQJIMB1OwEdnHgl
u/9Pzh/Vz9cHDcCWIGGE780QHA==

bitcount:521
fingerprint:
SHA256:TFGe2hXn6QIpcs/vyHzftHI7Dceg0vQaULYRAL ZeHwQ

(switch)# show feature include scpServer

I
scpServer 1 enabled
(switch) # show feature | include ssh
sshServer 1 enabled

(switch) #



(D RYFE FIPS B » AZRERA TSR3 ds ERYUTTE BB ER 256 © ssh key ecdsa 256
force ° & "M FIPS REMHBRZE"BEEFERARTX

T—FBMHE?
ERSE5C SSH ECE % » [EAIL... "BL B AT HASS R ER 1T o
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