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Cumulus Linux 4.4.3

1. AR ©

BREARIABEEFHAERTE/ZES cumulus/cumulus © “sudo 43 o

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. 1% Cumulus Linux kRZA | net show system

cumulus@cumulus:mgmt:~$ net show system

Hostname......... cumulus

Build............ Cumulus Linux 4.4.3
Uptime........... 0:08:20.860000
Model............ Mlnx X86

CPU. ... x86 64 Intel Atom C2558 2.40GHz
Memory....eeuue.. 8GB

DisK.vueweeeueonan 14.7GB

ASIC. . v ieieennnn Mellanox Spectrum MT52132
Ports............ 16 x 100G-QSFP28

Part Number...... MSN2100-CB2FC

Serial Number.... MT2105T05177

Platform Name.... x86 64-mlnx x86-r0
Product Name..... MSN2100

ONIE Version..... 2019.11-5.2.0020-115200
Base MAC Address. 04:3F:72:43:92:80
Manufacturer..... Mellanox

3. REFHATE « IPIl « FHERESNAREE - NEHLBRIBTENRENIEH S/SSHEFE RS
gEX -

@ Cumulus Linux 32#as =/ MEH—EZEAMNZ KA EIRIRO > #84 etho o IEEOEFM
BRHEINERR - TERIBA T » BIENAEER DHCPv4 1T 2DEC ©

(D #emFEEmES O #8% (O) SIFASCHFT -



cumulus@cumulus:mgmt:~$ net add hostname swl
cumulus@cumulus:mgmt:~$ net add interface ethO ip address
10.233.204.71/24

cumulus@cumulus:mgmt:~$ net add interface eth0 ip gateway
10.233.204.1

cumulus@cumulus:mgmt:~$ net pending

cumulus@cumulus:mgmt:~$ net commit

It Fr S EREEMESRUL TMIE . letc/hostname # “/etc/hosts ST o

4. AHESD LTS P Uil « FRERESNERFMESERN -

cumulus@swl:mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

eth0: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0O dropped 7 overruns 0 frame 0

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt
default via 10.233.204.1 dev ethO
unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

O. ERIER ERERE - K ~ K&A NTP [EARSS o
a. AiES EAIRE -

cumulus@swl:~$ cat /etc/timezone

b. B EMAEE !

cumulus@swl:~$ sudo dpkg-reconfigure --frontend noninteractive
tzdata

. FHEREEANKE !



cumulus@switch:~$ date +%2Z

d EEFASIEAEERERE » FRIT TS !

cumulus@swl:~$ sudo dpkg-reconfigure tzdata

e. {RFC & RVAS & 52 E ERAS T 52

cumulus@switch:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

f. FERBRR$EAY BRI ERE A IERS R EN(E ¢

cumulus@switch:~$ sudo hweclock -w

g WIAHRE > sFHE NTP fAAReS

cumulus@swl:~$ net add time ntp server <cumulus.network.ntp.org>
iburst

cumulus@swl:~$ net pending

cumulus@swl:~$ net commit

h. #52 ntpd IEFE R4 LE(E :

cumulus@swl:~$ ps -ef | grep ntp
ntp 4074 1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p
/var/run/ntpd.pid -g -u 101:102

I $EENTPAGRTE © FERIFRT » NTP ERRKIENERZ eth0 o EEIMUII TFREARRB NTP 2k
RS -

cumulus@swl:~$ net add time ntp source <src_int>
cumulus@swl:~$ net pending
cumulus@swl:~$ net commit

6. Z28E Cumulus Linux 4.4.3 :

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-linux-4.4.3-mlx-amd64.bin



LREIZFETH o HIRETRE > 5FHIA Y ©

7. EEINVIDIA SN2100333£28 :

cumulus@swl :mgmt:~$ sudo reboot

8. ZEFEHFMIA > WHIRUT GRUB EMEEIE o FB/EITEMIERE o
o Cumulus-Linux GNU/Linux
° ONIE : ZE(EERM
- R
o Cumulus-Linux GNU/Linux
). BEESRM1IE4FTA

10. s5##5% Cumulus Linux FRAS% 4.4.3 1 net show version

cumulus@swl :mgmt:~$ net show version

NCLU VERSION=1. 0-cl4.4.3u0

DISTRIB ID="Cumulus Linux"

DISTRIB RELEASE=4.4.3

DISTRIB DESCRI PTION="Cumulus Linux 4.4.3"

M. B —{E#A R LS Z AR IMAZ sudo BfE - ZEMEEEEHS/SSHEEEMMBBER

sudo adduser --ingroup netedit admin



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the
mark on a world-wide basis.

admin@swl:mgmt:~$

Cumulus Linux 5.4.0

1. AR o

BREARIABEEFHERTE/ZESA cumulus/cumulus © “sudo 43 o



cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator

enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. 17 Cumulus Linux iR : nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational

applied

description

hostname
build
uptime

timezone

cumulus
Cumulus
6 days,
Etc/UTC

3. REFHATE » IPAE « FHERIESTE
=

E3h o

cumulus
Linux 5.3.0 system build version
8:37:36 system uptime

system time zone

o M EHRBRAAEEMEEIERIS/SSHEER A

@ Cumulus Linux X232/ MEH—EZ RN XA SRR > #8743 etho o IHEOHEP
BEREINEIR - TERBRT > EENEFER DHCPv4 EITAESHEL o

(D z#eBeRBERES O ~#3% () HEASCH F5T -

cumulus@cumulus :mgmt :

cumulus@cumulus :mgmt :

10.233.204.71/24

cumulus@cumulus :mgmt :

10.233.204.1

cumulus@cumulus :mgmt:

cumulus@cumulus :mgmt :

e L BRFHEA TMIR

~$ nv

~S nv

~$ nv

set system hostname swl
set interface eth0 ip address

set interface ethO ip gateway

config apply
config save

*letc/hostname™# “/etc/hosts’ 14 ©

4. AHES LTS 1P Uik « FRERESNERFMESERN -



cumulus@swl :mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

ethO: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txgqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0 dropped 7 overruns 0 frame O

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt

default via 10.233.204.1 dev ethO

unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

S. EXME ERERE « BEF ~ KRG NTP AARSS -

a REFE :

cumulus@swl:~$ nv set system timezone US/Eastern
cumulus@swl:~$ nv config apply

b. FHEDECEANEE !

cumulus@switch:~$ date +%2Z

c HEMFEASIENBRERERE > FHITFIIH< !

cumulus@swl:~$ sudo dpkg-reconfigure tzdata

d. {RECE R &R ERAS R

cumulus@swl:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

e. fFEREe R IERY BRI ERE A ERSREN(E ¢

cumulus@swl:~$ sudo hwclock -w
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f. MMBEEE > FHE NTP FHRSS :

cumulus@swl:
cumulus@swl :
cumulus@swl:

cumulus@swl:

nv

nv

nv

set service ntp mgmt listen ethO

set service ntp mgmt server <server> iburst on
config apply

config save

FRBEHFEESNE"NTP FRES % EENVIDIA SN2100 22 FIHEA o "BEZHEERTX °

0. S8 ‘ntpd IETE R _LEE !

cumulus@swl:~$ ps -ef | grep ntp
ntp 4074
/var/run/ntpd.pid -g -u 101:102

1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p

h. $35ENTPIRIES T © FERIER T > NTP FERANFENER etho o SR TREARER NTP &

JEE -

cumulus@swl:~$ nv set service ntp default listen <src_int>

cumulus@swl:~$ nv config apply

6. Z28E Cumulus Linux 5.4.0 :

cumulus@swl:mgmt:~$S sudo onie-install -a -i http://<web-

server>/<path>/cumulus-linux-5.4-mlx-amdé64.bin

FA2ICRIA T o HIRETE > SB@Ay °

7. EEEANVIDIA SN2100323488 .

cumulus@swl :mgmt:~$ sudo reboot

8. it/ BNEHLS > W HIELLT GRUB Z2EEIG © (571 T(T(AEEIE o

o Cumulus-Linux GNU/Linux

° ONIE : ZREEE R

o jliﬂflfﬁﬁ#i:t

o Cumulus-Linux GNU/Linux

0. ERIW1E4EA

10. FEFEER Cumulus Linux kRZs% 5.4.0 © nv show system
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cumulus@cumulus:mgmt:~$ nv show system

operational

applied

description

hostname
build
uptime

timezone

6 days,
Etc/UTC

. ERESEMAHRSERIRBREERE

Linux 5.4.0
13:37:36

cumulus@swl:mgmt:~$ net show 1lldp

LocalPort Speed
RemotePort

ethO 100M
Eth110/1/29
swp2sl 25G
ela

swpl5 100G
swplb

swpl6 100G
swpl6

Mode

Mgmt

Trunk/L2

BondMember

BondMember

RemoteHost

mgmt-swl

nodel

SW2

SW2

sudo adduser --ingroup netedit admin

cumulus
system build version
system uptime

system time zone

12. @y —Ef AP LRZA A AL sudo EEE - ZfEREEEEHS/SSHEEEMABBER -

11



12

cumulus@swl :mgmt:~$ sudo adduser --
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with
Creating home directory '/home/admi
Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successful
Changing the user information for a
Enter the new value, or press ENTER
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

ingroup netedit admin

group netedit'

n v

ly
dmin
for the default

cumulus@swl:mgmt:~$ sudo adduser admin sudo

[sudo] password for cumulus:
Adding user “admin' to group " sudo'
Adding user admin to group sudo
Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10
admin@10.233.204.71's password:

.233.204.71

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+4+cl4.4.1ul

(2021-09-09) x86 64
Welcome to NVIDIA Cumulus (R) Linux

For support and online technical do
http://www.cumulusnetworks.com/supp

The registered trademark Linux (R)
from LMI, the exclusive licensee of
mark on a world-wide basis.

admin@swl:mgmt:~$

(R)

cumentation, visit

ort

is used pursuant to a sublicense
Linus Torvalds, owner of the

13. MMEHMERERHEUMEESEREDRE nvi< !



cumulus@swl :mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user 'admin' to group 'nvshow'
Adding user admin to group nvshow
Done.

£ "NVIDIAMFHEIRE"THES o

Cumulus Linux 5.11.0

1. AR ©

BREA SRR » EERAFHAESRTE/ZEEE cumulus/cumulus © “sudo 454 o

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. 1% Cumulus Linux hRZA : nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational applied description

hostname cumulus cumulus

build Cumulus Linux 5.4.0 system build version
uptime 6 days, 8:37:36 system uptime
timezone Etc/UTC system time zone

3. RETHATE -~ IPAE « FRERIESMARRE - MNETHABRATENREIEH Q/SSHEE RS
gEM -

@ Cumulus Linux 23 2/ MRE—EZ AN KR EIRIR > #8743 etho o HHZEOZEM
BRHEINEIR o TERIERT » BIENEFER DHCPv4 T DES o

(D z#e@EeRBEREs O #3% () SEASCH F5T -
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cumulus@cumulus:mgmt:~$ nv unset interface eth0O ip address dhcp
cumulus@cumulus:mgmt:~$ nv set interface ethO ip address
10.233.204.71/24

cumulus@cumulus:mgmt:~$ nv set interface ethO ip gateway
10.233.204.1

cumulus@cumulus:mgmt:~$ nv config apply

cumulus@cumulus:mgmt:~$ nv config save

It Fr S EREEMESRUL TMIE . letc/hostname # “/etc/hosts ST o

4. AHESD LTS P Uil « FRERESNERFMESERN -

cumulus@swl:mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

eth0: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0O dropped 7 overruns 0 frame 0

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt
default via 10.233.204.1 dev ethO
unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

S. AR FRTERE  HEA ~ B NTP EARSS o
a. BEHFE :

cumulus@swl:~$ nv set system timezone US/Eastern
cumulus@swl:~$ nv config apply

b. FHEICEANFE :

cumulus@switch:~$ date +%Z

c. FEMEASIERERERE » FRIT TGS -



cumulus@swl:~$ sudo dpkg-reconfigure tzdata

d. fECERIRT & 5 EERREFIE |

cumulus@swl:~$ sudo date -s

e. RrERBEk iERY B AlER E A R R ERYE :

cumulus@swl:~$ sudo hweclock -w

f MBHRE > FHIE NTP EARSS :

cumulus@swl:~$
cumulus@swl:~$
cumulus@swl:~$

cumulus@swl:~$

nv

nv

nv

nv

"Tue Oct 28 00:37:13 2023"

set service ntp mgmt listen ethO

set service ntp mgmt server <server> iburst on

config apply
config save

AZ2RAMBMEXE"NTP FEARZEZELNVIDIA SN2100 ZHASEFER o "BEFFERE TN

0. F#SE ‘ntpd IETE R4 _LEE !

cumulus@swl:~$ ps -ef | grep ntp

ntp 4074

1 0 Jun20 2

/var/run/ntpd.pid -g -u 101:102

00:00:3

h. $ERENTPICRAE © TR T » NTP EANICRNER etho o

RS -

3 /usr/sbin/ntpd -p

AN R EREARRFR NTP 2R

cumulus@swl:~$ nv set service ntp default listen <src_int>

cumulus@swl:~$ nv config apply

6. %24 Cumulus Linux 5.11.0 :

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-

server>/<path>/cumulus-linux-5.11.0-mlx-amd64.bin

LRIZTFGE T - HIRETRER > SB8IA Y ©

7. EEINVIDIA SN2100333£428 :
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cumulus@swl :mgmt:~$ sudo reboot

8. it HHMR > LHIRAT GRUB EMEEIE o FH/ETIERBERE -
o Cumulus-Linux GNU/Linux
° ONIE : REMEERR
c TRMELRE
o Cumulus-Linux GNU/Linux
0. BEEFRM1E4TA
10. ;EHEER Cumulus Linux hk4s% 5.11.0 :

nv show system

cumulus@cumulus:mgmt:~S nv show system

operational applied description
build Cumulus Linux 5.11.0
uptime 153 days, 2:44:16
hostname cumulus cumulus
product-name Cumulus Linux
product-release 5.11.0
platform x86 64-mlnx x86-r0
system-memory 2.76 GB used / 2.28 GB free / 7.47 GB total
swap-memory 0 Bytes used / 0 Bytes free / 0 Bytes total
health-status not OK
date-time 2025-04-23 09:55:24
status N/A
timezone Etc/UTC
maintenance
mode disabled
ports enabled
version
kernel 6.1.0-cl-1-amd64
build-date Thu Nov 14 13:06:38 UTC 2024
image 5.11.0
onie 2019.11-5.2.0020-115200

. ERSEHREHRSEIIAREEE



cumulus@swl:mgmt:~$ nv show interface 1l1ldp

LocalPort Speed Mode RemoteHost
RemotePort

ethO 100M eth mgmt-swl
Ethl110/1/14

swp2sl 25G Trunk/L2 nodel
ela

swplsl 10G sSWp SW2

ela

swp9 100G SWp sw3

eda

swpl0 100G SWp sw4

eda

swplb 100G SWp sSw5

swplb

swpl6 100G SWp Sw6

swpl6

& "NVIDIAFREIRE"THES o

T—F2MHE?
7£ Cumulus &3 T 24 Cumulus Linux & » & "ZE2Z L ERE (RCF) flzs" o

LA ONIE #£T{Z % Cumulus Linux
BRXIRFE(ETE ONIE 1230 T > s5RER THFZERZEE Cumulus Linux (CL) fEER%R

@ Cumulus Linux (CL) {EZERA 0T IATER 83817 ONIE 3 Cumulus Linux FFZ28E (G526))
B Cumulus X ZEE") o

RS L AETS
1 eT LA R R RR 2 4XIRIR (ONIE) %2485 Cumulus Linux » ZIRIBSFTEBN R IRAERZREZRRE - EHBN

EfﬁﬁfLﬂfﬁ%ﬁfEﬁE (540 Cumulus Linux) R{REIIAZIIRLAIED o 5 ONIE ZEE Cumulus Linux £f§
BRAEREBAE HTTP 8§35 o

@ WMRITHI IR IPV6 > :BAFERE IEEHIT Web AIRES o MNRE TR IPv4 > SBFHERIRT
Web fAlfRZ3 Z 5 » ©iE#1T DHCP ARFS ©

FBETRE T EES T ONIE BAERINAFAL Cumulus Linux ©
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install-cumulus-mode-sn2100-cluster.html
install-cumulus-mode-sn2100-cluster.html
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#4l 2. T

Cumulus Linux 4.4.3

1. # Cumulus Linux ZEERETEE Web FERIAVIEE & o BB HFEFHHHES | onie-installer ©
2. FHZ KRBT FHEIR RIS N EIR KR EIRIE o
3. ¥TRAREREEIR ©

3Zthas T# ONIE SRR RN ENE) - RETARE > RIFHRERGHIR Cumulus Linux EALETR

5% o
(D s%zi cumulus Linux B - BEREAGSHHERERLER -

4. EERSN210033#a28 ©

cumulus@cumulus:mgmt:~$ sudo reboot

7£ GNU GRUB =& L1 Esc T EFHIERENETZ - ZE4ZE ONIE > JA183%Z Enter & ©
A T—EEmL > ZE4E ONIE | TEIEERGR °

ONIE ZEEXNBREFTRNTULESEHLRER % Enter BHFHELEZITIE
ERIBRR(E LR

o N o O

ONIE:/ # onie-stop

discover: installer mode detected.

Stopping: discover...start-stop-daemon: warning: killing process
427 :

No such process done.

9. WNREAVARES IETEHNIT DHCP BRTS » sABRE IP il ~ FARRESHNERMHERSEEREK

ifconfig ethO

18



ONIE:/ # ifconfig ethO
ethO Link encap:Ethernet HWaddr B8:CE:F6:19:1D:F6
inet addr:10.233.204.71 Bcast:10.233.205.255
Mask:255.255.254.0
inet6 addr: fe80::bace:f6ff:fel9:1df6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:21344 errors:0 dropped:2135 overruns:0 frame:0
TX packets:3500 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:6119398 (5.8 MiB) TX bytes:472975 (461.8 KiB)
Memory:dfc00000-dfclffff

ONIE:/ # route
Kernel IP routing table
Destination Gateway Genmask Flags Metric Ref

Use Iface

default 10.233.204.1 0.0.0.0 UG 0 0
0 ethO
10.233.204.0 % 255.255.254.0 U 0 0
0 ethO

10. R IP At S RBFEEERN > FRIT FIIRME

ONIE:/ # ifconfig ethO 10.233.204.71 netmask 255.255.254.0
ONIE:/ # route add default gw 10.233.204.1

N. BEDSR o UBEBRENZSSEERBA

12. 228t Cumulus Linux :

# onie-nos-install http://<web-server>/<path>/cumulus-linux-4.4.3-
mlx-amd64.bin
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ONIE:/ # route
Kernel IP routing table

ONIE:/ # onie-nos-install http://<web-server>/<path>/cumulus-
linux-4.4.3-mlx-amd64 .bin

Stopping: discover... done.

Info: Attempting
http://10.60.132.97/x/eng/testbedN, svl/nic/files/cumulus—-linux-
4.4.3-mlx-amd64.bin

Connecting to 10.60.132.97 (10.60.132.97:80)

installer 100% | *| 552M 0:00:00 ETA

13. RETEME - BARMES o

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

14. &% Cumulus Linux ARZ : net show version

cumulus@cumulus:mgmt:~$ net show version
NCLU_VERSION=1.0—C14.4.3u4

DISTRIB ID="Cumulus Linux"
DISTRIB_RELEASE=4.4.3
DISTRIB_DESCRIPTION="Cumulus Linux 4.4.3”

Cumulus Linux 5.x

1. #& Cumulus Linux ZEHETEHE Web RARZRAVIREER  RUILXXHERMEHA | onie-installer ©
2. EFCRERE RIS TR TSR EIE O K FERRERIR -
3. THRRAEIR ©

288 &L ONIE RIGLIERZ RS o SERRE  RIFHEARE P EHIE Cumulus Linux ZEART

FT o



() S%ZE Cumuius Linux B » BEMRAGEBE AL ER -

4. EEISN210035$A%8 :

cumulus@cumulus:mgmt:~$ sudo reboot

GNU GRUB version 2.06-3

5. £ GNU GRUB ZH _L#% Esc $##ARENE ErIEENBTE > #8E ONIE > 77834 Enter §# o
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Loading ONIE

GNU GRUB version 2.02

ONIE: Install OS
ONIE: Rescue

ONIE: Uninstall OS
ONIE: Update ONIE

ONIE: Embed ONIE

552 ONIE | REEEERY o

6. ONIE ZERAERRFENTULSHHLERER © % Enter BEFRHSEZITE o
7. BHFBRREILE

ONIE:/ # onie-stop

discover: installer mode detected.

Stopping: discover...start-stop-daemon: warning: killing process
427 :

No such process done.

8. FCEIPit « FAERRESMTERMERT :

ifconfig ethO



ONIE:/ # ifconfig ethO
ethO Link encap:Ethernet HWaddr B8:CE:F6:19:1D:F6
inet addr:10.233.204.71 Bcast:10.233.205.255
Mask:255.255.254.0
inet6 addr: fe80::bace:f6ff:fel9:1df6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:21344 errors:0 dropped:2135 overruns:0 frame:0
TX packets:3500 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:6119398 (5.8 MiB) TX bytes:472975 (461.8 KiB)
Memory:dfc00000-dfclffff
ONIE:/ #
ONIE:/ # ifconfig eth0 10.228.140.27 netmask 255.255.248.0
ONIE:/ # ifconfig ethO
ethO Link encap:Ethernet HWaddr B8:CE:F6:5E:05:E6
inet addr:10.228.140.27 Bcast:10.228.143.255
Mask:255.255.248.0
inet6 addr: £d20:8ble:b255:822b:bace:f6ff:feS5e:5e6/64
Scope:Global
inet6 addr: fe80::bace:f6ff:febe:5e6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:18813 errors:0 dropped:1418 overruns:0 frame:0
TX packets:491 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:1339596 (1.2 MiB) TX bytes:49379 (48.2 KiB)
Memory:dfc00000-dfclffff
ONIE:/ # route add default gw 10.228.136.1
ONIE:/ # route
Kernel IP routing table
Destination Gateway Genmask Flags Metric Ref
Use Iface

default 10.228.136.1 0.0.0.0 UG 0 0
0 etho
10.228.136.1 % 255.255.248.0 U 0 0
0 ethO

9. Z¢4E Cumulus Linux 5.4 :

# onie-nos-install http://<web-server>/<path>/cumulus-linux-5.4-mlx-
amd64 .bin
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ONIE:/ # route
Kernel IP routing table

ONIE:/ # onie-nos-install http://<web-server>/<path>/cumulus-
linux-5.4-mlx-amd64 .bin

Stopping: discover... done.

Info: Attempting
http://10.60.132.97/x/eng/testbedN, svl/nic/files/cumulus-linux-5.4-
mlx-amd64.bin

Connecting to 10.60.132.97 (10.60.132.97:80)

installer 100% | *| 552M 0:00:00 ETA

10. ZETEME - AR o

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

1. 358858 Cumulus Linux KRS @ nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational applied description

hostname cumulus cumulus

build Cumulus Linux 5.4.0 system build version
uptime 6 days, 13:37:36 system uptime
timezone Etc/UTC system time zone

12. By —EM AR LR ZAAMAL sudo HEE - ZEMREEEIEFS/SSHEEEMMBBLE -

sudo adduser --ingroup netedit admin



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the

mark on a world-wide basis.

admin@swl:mgmt:~$

13. MMEHMERERHEUMEESEREDRE nvi< !
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cumulus@cumulus:mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user “admin' to group "nvshow'
Adding user admin to group nvshow
Done.
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Cumulus Linux 4.4.x = Cumulus Linux 5.4.0
1. REREOAREETIEIRER
2. {8 ping 55 EE5 B3 E Cumulus Linux #1 RCF HIfFIARESHYEAR I ©
3. AR HERERE ISR R ¢

network device-discovery show

4. BB EEREEHBNERMNEIERRE o
a. RREMAEREIERBEMRREIE

network port show -role cluster

b. BEIFREEENTE (LIF) ZAIMNEERBEL .

network interface show -role cluster

C. FESDERHRET MBS SRR E

system cluster-switch show -is-monitoring-enabled-operational true

o (ZABE LIF WEBEIRINAE - F5E LIF SHREEBIBAREMM » WELHBIRARNT

EFRRBEZRHRIEEL

network interface modify -vserver Cluster -1if * -auto-revert false

6. #Z&HAT Cumulus Linux AR B iEiSa0EISIE
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cumulus@cumulus:mgmt:~$ net show system

Hostname......... cumulus

Build............ Cumulus Linux 4.4.3
Uptime........... 0:08:20.860000
Model............ Mlnx X86
CBUcooo0o000000000c x86 64 Intel Atom C2558 2.40GHz
MEMOTY . et eeennn. 8GB

Disk....ooooo.... 14.7GB

ASIC. . i ivi i Mellanox Spectrum MT52132
Ports............ 16 x 100G-QSFP28

Part Number...... MSN2100-CB2FC

Serial Number.... MT2105T05177

Platform Name.... x86 64-mlnx x86-r0
Product Name..... MSN2100

ONIE Version..... 2019.11-5.2.0020-115200
Base MAC Address. 04:3F:72:43:92:80
Manufacturer..... Mellanox

cumulus@cumulus:mgmt:~$ net show interface

State Name Spd MTU Mode LLDP

Summary

UP swpl 100G 9216 Trunk/L2 nodel (ebb)

Master: bridge (UP)

UP SWp2 100G 9216 Trunk/L2 node2 (ebb)

Master: bridge (UP)

UP swp3 100G 9216 Trunk/L2 SHFFG1826000112 (e0b)
Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2 SHFFG1826000112 (e0b)
Master: bridge (UP)

UP sSwp5 100G 9216 Trunk/L2 SHFFG1826000102 (elOb)
Master: bridge (UP)

UP SwWp6 100G 9216 Trunk/L2 SHEFFG1826000102 (elOb)

Master: bridge (UP))

7. F& Cumulux Linux 5.4.0 & :



cumulus@cumulus:mgmt:~$ sudo onie-install -a -i http://<ip-to-
webserver>/path/to/cumulus-linux-5.4.0-mlx-amd64 .bin

[sudo] password for cumulus:

Fetching installer: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

Downloading URL: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

# 100.0%

Success: HTTP download complete.

EFI variables are not supported on this system

Warning: SecureBoot is not available.

Image is signed.

Staging installer image...done.

WARNING:

WARNING: Activating staged installer requested.
WARNING: This action will wipe out all system data.
WARNING: Make sure to back up your data.

WARNING:

Are you sure (y/N)? y

Activating staged installer...done.

Reboot required to take effect.

cumulus@cumulus:mgmt:~$ sudo reboot

9. BrhES
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cumulus login: cumulus

Password:

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86_ 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -d'

10. 1% Cumulus Linux kR © nv show system

cumulus@cumulus:mgmt:~$S nv show system

operational applied
hostname cumulus cumulus
build Cumulus Linux 5.4.0
uptime 14:07:08

timezone Etc/UTC

. BEehFHRTE

cumulus@cumulus:mgmt:~$ nv set system hostname swl
cumulus@cumulus:mgmt:~$ nv config apply

Warning: The following files have been changed since the last save,
and they WILL be overwritten.

- /etc/nsswitch.conf

- /etc/synced/synced.conf

12. BB BIREARISIE - BAHE R BT B RIIASRLTE -



cumulus@cumulus:mgmt:~$ exit

logout
Debian GNU/Linux 10 cumulus ttySO

cumulus login: cumulus

Password:

Last login: Tue Dec 15 21:43:13 UTC 2020 on ttySO

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -4d'

cumulus@swl :mgmt : ~$

13. HB/EIP{ILL :

cumulus@swl:mgmt:~$ nv set interface eth0 ip address
10.231.80.206/22

cumulus@swl:mgmt:~$ nv set interface ethO ip gateway 10.231.80.1
cumulus@swl:mgmt:~$ nv config apply

applied [rev id: 2]

cumulus@swl:mgmt:~$ ip route show vrf mgmt

default via 10.231.80.1 dev eth0O proto kernel

unreachable default metric 4278198272

10.231.80.0/22 dev eth0 proto kernel scope link src 10.231.80.206
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

14. @y —Ef AR LRZAAIMAL sudo EEE - ZfEREEEIEHS/SSHEEEMABNBER -

sudo adduser --ingroup netedit admin
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cumulus@swl :mgmt:~$ sudo adduser --
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with
Creating home directory '/home/admi
Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successful
Changing the user information for a
Enter the new value, or press ENTER
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

ingroup netedit admin

group netedit'

n v

ly
dmin
for the default

cumulus@swl:mgmt:~$ sudo adduser admin sudo

[sudo] password for cumulus:
Adding user “admin' to group " sudo'
Adding user admin to group sudo
Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10
admin@10.233.204.71's password:

.233.204.71

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+4+cl4.4.1ul

(2021-09-09) x86 64
Welcome to NVIDIA Cumulus (R) Linux

For support and online technical do
http://www.cumulusnetworks.com/supp

The registered trademark Linux (R)
from LMI, the exclusive licensee of
mark on a world-wide basis.

admin@swl:mgmt:~$

(R)

cumentation, visit

ort

is used pursuant to a sublicense
Linus Torvalds, owner of the

15, Mg HMERERFHEUMEESEREDR nvi< !



cumulus@swl :mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user “admin' to group "nvshow'
Adding user admin to group nvshow
Done.

£ "NVIDIAMFHEIRE"THES o

Cumulus Linux 5.x £ Cumulus Linux 5.4.0
1. REREOAREETEIRER
2. {FH ping 59 ER:EEEEE Cumulus Linux #1 RCF BY{AIARBSAVELR M o
3. EEmEEER DB R IR SR ¢

network device-discovery show

4. BB EEREERHBNERMNEERRE o
a. MREEMAEREIEREENRELER

network port show -role cluster

b. EIFTEZENE (LIF) AN EEEEL

network interface show -role cluster

C. SRR R MEERIAREN ¢

system cluster-switch show -is-monitoring-enabled-operational true

o (ZRBE LIF WEBEIRINAE - BE LIF SHEEBIIBAREIN > BELHBIRSTARATAR
EFEREEARRES L

network interface modify -vserver Cluster -1if * -auto-revert false
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cumulus@swl :mgmt:

~$ nv show system

hostname
build
uptime

timezone

cumulus@swl :mgmt:
MTU

Summary

Interface
Type

operational applied
cumulus cumulus
Cumulus Linux 5.3.0

6 days, 8:37:36

Etc/UTC

~$5 nv show interface
Speed State Remote Host

Remote Port-

+ cluster isl 921

6 200G up

bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ lo 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster0Ol
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWp

7. F& Cumulux Linux 5.4.0 5% :
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cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<ip-to-
webserver>/path/to/cumulus-linux-5.4.0-mlx-amd64 .bin

[sudo] password for cumulus:

Fetching installer: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

Downloading URL: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

# 100.0%

Success: HTTP download complete.

EFI variables are not supported on this system

Warning: SecureBoot is not available.

Image is signed.

Staging installer image...done.

WARNING:

WARNING: Activating staged installer requested.
WARNING: This action will wipe out all system data.
WARNING: Make sure to back up your data.

WARNING:

Are you sure (y/N)? y

Activating staged installer...done.

Reboot required to take effect.

cumulus@swl :mgmt:~$ sudo reboot

9. BrhES
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cumulus login: cumulus

Password:

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86_ 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -d'

10. 1% Cumulus Linux kR © nv show system

cumulus@cumulus:mgmt:~$S nv show system

operational applied

hostname cumulus cumulus
build Cumulus Linux 5.4.0
uptime 14:07:08

timezone Etc/UTC

. BEehFHRTE

cumulus@cumulus:mgmt:~$ nv set system hostname swl
cumulus@cumulus:mgmt:~$ nv config apply

Warning: The following files have been changed since the last save,
and they WILL be overwritten.

- /etc/nsswitch.conf

- /etc/synced/synced.conf

12. BB BIREARISIE - BAHE R BT B RIIASRLTE -



cumulus@cumulus:mgmt:~$ exit

logout

Debian GNU/Linux 10 cumulus ttySO

cumulus login: cumulus

Password:

Last login: Tue Dec 15 21:43:13 UTC 2020 on ttySO

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86

64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress.

cumulus@swl :mgmt:

13. HB/EIP{ILL :

cumulus@swl :mgmt:
cumulus@swl :mgmt:
10.231.80.206/22
cumulus@swl :mgmt:
cumulus@swl :mgmt:
applied [rev id:

cumulus@swl :mgmt:

To disable, do 'ztp -d'

~$ nv

~$ nv

~$ nv

~$ nv

~$ ip

unset interface ethO ip address dhcp
set interface eth0 ip address

set interface eth0O ip gateway 10.231.80.1
config apply

route show vrf mgmt

default via 10.231.80.1 dev ethO proto kernel

unreachable default metric 4278198272

10.231.80.0/22 dev eth0 proto kernel scope link src 10.231.80.206
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

14. By — @ AR LA R IMAER "sudo' BEE - ZEMAEETIEFQ/SSHEREMBMEBREN -

sudo adduser --ingroup netedit admin
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cumulus@swl :mgmt:~$ sudo adduser --
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with
Creating home directory '/home/admi
Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successful
Changing the user information for a
Enter the new value, or press ENTER
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

ingroup netedit admin

group netedit'

n v

ly
dmin
for the default

cumulus@swl:mgmt:~$ sudo adduser admin sudo

[sudo] password for cumulus:
Adding user “admin' to group " sudo'
Adding user admin to group sudo
Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10
admin@10.233.204.71's password:

.233.204.71

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+4+cl4.4.1ul

(2021-09-09) x86 64
Welcome to NVIDIA Cumulus (R) Linux

For support and online technical do
http://www.cumulusnetworks.com/supp

The registered trademark Linux (R)
from LMI, the exclusive licensee of
mark on a world-wide basis.

admin@swl:mgmt:~$

(R)

cumentation, visit

ort

is used pursuant to a sublicense
Linus Torvalds, owner of the

15, Mg HMERERFHEUMEESEREDR nvi< !



cumulus@swl :mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user “admin' to group "nvshow'
Adding user admin to group nvshow
Done.

£ "NVIDIAMFHEIRE"THES o

Cumulus Linux 5.4.0 £ Cumulus Linux 5.11.0
1 REREUAREETIEIRER
2. {FH ping 5§ ER:EEEEE Cumulus Linux #1 RCF BY{RIARBZAVELR M o
. EEmEEER DB R IR SR ¢

network device-discovery show

4. BB EEREERHBNERMNEERRE o
a. MREEMAEREIEREENRELER

network port show -role cluster

b. EIFTEZENE (LIF) AN EEEEL

network interface show -role cluster

C. SRR R MEERIAREN ¢

system cluster-switch show -is-monitoring-enabled-operational true

o (ZRBE LIF WEBEIRINAE - BE LIF SHEEBIIBAREIN > BELHBIRSTARATAR
EFEREEARRES L

network interface modify -vserver Cluster -1if * -auto-revert false

6. #Z&HAT Cumulus Linux BRI B iEiSa0EISIE
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cumulus@swl :mgmt:

~$ nv show system

hostname
build
uptime

timezone

cumulus@swl :mgmt:
MTU

Summary

Interface
Type

operational applied
cumulus cumulus
Cumulus Linux 5.4.0

6 days, 8:37:36

Etc/UTC

~$5 nv show interface
Speed State Remote Host

Remote Port-

+ cluster isl 921

6 200G up

bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ lo 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster0Ol
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWp

7. & Cumulux Linux 5.11.0 5% :
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cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<ip-to-
webserver>/path/to/cumulus-linux-5.11.0-mlx-amdé64.bin

[sudo] password for cumulus:

Fetching installer: http://<ip-to-webserver>/path/to/cumulus-linux-
5.11.0-mlx-amd64.bin

Downloading URL: http://<ip-to-webserver>/path/to/cumulus-linux-
5.11.0-mlx-amd64.bin

# 100.0%

Success: HTTP download complete.

EFI variables are not supported on this system

Warning: SecureBoot is not available.

Image is signed.

Staging installer image...done.

WARNING:

WARNING: Activating staged installer requested.
WARNING: This action will wipe out all system data.
WARNING: Make sure to back up your data.

WARNING:

Are you sure (y/N)? y

Activating staged installer...done.

Reboot required to take effect.

cumulus@swl :mgmt:~$ sudo reboot

9. BrhES
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cumulus login: cumulus

Password:

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

Linux cumulus 5.11.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86_ 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -d'

10. 1% Cumulus Linux kR © nv show system

cumulus@cumulus:mgmt:~$S nv show system

operational applied

hostname cumulus cumulus
build Cumulus Linux 5.11.0
uptime 14:07:08

timezone Etc/UTC

. BEehFHRTE

cumulus@cumulus:mgmt:~$ nv set system hostname swl
cumulus@cumulus:mgmt:~$ nv config apply

Warning: The following files have been changed since the last save,
and they WILL be overwritten.

- /etc/nsswitch.conf

- /etc/synced/synced.conf

12. BB BIREARISIE - BAHE R BT B RIIASRLTE -



cumulus@cumulus:mgmt:~$ exit

logout
Debian GNU/Linux 10 cumulus ttySO

cumulus login: cumulus

Password:

Last login: Tue Dec 15 21:43:13 UTC 2020 on ttySO

Linux cumulus 5.11.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -4d'

cumulus@swl :mgmt : ~$
13. REIPHLIL

cumulus@swl:mgmt:~$ nv unset interface eth0O ip address dhcp
cumulus@swl:mgmt:~$ nv set interface ethO0 ip address
10.231.80.206/22

cumulus@swl:mgmt:~$ nv set interface ethO ip gateway 10.231.80.1
cumulus@swl:mgmt:~$ nv config apply

applied [rev id: 2]

cumulus@swl:mgmt:~$ ip route show vrf mgmt

default via 10.231.80.1 dev ethO proto kernel

unreachable default metric 4278198272

10.231.80.0/22 dev eth0 proto kernel scope link src 10.231.80.206
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

T—oRHE?
FH4k Cumulus Linux RrZA<1& > &BILL.. "L 274K RCF JlZ" o

ZERYFHRSZRERE (RCF) s
BRI T RRELFHR RCF A o

ez Al
ELREE AR RCF A2 Al > sEFEMRICHAZS EREIATRM -


install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html
install-rcf-sn2100-cluster.html

* Cumulus Linux B&4E - 28 "Hardware Universe"#RAIR ZIBARRE o
* IP it ~ FARRESHTERFESB DHCP EEHFHRTE °

() mreEmasmE2 > BYEE RCF HEEBFIEM BRKENERE -

EFRECE

AHEMNSEREBEERNT

i 3 IR E % 4x10GbE O ryERIR F » —(EEIZIBALE A 4x25GbE 9%
» BhEEHBALE A 40/100GbE o B EAEZ2E/HA EIBREEY
s TIBEIFIE FHAEE/HARE - A2RNBENEHRHTEAR "
BRLEAFF ~ ASAFIFASTF SERHEAZEEN HA ZKREEREZE ?" o
BEFBRN O BIFERERERE

Eyea FRrEEEIRYELE %A 100GbE NVMe {#1FEAR o

E#i RCF asHizs

S EMFEFRARUFERME RCF s o /& "NVIDIA SN2100 #fi8 T&"H - SREIERNEIESREHER o

* #Z£ . MSN2100-RCF-v1.x-Cluster-HA-Breakout-LLDP
* {#7% . MSN2100-RCF-v1.x-{#7Z

B &R A
LUR 65 BRER RN A FEANE A EEIHAERHY RCF IS o

SEHIESHMB RIS EIE P ikt 10.233.204.71 » FAERRIES 255.255.254.0 F1FE:LE7E 10.233.204.1 ©
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#4l 4. TR

Cumulus Linux 4.4.3

1. EREUARERRIEIEER

2. M "ping’ AR EEEEIFEE Cumulus Linux 1 RCF FUAIARSZAVEIZIEMIGH < ©
3. BB LB IR ISR

network device-discovery show

4. BEEEREERRNEREMNEERE o
a. MR REAERIBIERE BMRARIE

network port show -role cluster

b. FERFAARENT (LIF) EBAIAFEZREL
network interface show -role cluster
C. MERERRETMIEERIRSEEH !
system cluster-switch show -is-monitoring-enabled-operational true

o (ZRBE LIF NEBEIRINAE - %5 LIF SHREESBIBHREINN » WELHBIRTRSIITHR
RFRREEZIRE L

network interface modify -vserver Cluster -1if * -auto-revert false

* NREEAMR RCF > BIMATE IS ERP (= BENEIRINAE o
* WNREMBIFAR T Cumulus Linux b7 > BIEFEILS RPEHAESHERNE BREEEER -
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1. BE/RSN210030#2238 ERYRI AT :

admin@swl:mgmt:~$ net show interface all

ADMDN swpl N/A 9216 NotConfigured
ADMDN  swp2 N/A 9216 NotConfigured
ADMDN swp3 N/A 9216 NotConfigured
ADMDN  swp4 N/A 9216 NotConfigured
ADMDN  swpb N/A 9216 NotConfigured
ADMDN swp6 N/A 9216 NotConfigured
ADMDN  swp7 N/A 9216 NotConfigured
ADMDN  swp8 N/A 9216 NotConfigured
ADMDN swp?9 N/A 9216 NotConfigured
ADMDN swplO N/A 9216 NotConfigured
ADMDN swpll N/A 9216 NotConfigured
ADMDN swpl2 N/A 9216 NotConfigured
ADMDN swpl3 N/A 9216 NotConfigured
ADMDN swpl4 N/A 9216 NotConfigured
ADMDN swpl5 N/A 9216 NotConfigured
ADMDN swpl6 N/A 9216 NotConfigured

2. & RCF Python flZs#8BU 5353485 ©

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.x
-Cluster-HA-Breakout-LLDP

s5010gin@10.233.204.71's password:
MSN2100-RCF-vl.x-Cluster-HA-Breakout-LLDP 100% 8607
111.2KB/s 00:00

@ &BE scp MRFLAPEANEEREL » EeIUAERTSERIERESBH S > Fld
SFTP ~ HTTPS & FTP o

3. FEA RCF python filZs MSN2100-RCF-v1.x-Cluster-HA-Breakout-LLDP ©



cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.x-Cluster-HA
-Breakout-LLDP

[sudo] password for cumulus:

Step

1: Creating the banner file
Step 2: Registering banner message
Step 3: Updating the MOTD file
Step 4: Ensuring passwordless use of cl-support command by admin
Step 5: Disabling apt-get
Step 6: Creating the interfaces
Step 7: Adding the interface config
Step 8: Disabling cdp
Step 9: Adding the 1lldp config
Step 10: Adding the RoCE base config
Step 11: Modifying RoCE Config
Step 12: Configure SNMP
Step 13: Reboot the switch

RCF ilZ5eml 7 _EEEEAE 5 HBIPER o

@ LIPS ER 3 TEHT MOTD #8% ) 1 > ZI5< "cat /etc/motd’ IETEETT © 54k » 1ERLA]
LUBR5% RCF 1225 » RCF hirZs ~ Z2{EABYERIBLR RCF RIBPHEMEEZSH -

@ gg%?%%ﬂ&ﬁfﬁ‘}iﬁ@‘}%ﬂ’ﬂ RCF Python BIZfERE > 5BH#ARTA I o "NetAppsziE"SKE

4. REREHUMABREMMNEMNEIIREEMER - F2R'EEHGNLE I EF R ARTEARES
BRYEFASE ©
. ERNBEREACE !

admin@swl:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
DN swplsO N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swplsl N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpls2 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpls3 N/A 9216 Trunk/L2 Master:

bridge (UP)


https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
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cabling-considerations-sn2100-cluster.html
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cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
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DN swp2s0
bridge (UP)

DN swp2sl
bridge (UP)

DN SwWp2s2
bridge (UP)

DN swp2s3
bridge (UP)

UP swp3
bridge (UP)

UPpP swp4
bridge (UP)

DN sSwpb5
bridge (UP)

DN SWp6
bridge (UP)

DN swp'7/
bridge (UP)

DN swp8
bridge (UP)

DN swp9
bridge (UP)

DN swpl0
bridge (UP)

DN swpll
bridge (UP)

DN swpl2
bridge (UP)

DN swpl3
bridge (UP)

DN swpl4
bridge (UP)

UP swplb

bond 15 16 (UP)

UP swpl6

bond 15 16 (UP)

N/A 9216

N/A 9216
N/A 9216
N/A 9216
100G 9216
100G 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

BondMember

BondMember

admin@swl:mgmt:~$ net show roce config

RoCE mode......

Congestion Control:

Enabled SPs..

Min Threshold..
Max Threshold..

025
ECN

150 KB
1500 KB

lossless

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:



7.

PFC:

SEACUS o coocoooo o enabled

Enabled SPs.... 2 5

Interfaces......... swpl0-16, swpls0-3, swp2s0-3, swp3-9
DSCP 802.1p switch-priority

012345¢67

8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23
24 25 26 27 28 29 30 31
32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47
48 49 50 51 52 53 54 55
56 57 58 59 60 61 62 63

~ o U1 b W DN B O
~ o U b w DN B O

switch-priority TC ETS

01 3 467 0 DWRR 28%
2 2 DWRR 28%
5 5 DWRR 43%

AIZE N ERUREESRIER

admin@swl:mgmt:~$ net show interface pluggables
Interface Identifier Vendor Name Vendor PN
Vendor Rev

swp3 Ox11 (QSFP28) Amphenol 112-00574

APF20379253516 BO

swp4 0x11 (QSFP28) AVAGO 332-00440
AQ

swplb 0x11 (QSFP28) Amphenol 112-00573

APF21109348001 BO

swpl6 Ox11 (QSFP28) Amphenol 112-00573

APF21109347895 BO

AR RS ERIRR A EE ¢

Vendor SN

AF1815GU05Z
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admin@swl:mgmt:~$ net show 1lldp

50

b. {EFEEEERTET

LocalPort Speed Mode RemoteHost RemotePort

swp3 100G Trunk/L2 swl e3a

swp4 100G Trunk/L2 SwW2 e3b

swplb 100G BondMember swl3 swplb

swpl6 100G BondMember swl4 swpl6

8. mERE FREFHBNERRR
a. N EETA SN REERBIERESEEFR IR
clusterl::*> network port show -role cluster
Node: nodel
Ignore
Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000
healthy false
Node: node?
Ignore
Speed (Mbps)

Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000
healthy false

MBHEEARCR (BRI EREMIAES sw2 » K7 LIF R AERIZ] e0d) o



clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/11dp

e3a swl (b8:ce:f6:19:1a:7e) swp3 —

e3b sw2 (b8:ce:f6:19:1b:96) swp3 -
node2/11dp

e3a swl (b8:ce:f6:19:1a:7e) swpé -

e3b sw2 (b8:ce:f6:19:1b:96) swp4 =

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true

Switch Type Address
Model
swl cluster—-network 10.233.205.90

MSN2100-CB2RC

Serial Number: MNXXXXXXGD
Is Monitored: true
Reason: None

Software Version:

Mellanox

Cumulus Linux version 4.4.3 running on

Technologies Ltd. MSN2100

Version Source: LLDP
SW2 cluster-network 10.233.205.91
MSN2100-CB2RC
Serial Number: MNCXXXXXXGS
Is Monitored: true
Reason: None

Software Version:

Mellanox

Version Source:

Cumulus Linux version 4.4.3 running on

Technologies Ltd. MSN2100
LLDP

9. BRERERTEFILES !
cluster show

10. HE_ERMEETE 1 E 140
1. BRREE LIF WEEEEINAE o



network interface modify -vserver Cluster -1if * -—-auto-revert true

1. BERIAITEIZD EIPEER o
2. f$ "ping’ A EEEEIEEE Cumulus Linux 1 RCF FUAIARSIAVEIZIE IS S ©
3. BB L BRI EEIRISSNEEERE

network device-discovery show

4. BEEEREEHENERMNEFRRE o
a. REEAEREIERBEMRRIE

network port show -role cluster
b. BBFRIARENTE (LIF) &AM EERBE
network interface show -role cluster
C. HESRERFRR T MEER IASRIEN ¢
system cluster-switch show -is-monitoring-enabled-operational true

o (ZRBE LIF WEBEIRINAE - BE LIF SHEEBIBAREIN > BELHBIRSTARAITHR
REFRREEZREL -

network interface modify -vserver Cluster -1if * -auto-revert false

* MREEFAR RCF > RIBBREIT TRPEHEBEIRIIEE -
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* MNREMIFIF4AR T Cumulus Linux RRZs > BIEFEEF LT EBEHEHEBEEERGE > HATCERKER o



1. BE/RSN210030#2238 ERYRI AT :

admin@swl :mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary

+ cluster isl 9216 200G up

bond
+ ethO 1500 100M up mgmt-swl Eth105/1/14
eth IP Address: 10.231.80 206/22

ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8

lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster01 eOb
SWp
+ swplb 9216 100G up sw2 swplb
SWp
+ swpl6 9216 100G up sw2 swpl6
SWp

2. 1% RCF Python flZs#8 815353485 ©

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.x
-Cluster-HA-Breakout-LLDP

ss0login@10.233.204.71's password:
MSN2100-RCF-vl.x-Cluster-HA-Breakout-LLDP 100% 8607
111.2KB/s 00:00

@ BE ‘scp MRBFIPEANREEL T » ErIMERESHRERERAI > fIi
SFTP ~ HTTPS B¢ FTP ©

3. FEA RCF python iz« MSN2100-RCF-v1.x-Cluster-HA-Breakout-LLDP °
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cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.x-Cluster-HA
-Breakout-LLDP
[sudo]

Step
Step
Step
Step
Step
Step
Step
Step
Step
Step
Step
Step
Step

0 J o U w N

e = )
W N RO e

password for cumulus:

Creating the banner file
Registering banner message
Updating the MOTD file
Ensuring passwordless use of cl-support command by admin
Disabling apt-get
Creating the interfaces
Adding the interface config
Disabling cdp
Adding the 1lldp config
Adding the RoCE base config
Modifying RoCE Config
Configure SNMP
Reboot the switch

RCF MlZ5emk 7 _EEEEH 5 HAID R o

®

B0 -

FELMPER 3 T8E3H MOTD 182 H > %$5< cat /etc/issue.net’ IETFEIT ° B4k ° &
AT LUBS S RCF #£2244%8 « RCF HrZs « EFHREIZIEL KR RCF BIEHHNEMEES
B



admin@swl:mgmt:~$ cat /etc/issue.net
R b b b b (b b (b b b b b b b b b b b b b b Ib b b b b b b b b b b b b b b b Ib b b b b Sb b b b b b S Ib b Ib b b Sb b Sb ab I b db b Ib b b b b g

kX hkkkkkKkk

*

* NetApp Reference Configuration File (RCF)

* Switch : Mellanox MSN2100

* Filename : MSN2100-RCF-1. x -Cluster-HA-Breakout-LLDP
* Release Date : 13-02-2023

* Version : 1. x -Cluster-HA-Breakout-LLDP

* Port Usage:

* Port 1 : 4x10G Breakout mode for Cluster+HA Ports, swpls0-3
* Port 2 : 4x25G Breakout mode for Cluster+HA Ports, swp2s0-3
* Ports 3-14 : 40/100G for Cluster+HA Ports, swp3-14

* Ports 15-16 : 100G Cluster ISL Ports, swplb5-16

* NOTE:

w RCF manually sets swpls0-3 link speed to 10000 and
W auto-negotiation to off for Intel 10G

2 RCF manually sets swp2s0-3 link speed to 25000 and
2 auto-negotiation to off for Chelsio 25G

*

* IMPORTANT: Perform the following steps to ensure proper RCF

installation:
* - Copy the RCF file to /tmp
* - Ensure the file has execute permission

* — From /tmp run the file as sudo python3 <filename>
*

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i g

kAhkKkkkkkk k%K

@ gg%%ﬂ&ﬁ%ﬁﬁﬁi%ﬂ’g RCF Python flZsfSz8 » sHEH48FRM o "NetAppZiE"EKRE

4. REREHUABREMMNEMNEIIREEMER - F2R'EEHGNLE I EF R ARTAREE
BRYEFAEN ©

o. BEREEEEACE ¢

admin@swl:mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary
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https://mysupport.netapp.com/
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+ cluster isl 9216 200G up
bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up clusterO1
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWP

admin@swl:mgmt:~$ nv show gos roce

Ethl105/1/14

eOb

swplb

swpl6

description

Turn feature 'on' or

Roce Mode

Congestion config mode
Congestion config enabled

Congestion config max-

Congestion config min-

switch-priority of roce
L4 port number
L4 protocol

switch-prio on which PFC

PFC Rx Enabled status

operational applied

enable on
'off'. This feature is disabled by default.
mode lossless lossless
congestion-control

congestion-mode ECN, RED

enabled-tc 0,2,5
Traffic Class

max—-threshold 195.31 KB
threshold

min-threshold 39.06 KB
threshold

probability 100
lldp-app-tlv

priority 3

protocol-id 4791

selector UDP
pfc

pfc-priority 2, 5
is enabled

rx—enabled enabled

tx-enabled enabled

trust

PFC Tx Enabled status



trust-mode pcp,dscp
for packet classification

RoCE PCP/DSCP->SP mapping configurations

Trust Setting on the port

0,1,2,3,4,5,6,7

~N o O b W N P O
~N o O b W N P O

8,9,10,11,12,13,14,15

16,17,18,19,20,21,22,23
24,25,26,27,28,29,30,31
32,33,34,35,36,37,38,39
40,41,42,43,44,45,46,47
48,49,50,51,52,53,54,55
56,57,58,59,60,61,62,63

~N o O b W N BB O

RoCE SP->TC mapping and ETS configurations

switch-prio traffic-class

N o O W N P O
N o O W N P O
O O U O O N o O

RoCE pool config

name

0 lossy-default-ingress
1 roce-reserved-ingress
2 lossy-default-egress
3

roce—reserved—egress

Exception List

DWRR-28%
DWRR-28%
DWRR-28%
DWRR-28%
DWRR-28%
DWRR-43%
DWRR-28%
DWRR-28%

Dynamic
Dynamic
Dynamic

Dynamic

size

50%
50%
50%
inf

switch-priorities

0,1,3,4,6,7 =
2,5

N O

57



58

1
2

ECN.
4
thresho
5
thresho

6
switch-

9
switch-

8
switch-

9
switch-

10
switch-

11
switch-

12
switch-

13
switch-

14
15
16
0 Got 2
17
3 Got O
18
0 Got 5
19
6 Got O

Incomplete Command:

fast-11i

Incomplete Command:

RoCE PFC Priority
Congestion Config
Congestion Config

Congestion Config
150000.
Congestion Config

1d:
1d:
1500000.

Scheduler config mismatch

prio0.

Expected scheduler-weight:
Scheduler config mismatch

priol.

Expected scheduler-weight:
Scheduler config mismatch

prio2.

Expected scheduler-weight:
Scheduler config mismatch

prio3.

Expected scheduler-weight:
Scheduler config mismatch

prio4.

Expected scheduler-weight:

Scheduler config mismatch

prio5.

Expected scheduler-weight:

Scheduler config mismatch

prioé6.

Expected scheduler-weight:

Scheduler config mismatch

prio7.

Expected scheduler-weight:

Invalid
Invalid
Invalid
Invalid

Invalid

Invalid

nkup

reserved config for ePort.
reserved config for ePort.
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for

set interface swp3-16

set interface swp3-16

for traffic-class

for traffic-class

Mismatch.Expected pfc-priority: 3.
TC Mismatch.Expected enabled-tc:
mode Mismatch.Expected congestion-mode:

0,3.

min-threshold Mismatch.Expected min-

max-threshold Mismatch.Expected max-

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

strict-priority.

mapped to

DWRR-50%.

TC[2] .Expected 0 Got 1024
TC[5] .Expected 0 Got 1024
switch-priority 2.Expected
switch-priority 3.Expected
switch-priority 5.Expected
switch-priority 6.Expected

link fast-linkupp3-16 link

link fast-linkupp3-16 link



fast-linkup
Incomplete Command: set interface swp3-16 link fast-linkupp3-16 link
fast-linkup

() FoIBISMERFRAERAE - TR R MR8 -

6. FBIZETEPUERNEN

admin@swl:mgmt:~$ nv show interface --view=pluggables

Interface Identifier Vendor Name Vendor PN Vendor
SN Vendor Rev

swplsO 0x00 None

swplsl 0x00 None

swpls?2 0x00 None

swpls3 0x00 None

swp2s0 O0x11 (QSFP28) CISCO-LEONI 1L45593-D278-D20
LCC2321GTTJ 00

swp2sl Ox11 (QSFP28) CISCO-LEONI L45593-D278-D20
LCC2321GTTJ 00

SWp2s2 Ox11 (QSEFP28) CISCO-LEONI L45593-D278-D20
LCC2321GTTJ 00

swp2s3 Ox11 (QSFP28) CISCO-LEONI 1L45593-D278-D20
LCC2321GTTJ 00

swp3 0x00 None

swp4 0x00 None

swp5 0x00 None

SWp6 0x00 None

swplb5 Ox11 (QSFP28) Amphenol 112-00595
APF20279210117 BO

swpl6 O0x11 (QSFP28) Amphenol 112-00595

APF20279210166 BO

7. R A R IR A |



admin@swl:mgmt:~$ nv show interface --view=lldp

60

b. {EFEEEERTET

MBHEEREARCR (BRI ERERIAES sw2 » K73 LIF 2 AER(IZE] e0d)

LocalPort Speed Mode RemoteHost RemotePort
eth0 100M  Mgmt mgmt-swil Eth110/1/29
swp2sl 25G Trunk/L2 nodel ela
swplb 100G BondMember sw2 swplb5
swpl6 100G BondMember sw2 swplb6
8. mERE FREFHBNERRR
a. N EETA SN REERBIERESEEFR IR
clusterl::*> network port show -role cluster
Node: nodel
Ignore
Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000
healthy false
Node: node?
Ignore
Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000
healthy false

o



clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/11dp

e3a swl (b8:ce:f6:19:1a:7e) swp3 —

e3b sw2 (b8:ce:f6:19:1b:96) swp3 -
node2/11dp

e3a swl (b8:ce:f6:19:1a:7e) swpé -

e3b sw2 (b8:ce:f6:19:1b:96) swp4 =

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true

Switch Type Address
Model
swl cluster—-network 10.233.205.90

MSN2100-CB2RC

Serial Number: MNXXXXXXGD
Is Monitored: true
Reason: None

Software Version:

Mellanox

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100

Version Source: LLDP
SW2 cluster-network 10.233.205.91
MSN2100-CB2RC
Serial Number: MNCXXXXXXGS
Is Monitored: true
Reason: None

Software Version:

Mellanox

Version Source:

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100
LLDP

9. BRERERTEFILES !
cluster show

10. HE_ERMEETE 1 E 140
1. BRREE LIF WEEEEINAE o



network interface modify -vserver Cluster -1if * -—-auto-revert true

1. BERIAITEIZD EIPEER o
2. f$ "ping’ A EEEEIEEE Cumulus Linux 1 RCF FUAIARSIAVEIZIE IS S ©
3. BB L BRI EEIRISSNEEERE

network device-discovery show

4. BEEEREEHENERMNEFRRE o
a. REEAEREIERBEMRRIE

network port show -role cluster
b. BBFRIARENTE (LIF) &AM EERBE
network interface show -role cluster
C. HESRERFRR T MEER IASRIEN ¢
system cluster-switch show -is-monitoring-enabled-operational true

o (ZRBE LIF WEBEIRINAE - BE LIF SHEEBIBAREIN > BELHBIRSTARAITHR
REFRREEZREL -

network interface modify -vserver Cluster -1if * -auto-revert false

* MREEFAR RCF > RIBBREIT TRPEHEBEIRIIEE -

62

* MNREMIFIF4AR T Cumulus Linux RRZs > BIEFEEF LT EBEHEHEBEEERGE > HATCERKER o



1. BE/RSN210030#2238 ERYRI AT :

admin@swl :mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary

+ cluster isl 9216 200G up

bond
+ ethO 1500 100M up mgmt-swl Eth105/1/14
eth IP Address: 10.231.80 206/22

ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8

lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster01 eOb
SWp
+ swplb 9216 100G up sw2 swplb
SWp
+ swpl6 9216 100G up sw2 swpl6
SWp

2. 1% RCF Python flZs#8 815353485 ©

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.x
-Cluster-HA-Breakout-LLDP

ss0login@10.233.204.71's password:
MSN2100-RCF-vl.x-Cluster-HA-Breakout-LLDP 100% 8607
111.2KB/s 00:00

@ A ‘scp MIREBHPEANREEL L » LRI UIEREEHRERERAI > HIi
SFTP ~ HTTPS B¢ FTP ©

3. FEA RCF python iz« MSN2100-RCF-v1.x-Cluster-HA-Breakout-LLDP °
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cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.x-Cluster-HA
-Breakout-LLDP
[sudo]

Step
Step
Step
Step
Step
Step
Step
Step
Step
Step
Step
Step
Step

0 J o U w N

e = )
W N RO e

password for cumulus:

Creating the banner file
Registering banner message
Updating the MOTD file
Ensuring passwordless use of cl-support command by admin
Disabling apt-get
Creating the interfaces
Adding the interface config
Disabling cdp
Adding the 1lldp config
Adding the RoCE base config
Modifying RoCE Config
Configure SNMP
Reboot the switch

RCF MlZ5emk 7 _EEEEH 5 HAID R o

®

fian

E LT ER 3 FF MOTD 1EZ B > MI1TIES cat /etc/issue.net © &k * &FLA]
LUB%EE RCF 1% %8 « RCF s ~ EFAMNEIZIELMU K RCF R EMEEEHN



admin@swl:mgmt:~$ cat /etc/issue.net
R b b b b (b b (b b b b b b b b b b b b b b Ib b b b b b b b b b b b b b b b Ib b b b b Sb b b b b b S Ib b Ib b b Sb b Sb ab I b db b Ib b b b b g

kX hkkkkkKkk

*

* NetApp Reference Configuration File (RCF)

* Switch : Mellanox MSN2100

* Filename : MSN2100-RCF-1. x -Cluster-HA-Breakout-LLDP
* Release Date : 13-02-2023

* Version : 1. x -Cluster-HA-Breakout-LLDP

* Port Usage:

* Port 1 : 4x10G Breakout mode for Cluster+HA Ports, swpls0-3
* Port 2 : 4x25G Breakout mode for Cluster+HA Ports, swp2s0-3
* Ports 3-14 : 40/100G for Cluster+HA Ports, swp3-14

* Ports 15-16 : 100G Cluster ISL Ports, swplb5-16

* NOTE:

w RCF manually sets swpls0-3 link speed to 10000 and
W auto-negotiation to off for Intel 10G

2 RCF manually sets swp2s0-3 link speed to 25000 and
2 auto-negotiation to off for Chelsio 25G

*

* IMPORTANT: Perform the following steps to ensure proper RCF

installation:
* - Copy the RCF file to /tmp
* - Ensure the file has execute permission

* — From /tmp run the file as sudo python3 <filename>
*

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i g

kAhkKkkkkkk k%K

@ gg%%ﬂ&ﬁ%ﬁﬁﬁi%ﬂ’g RCF Python flZsfSz8 » sHEH48FRM o "NetAppZiE"EKRE

4. REREHUABREMMNEMNEIIREEMER - F2R'EEHGNLE I EF R ARTAREE
BRYEFAEN ©

o. BEREEEEACE ¢

admin@swl:mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary
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+ cluster isl 9216 200G up
bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up clusterO1
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWP

admin@swl:mgmt:~$ nv show gos roce

Ethl105/1/14

eOb

swplb

swpl6

description

Turn feature 'on' or

Roce Mode

Congestion config mode
Congestion config enabled

Congestion config max-

Congestion config min-

switch-priority of roce
L4 port number
L4 protocol

switch-prio on which PFC

PFC Rx Enabled status

operational applied

enable on
'off'. This feature is disabled by default.
mode lossless lossless
congestion-control

congestion-mode ECN, RED

enabled-tc 0,2,5
Traffic Class

max—-threshold 195.31 KB
threshold

min-threshold 39.06 KB
threshold

probability 100
lldp-app-tlv

priority 3

protocol-id 4791

selector UDP
pfc

pfc-priority 2, 5
is enabled

rx—enabled enabled

tx-enabled enabled

trust

PFC Tx Enabled status



trust-mode pcp,dscp
for packet classification

RoCE PCP/DSCP->SP mapping configurations

Trust Setting on the port

0,1,2,3,4,5,6,7

~N o O b W N P O
~N o O b W N P O

8,9,10,11,12,13,14,15

16,17,18,19,20,21,22,23
24,25,26,27,28,29,30,31
32,33,34,35,36,37,38,39
40,41,42,43,44,45,46,47
48,49,50,51,52,53,54,55
56,57,58,59,60,61,62,63

~N o O b W N BB O

RoCE SP->TC mapping and ETS configurations

switch-prio traffic-class

N o O W N P O
N o O W N P O
O O U O O N o O

RoCE pool config

name

0 lossy-default-ingress
1 roce-reserved-ingress
2 lossy-default-egress
3

roce—reserved—egress

Exception List

DWRR-28%
DWRR-28%
DWRR-28%
DWRR-28%
DWRR-28%
DWRR-43%
DWRR-28%
DWRR-28%

Dynamic
Dynamic
Dynamic

Dynamic

size

50%
50%
50%
inf

switch-priorities

0,1,3,4,6,7 =
2,5

N O
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1
2

ECN.
4
thresho
5
thresho

6
switch-

9
switch-

8
switch-

9
switch-

10
switch-

11
switch-

12
switch-

13
switch-

14
15
16
0 Got 2
17
3 Got O
18
0 Got 5
19
6 Got O

Incomplete Command:

fast-11i

Incomplete Command:

RoCE PFC Priority
Congestion Config
Congestion Config

Congestion Config
150000.
Congestion Config

1d:
1d:
1500000.

Scheduler config mismatch

prio0.

Expected scheduler-weight:
Scheduler config mismatch

priol.

Expected scheduler-weight:
Scheduler config mismatch

prio2.

Expected scheduler-weight:
Scheduler config mismatch

prio3.

Expected scheduler-weight:
Scheduler config mismatch

prio4.

Expected scheduler-weight:

Scheduler config mismatch

prio5.

Expected scheduler-weight:

Scheduler config mismatch

prioé6.

Expected scheduler-weight:

Scheduler config mismatch

prio7.

Expected scheduler-weight:

Invalid
Invalid
Invalid
Invalid

Invalid

Invalid

nkup

reserved config for ePort.
reserved config for ePort.
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for

set interface swp3-16

set interface swp3-16

for traffic-class

for traffic-class

Mismatch.Expected pfc-priority: 3.
TC Mismatch.Expected enabled-tc:
mode Mismatch.Expected congestion-mode:

0,3.

min-threshold Mismatch.Expected min-

max-threshold Mismatch.Expected max-

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

strict-priority.

mapped to

DWRR-50%.

TC[2] .Expected 0 Got 1024
TC[5] .Expected 0 Got 1024
switch-priority 2.Expected
switch-priority 3.Expected
switch-priority 5.Expected
switch-priority 6.Expected

link fast-linkupp3-16 link

link fast-linkupp3-16 link



fast-linkup

Incomplete Command:

fast-linkup

®

set interface swp3-16 link fast-linkupp3-16 link

FRIVGISMBER AR ERRAEE » AJLUBEE o

- RIZE T E IR S ARV E A ¢

admin@swl:mgmt:~$ nv show platform transceiver

Interface
SN

swplsO 0x00
swplsl 0x00
swpls2 0x00
swpls3 0x00
swp2s0 0x11
LCC2321GTTJ
swp2sl O0x11
LCC2321GTTJ
SWp2s2 O0x11
LCC2321GTTJ
swp2s3 0x11
LCC2321GTTJ
swp3 0x00
swp4 0x00
swp5 0x00
SWp6 0x00
swplb5 0x11
APF20279210117
swpl6 0x11
APF20279210166

7. SRS E R R EER

Identifier

Vendor Name Vendor PN Vendor

Vendor Rev

None
(QSFP28)
00
(QSFP28)
00
(QSFP28)
00
(QSFP28)
00

None

CISCO-LEONI 1L45593-D278-D20

CISCO-LEONI L45593-D278-D20

CISCO-LEONI 1L45593-D278-D20

CISCO-LEONI L45593-D278-D20

None
None
None

(OSFP28)
BO

(OSFP28)
BO

Amphenol 112-00595

Amphenol 112-00595

e ERE
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admin@swl:mgmt:~$ nv show interface 1lldp

70

b. {EFEEEERTET

LocalPort Speed Mode RemoteHost RemotePort
eth0 100M  Mgmt mgmt-swil Eth110/1/29
swp2sl 25G Trunk/L2 nodel ela
swplb 100G BondMember sw2 swplb5
swpl6 100G BondMember sw2 swplb6
8. mERE FREFHBNERRR
a. N EETA SN REERBIERESEEFR IR
clusterl::*> network port show -role cluster
Node: nodel
Ignore
Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000
healthy false
Node: node?
Ignore
Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000
healthy false

MBHEEARCR (BRI EREMIAES sw2 » K7 LIF R AERIZ] e0d) o



clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/11dp

e3a swl (b8:ce:f6:19:1a:7e) swp3 —

e3b sw2 (b8:ce:f6:19:1b:96) swp3 -
node2/11dp

e3a swl (b8:ce:f6:19:1a:7e) swpé -

e3b sw2 (b8:ce:f6:19:1b:96) swp4 =

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true

Switch Type Address
Model
swl cluster—-network 10.233.205.90

MSN2100-CB2RC

Serial Number: MNXXXXXXGD
Is Monitored: true
Reason: None

Software Version:

Mellanox

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100

Version Source: LLDP
SW2 cluster-network 10.233.205.91
MSN2100-CB2RC
Serial Number: MNCXXXXXXGS
Is Monitored: true
Reason: None

Software Version:

Mellanox

Version Source:

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100
LLDP

9. BRERERTEFILES !
cluster show

10. HE_ERMEETE 1 E 140
1. BRREE LIF WEEEEINAE o



network interface modify -vserver Cluster -1if * -—-auto-revert true

T—S2MHE?
224 RCF 18 » f&a]LL... "&4E CSHM 5" o

ZRINER IR SRR R ENE

HEENVIDIAZ KBRS LR E O AR RS EANRESE » SRR TP Bg
I

INENVIDIA X190006-PE #1 X190006-P| FERAR#EIEMEERIZ » BZEB LU TR » AlEBRI T T i< RKER
5E—Bh . “system switch ethernet show TG &I EIER R EET ‘HLth"EEIH o B EHERITHINVIDIAR 23R 5R

J %%ﬁ%?@ﬂ SEHEMYERE o “nv show platform hardware #EFNVIDIA CL 5.8 REERRASEL "nv show
platform 5B A B &R S ©

WMRIRFEEIEFERANVIDIA CL 5.11.x FILL FONTAPHRZSBEF » {2 ErE5 128 B s UN EEAE SN TEHRE
» MEBRBITELED R o BMERXEBGE LS ER » 2B BESREINSEt A sENRERR » B
() EEESHTRA—IERSEE-
* 9.10.1P20 ~ 9.11.1P18 ~ 9.12.1P16 ~ 9.13.1P8 ~ 9.14.1 ~ 9.15.1 R E S RRABIFHT
FAYaZ Bl
* SAFE{RONTAPEE OB IETEE1E ©
* EXR#23 EERA SSH > BiR]fEA CSHM FREYFRB IHAE ©
* 5B& “Imroot/etc/cshm_nod/nod_sign/ FrE EIZE ERIB % :

a. EAHNRS shell
system node run -node <name>

b. AR ZEREHER
priv set advanced

C. F|HERTEHRE “/etc/cshm_nod/nod_sign' B - MNRBRFEEHEIREXMH » AGTIHIERRE -
1s /etc/cshm nod/nod_sign

d. MRRERPRIEIERYAT AR RS R A SR IERE ©

i{g%@xﬁﬁfﬁ > MR EEY LR STRBSRAPIAEENX M - AR THI R EE LR RRIRTRE

rm /etc/cshm nod/nod sign/<filename>

a. EREMFNRERE N ERERT

ls /etc/cshm nod/nod sign

72



1. RIBHFEFONTAPHR A T8 2 X ABER AT HAB B RS IEA3:R T zip 1B o s UL R EENS @ "NVIDIA
ZKHBER AT B o

a. 7ZZNVIDIA SN2100 #Rfs TEEE L > 3 Nvidia CSHM &2 °

b. 7£ NIZHEE/WE BE L » EERZEAGRERTEE

C. ERAEREFAIGERAE L » ERREGRERTREE - ARE—T ERTESE -
d. 7£ Nvidia CSHM 8% - THEME L > EEERNREE o U TXHEHTH !

ONTAP 9.15.1 RESHrZs
« MSN2100-CB2FC-v1.4.zip

*+ MSN2100-CB2RC-v1.4.zip
* X190006-PE-v1.4.zip
« X190006-PI-v1.4.zip

ONTAP 9.11.1 £ 9.14.1
*+ MSN2100-CB2FC_PRIOR_R9.15.1-v1.4.zip

- MSN2100-CB2RC_PRIOR_R9.15.1-v1.4 zip
- X190006-PE_PRIOR_9.15.1-v1.4.zip
- X190006-PI_PRIOR_9.15.1-v1.4.zip

1. ISHRER) zip R52 LW EIEAIPIEE Web fAIARSS o
2. R EEONTAP A EUERE R o

set -privilege advanced

3 HITRIASREREIERERS °

clusterl::> system switch ethernet configure-health-monitor

4. SAHESDISHIIONTAPIRA SR I BB U T FERE :

ONTAP 9.15.1 RESHRZ
AR PRI O LR TR ©

ONTAP 9.11.1 = 9.14.1
SHM B 2L ERE ©

ONTAP 9.10.1
CSHM T &H B EMINERIE ©

GNRIEEFEER » SAHAENetApp3ZIE o
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1. FRFIRERRINREERERSmARRNME » ZRERAIEANIT TIIGHE<IKE o “system switch
ethernet polling-interval show 752l F—#% Z A1 °

2. JE1T3Ze < “system switch ethernet configure-health-monitor show ZEONTAPZRAEH » FEIRE HIRNEE M
1 > W BBEITRIERE S True > FSREAIARET Unknown ©

clusterl::> system switch ethernet configure-health-monitor show

@ MEERRTEREE » CERNAEETROTHER” » :AH#4&NetAppZiE ©
BR "RAMSROAERSE-BE- BT ETH T UENRES S °
T—SRHE?

Z4E CSHM 1E2£1% » eI BB AT e iR o
1% SN2100 RSB A L BTERE
SIS SN2100 HERIARER A HHTESME |

* ¥5¢ Cumulus Linux 5.10 BB RhRZA » 8] AER Cumulus BRER o
* #H2 Cumulus Linux 5.1 RERRRZA » &R LUEA nv action reset system factory-default #5 < ©

RERR LTS
TEAZEE R BT IRITH B IR EI3THA8S o
* {SAZETER root ZBEEA BE(FE R sudo FENE S ©

()  Am%E Cumulus Linux MESEE » HSHNVIDIA SN21005H 8 A0 L 4 TR o
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#l 5. T

Cumulus Linux 5.10 & 2Rk

1. % Cumulus #ZH1 8 » AU TS TEIIABREIRA AT HIMEELER(TS o “onie-install -a - R EZE

RBRERSRIIERERE - WJDD :

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-1linux-5.10.0-mlx-amdé64.bin

2. ZERAMBTE - EMETHIERFE » SiRTHEIZER > BAy* -
3. EMRNENRIASRIA LIRS ©

sudo reboot

cumulus@swl:mgmt:~$ sudo reboot

@ RSB EMAENIEA SRR LR - ERE LR - KERTME > STRBEM
BN ARIFTEZARRS © “log-in AIRRY o

Cumulus Linux 5.1 REERRZA
EEBRIRBPERAS L EERENMPRAAARE « RAXHFBEXXH > /T

nv action reset system factory-default

fugn

cumulus@switch:~$ nv action reset system factory-default

This operation will reset the system configuration, delete the log

files and reboot the switch.
Type [y] continue.

Type [n] to abort.

Do you want to continue? [y/n] y

B2 ENVIDIA "8 H s E "B % ¥ 15E 2 AR o

T
SERE AN B SRR EEE -
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