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* LIF f9%4%8:2 clus1 # clus2 ©

* BRGNS 5% node1 F node2 o

* & “cluster::*>'prompt 15 ELTE °
IR ERANEREEEER elafl e2ac

&"Hardware Universe"8 2fET A BIREFHEHBNREMEN
TER1 . EHER
1. BHEERARBEERER > WAy BERAIRTHES
set -privilege advanced
HIRSERTAT () o
2. MR E R T AutoSupport > BIZEBIF I AutoSupportsfl/S SR N B B L Z A

system node autosupport invoke -node * -type all -message MAINT=xh

RUSEIREAOISERT B o
() AutoSupportiil S8 BIEAAT LB ILAE TR » M BIE RIS S BRI RA -
g el

LUT ap < el B Eh R I Z /) VB

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

SER 2 . /TR
1. (FRMBEERHES cs1 #l cs2 LAAEEMEEREIEE (GE ISL EBR) o
BRSE2A ISL EiFig -


https://hwu.netapp.com/

&

LU EEAIRRRIIHAES cs1 EEMEIRGRVEIZIR 1 2] 12 BFA ¢

(csl)> enable

(csl)# configure

(csl) (Config) # interface 0/1-0/12
(csl) (Interface 0/1-0/12)# shutdown
(csl) (Interface 0/1-0/12)# exit
(csl) (Config) # exit

LUF B HIFR3HEs cs2 FEMERLAVERIE 1 2 12 BFH

2)> enable
cs2) # configure

(c

(

(cs2) (Config)# interface 0/1-0/12
(cs2) (Interface 0/1-0/12)# shutdown
(cs2) (Interface 0/1-0/12)# exit
(cs2) (Config) # exit

2. M A CN1610 SIS cs1 M cs2 ZfH ISL MUKk ISL LM BEREIFIBREIER © up -

show port-channel



&

WUTEMETT ISLERIRRE "up RIRREIIARS cs1 ¢

(csl) # show port-channel 3/1

Local Interface
Channel Name

Link State
Admin Mode

(Enhanced hashing mode)

0/15

0/16

Device/

Timeout

actor/long
partner/long
actor/long
partner/long
actor/long
partner/long
actor/long
partner/long

LUTEEMEETR Y ISL BB

Port
Speed

10G Full

10G Full

10G Full

10G Full

Port
Active

True

True

‘up TER S cs2 L

3/1
ISL-LAG
Up
Enabled
Static



(cs2) # show port-channel 3/1

Local INterfacCe. vttt ittt e ettt eeeeeaenn 3/1
Channel Name. ...ttt it ittt eeeeeeeeeeeeeeeenens ISL-LAG
Link State. ...ttt ittt ettt Up

72N o o W (o Y L Enabled
T P e e e v e e e e et e e e ae e aeeeeeeeeeeneeoeeeneeaneennns Static
Load Balance Option. ..t ieen et eeeeeeeennennns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

3. BB BBE

show isdp neighbors

It

LRI ARMERIARIREBRIEN ©
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LUREBHIFIH T 324488 cs1 ERIABHRRAS -

(csl)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
cs2 0/13 11 S CN1610
0/13
cs2 0/14 11 S CN1610
0/14
cs2 0/15 11 S CN1610
0/15
cs2 0/16 11 S CN1610
0/16

LUREBHIFIH T 32488 cs2 LRIABHRERA -

(cs2) # show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
csl 0/13 11 S CN1610
0/13
csl 0/14 11 S CN1lo61l0
0/14
csl 0/15 11 S CN1610
0/15
csl 0/16 11 S CN1610
0/16

4. BTEREERE

network port show
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cluster::*> network port show -ipspace Cluster

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Broadcast Domain

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

Node: nodel
Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
eOb Cluster
healthy false
elc Cluster
healthy false
e0d Cluster
healthy false
eda Cluster
healthy false
edb Cluster
healthy false
Node: node2
Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
elb Cluster
healthy false
elc Cluster
healthy false
eld Cluster
healthy false
eda Cluster
healthy false
edb Cluster
healthy false

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

12 entries were displayed.

up 9000
up 9000
up 9000
up 9000
up 9000
up 9000
Link MTU
up 9000
up 9000
up 9000
up 9000
up 9000
up 9000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

Health

Status

Health

Status



S. N BEREERR N EEE N R R R FRVHRERR ¢
run * cdpd show-neighbors

T

TS HIRTEEERIE ela M e2a FIZF HEEBHERL_ERBRERIE

cluster::*> run * cdpd show-neighbors

2 entries were acted on.

Node: nodel

Local Remote Remote Remote Hold
Remote

Port Device Interface Platform Time
Capability

ela node? ela FAS3270 137
H

eZa node?2 ela FAS3270 137
H

Node: node2

Local Remote Remote Remote Hold
Remote

Port Device Interface Platform Time
Capability

ela nodel ela FAS3270 161
H

eZa nodel ela FAS3270 161
H

6. HESTFRB &R LIF #E5F7E up UREER T !

network interface show -vserver Cluster

SEERE LIF FBRET true' 7 TREERI —H e



7.

10

&

cluster::*> network interface show -vserver Cluster

Logical
Current Is
Vserver Interface
Home
nodel

clusl
true

clus?
true
node?2

clusl
true

clus?2
true

Status

Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

4 entries were displayed.

@ ZER 10 Bl 13 LI MERMBIS on L AR IR EIREAIT ©

HESTPT A R B IRIRAR B up -

network port show -ipspace Cluster

10.

10.

10.

10.

10.

10.

10.

10.

10.1/16

10.2/16

11.1/16

11.2/16

Current

Node

nodel

nodel

node?2

node?2

Port

ela

eza

ela

e2a



&

cluster::*> network port show -ipspace

(Mbps)
Node Port
Admin/Oper

ela
auto/10000

eZa
auto/10000
node?2

ela
auto/10000

ela
auto/10000

MTU

Cluster

Auto-Negot

Admin/Oper

Duplex

Admin/Oper

clusl

clus?2

clusl

clus?2

up

up

up

up

4 entries were displayed.

9000

9000

9000

9000

true/true

true/true

true/true

true/true

full/full

full/full

full/full

full/full

. BRIE “-auto-revert' 2# ‘false T Mi{EEIEL_EBYEE LIF clus1 # clus2 L :

network interface modify

R
cluster::*> network
-revert false
cluster::*> network
-revert false
cluster::*> network
-revert false
cluster::*> network
-revert false
it 8.3 KERIRA -

SR TEERY

interface

interface

interface

interface

SEERUTHS :

Cluster -1if * —-auto-revert false

modify -vserver

modify -vserver

modify -vserver

modify -vserver

nodel

nodel

node?2

node?2

-1if

-1if

-1if

=JLaLiE

clusl

clus2

clusl

clus?2

Speed

—auto

—auto

—auto

—auto

network interface modify -vserver

11



ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE - JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER ETREARRSEENE show BREFEEARG S

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZs

HMFRBEONTAPHRZ » fEthBILUEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local

Host 1s node?2

Getting
Cluster
Cluster
Cluster

Cluster

Local

Remote
Cluster Vserver Id = 4294967293

addresses from network interface table...
nodel clusl 169.254.209.69 nodel e0a
nodel clusZ 169.254.49.125 nodel eOb
node2 clusl 169.254.47.194 node2 eQa
node2 clus2 169.254.19.183 node2 e0b
169.254.47.194 169.254.19.183

= 169.254.209.69 169.254.49.125

Ping status:

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000

byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1 i clust BREISEMBENE £ e2a IS :

network interface migrate

g

LUFEHIBTRT i clus1 BRREIENEE 1 AENEL 2 _EAY e2a HIZIEAVIBIE ©

cluster::*> network interface migrate -vserver

-source-node nodel -dest-node nodel -dest-port

cluster::*> network interface migrate -vserver

-source-node node?2

®

12 8.3 REShRZS

BHERAUTHS .

—-dest-node node2 -dest-port

nodel -1if clusl
ela
node?2 -1if clusl
e2a

network interface migrate -vserver

Cluster -1if clusl -destination-node nodel -destination-port e2a

2. HEEUBBE M

13



network interface show -vserver Cluster

e

LUTF &85 T clus1 B&#8%) node1 A node2 LK e2a EIZIR :

cluster::*> network interface show -vserver Cluster

Logical
Current Is
Vserver Interface
Home
nodel

clusl
false

clus?
true
node?2

clusl
false

clus?
true

Status

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

4 entries were displayed.

3. FARAM{E IR EAVEEE IR e1a !

network port modify

mEEER

DUTsEfIEE RN fIRARARAES 1 FIENEL 2 ERY ela EHE

10.

10.

10.

10.

10.

10.

10.

10.

Network

10.

10.

11.

11.

1/16

2/16

1/16

2/16

Current

Node

nodel

nodel

node?2

node?2

Port

e2a

eza

eza

e2a

cluster::*> network port modify -node nodel -port ela -up-admin

false

cluster::*> network port modify

false

4. ERBERBIRE

network port show

14

-node node2 -port ela -up-admin



&

LUTEH|RTEIZIE e1a @ down 7EEIEL 1 FIEHEE 2 L

cluster::*> network port show -role cluster

Auto-Negot Duplex Speed

(Mbps)
Node Port Role Link  MTU Admin/Oper Admin/Oper
Admin/Oper
nodel

ela clusl down 9000 true/true full/full
auto/10000

eZa clus? up 9000 true/true full/full
auto/10000
node?2

ela clusl down 9000 true/true full/full
auto/10000

ela clus? up 9000 true/true full/full
auto/10000

4 entries were displayed.

S. EffAENEL 1 ERREEIEE e1a WEE - AEEA CN1610 IR ZIERMBEEER o1a HIHTIRERIR
25 cs1 ERVEIIR 1 o

$&"Hardware Universe"& 2 B Z RN MARAVE o

6. ERFAENRL 2 ERVBREIEIHE e1a B » AR CN1610 STARZIEMNE
7= cs1 LRVEEIR 2

7. BURRmERINE cs1 EFMAEMETFAVEIRIR

ok

BB ela EIRFREM

e

AT EBEHIREMACHAES cs1 ERVERHE 1 B 12 BERIA -

(csl)# configure

(csl) (Config) # interface 0/1-0/12

(csl) (Interface 0/1-0/12)# no shutdown
(csl) (Interface 0/1-0/12)# exit

(csl) (Config) # exit

15
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8. EBEMM LRAFE —(EEEEREela:

network port modify

T

LUF B HIRRANEITEENRE 1 FIE0RL 2 LRYAERHR e1a !

cluster::*> network port modify -node nodel -port ela -up-admin true

cluster::*> network port modify -node node2 -port ela -up-admin true

9. BRFMAEREEFEHERA up -
network port show -ipspace Cluster

T

LUF BB SR Fr A SERHERIBIT 4 "up TEERRE 1 FIEIRE 2 L ¢

cluster::*> network port show -ipspace Cluster

Auto-Negot

MTU Admin/Oper

Duplex

Admin/Oper

(Mbps)
Node Port Role Link
Admin/Oper
nodel

ela clusl up
auto/10000

ela clus? up
auto/10000
node?2

ela clusl up
auto/10000

eza clus? up
auto/10000

4 entries were displayed.

10. W mfEEnRG LR clus1 (ZAIEER) BR#A ela:

network interface revert

16

9000

9000

9000

9000

true/true

true/true

true/true

true/true

full/full

full/full

full/full

full/full



&

LUF S BB RINAIAEENES 1 FIEI2E 2 LAY clus1 IBIRE e1a EEIFIE ¢

cluster::*> network interface revert

cluster::*> network interface revert

C) 12 8.3 RESARZS

Cluster -1if <nodename clus<N>>

. WA &R LIF #EF7E up BRIFNEET tue' E TBEERI —# ¢

HERAUTHS .

network interface show -vserver Cluster

mETEER

network interface revert

M EEBIEERFRA LIF #B2 up 7EEA%L 1 FNEHEL 2 Lo

-vserver nodel

-vserver node?2

EEARI JIHERRE

cluster::*> network interface show -vserver Cluster
Network

Current Is
Vserver

Home

Logical

Interface

Status

Admin/Oper Address/Mask

Current

Node

-1if clusl
-1if clusl

—vsServer

‘true :

Port

true

true

node?2

true

true

clusl

clus?2

clusl

clus?2

up/up

up/up

up/up

up/up

4 entries were displayed.

12. ETREEPHRAIAEEN -

cluster show

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

11

11.

1/16

2/16

.1/16

2/16

nodel

nodel

node?2

node?2

ela

eza

ela

e2a

17
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LUT SRR T =S R ER RN E R AN ¢

cluster::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

13. 7EEEENRLAVIERI S £ clus2 BISE ela iR !

network interface migrate

g

LR EBHIRR T #F clus2 BISEIENRE 1 FENRL 2 LAY ela BIIBAVIBIE !

cluster::*> network interface migrate -vserver nodel -1if clus2
—-source-node nodel -dest-node nodel -dest-port ela
cluster::*> network interface migrate -vserver node2 -1if clus2
-source-node node2 -dest-node node2 -dest-port ela

@ R 8.3 RESHRA > s5FEBLUTE< | network interface migrate -vserver
Cluster -1if nodel clus2 -dest-node nodel -dest-port ela

14. FERBHESTH

network interface show -vserver Cluster

18



15. RARAMEIEIRE_ E RS EEEIRIR e2a !

16.

&

WUTERERE T clus2 BEBFZEIENRL 1 MEHR 2 ERY eta IR ©

cluster::*> network interface show -vserver Cluster

Current Is

Vserver

true

false

node?2

true

false

Logical

Interface

clusl

clus?2

clusl

clus?2

Status

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

4 entries were displayed.

network port modify

T

LUF BB RN aIRARAERRS 1 FIEARE 2 LAY e2a FIFIR !

10.

10.

10.

10.

10.

10.

10.

10.

Network

10.

10.

11 .

11.

1/16

2/16

1/16

2/16

Current

Node

nodel

nodel

node?2

node?2

Port

ela

ela

ela

ela

cluster::*> network port modify -node nodel -port e2a -up-admin

false

cluster::*> network port modify

false

ERE R

network port show

-node node2 -port e2a -up-admin

19
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BT S5 RAERFIR e2a Z "down 7EEARE 1 FENRL 2 L ¢

cluster::*> network port show -role cluster
Auto-Negot

(Mbps)
Node Port Role Link MTU Admin/Oper
Admin/Oper
nodel

ela clusl up 9000 true/true
auto/10000

e2a clus2 down 9000 true/true
auto/10000
node?2

ela clusl up 9000 true/true
auto/10000

e2a clus2 down 9000 true/true
auto/10000

4 entries were displayed.

17. EREAENRS 1 LRVSEEIERHE e2a VB » AREM CN1610 ISR ZIENE

25 cs2 FHYEREIE 1

18. ERAENEL 2 EAVESEEIEIE e2a IELS - JA%R(FER CN1610 IR EMNE
25 cs2 FHYEIEIR 2 0

19. By FRERHER cs2 LFAEMEIREAVERRIE o
g

T EBHIRRMAC A8 cs2 ERVERHE 1 B 12 ERKA -

(cs2)# configure

(cs2) (Config) # interface 0/1-0/12

(cs2) (Interface 0/1-0/12)# no shutdown
(cs2) (Interface 0/1-0/12) # exit

(cs2) (Config) # exit

20. TESMEENRL LRI S —(EEEEIFE e2a ©

20

Duplex

Admin/Oper

full/full

full/full

full/full

full/full

BE BB e2a )

BEEER e2a )

Speed

BIRTRETIR

BIRTRETIR



&

W EEAERRINFAITEERRS 1 FNENRS 2 LRRAEIRIR e2a !

cluster::*> network port modify -node nodel -port e2a -up-admin true
cluster::*> network port modify -node node2 -port e2a -up-admin true

21. FERFMAEREEBEH O up ¢
network port show -ipspace Cluster

s

W T MR A S EHEIRIRITA 'up TEEIRS 1 FIEIRE 2 £ ¢

cluster::*> network port show -ipspace Cluster

Auto-Negot Duplex Speed

(Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper
Admin/Oper
nodel

ela clusl up 9000 true/true full/full
auto/10000

eZa clus?2 up 9000 true/true full/full
auto/10000
node?2

ela clusl up 9000 true/true full/full
auto/10000

e2a clus? up 9000 true/true full/full
auto/10000

4 entries were displayed.

22. Bm{EEEE LR clus2 (ZRIEEBTR) BR%A e2a:

network interface revert

21



&

LUF S BB RINAIAEEE, 1 FIEI2E 2 LAY clus2 IBIRE e2a FEIFIE !

cluster::*> network interface revert -vserver nodel -1if clus?2
cluster::*> network interface revert -vserver node?2 -1if clus?2

it 8.3 REEARA > 88T | cluster::*> network interface revert
(:) -vserver Cluster -1if nodel clus2 #] ‘cluster::*> network interface
revert -vserver Cluster -1if node2 clus2

B3 TREcE

1. &

SRETENESDET true' i TREERI —1# !

network interface show -vserver Cluster

FEEE

22

LR HIFRFRA LIF #i2 up 7EEIRE 1 R 2 £ TREERI FIHERRE true:

cluster::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
nodel

clusl up/up 10.10.10.1/16 nodel
ela true

clus? up/up 10.10.10.2/16 nodel
e2a true
node?2

clusl up/up 10.10.11.1/16 node?2
ela true

clus?2 up/up 10.10.11.2/16 node?2
e2a true

SRR EAVERIE



ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE - JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER ETREARRSEENE show BREFEEARG S

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZs

HMFRBEONTAPHRZ » fEthBILUEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)
Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. WS | BsE MBI R SRS E R A WEERE

show isdp neighbors
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W EMERTR T miERRIRY EREER

(csl)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
nodel 0/1 132 H FAS3270
ela
node?2 0/2 163 H FAS3270
ela
cs2 0/13 11 S CN1610
0/13
cs2 0/14 11 S CN1610
0/14
cs?2 0/15 11 S CN1610
0/15
cs2 0/16 11 S CN1610
0/16

(cs2)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
nodel 0/1 132 H FAS3270
e2a
node?2 0/2 163 H FAS3270
eZa
csl 0/13 11 S CN1610
0/13
csl 0/14 11 S CN1610
0/14
csl 0/15 11 S CN1610
0/15
csl 0/16 11 S CN1610



RTECERRBIIEN

network device discovery show

fEFREMREIRG < (FAMERR_ EASHRAEIASIKERTE

network options detect-switchless modify

e

Lr g fRmInfEERERMERERTE !

cluster:

() i 92 REmk

:*> network options detect-switchless modify —-enabled false

e EREEER ¢

ADVBILD R > RAREGBEEh -

network options detect-switchless-cluster show

e

il

cluster:

15 “false’ LA & FIRVEILL R AE

BREEER !

:*> network options detect-switchless-cluster show

Enable Switchless Cluster Detection: false

(D HL 9.2 KESRA

SERYRA] o

5% 1F "Enable Switchless Cluster 38 E 24 false c E0jfEEERIE=9

S. BLEZEE clus1  clus2 EEEEIEE EBHEIE » WHESD o

26

Fama

cluster:

-revert

cluster:

-revert

cluster::

-revert

cluster:

—-revert

:*> network
true
:*> network
true
*> network
true
:*> network
true

interface

interface

interface

interface

modify -vserver

modify -vserver

modify -vserver

modify -vserver

nodel

nodel

node?2

node?2

-1if

-1if

-1if

-1if

clusl -auto

clus2 -auto

clusl -auto

clus2 -auto



(D HR 8.3 RESRRZ > sAFERALI TS ¢ “network interface modify -vserver Cluster -lif *
-auto-revert true' B FA g2 £ PP B ENELRY B ENEIRINAE ©

6. BRrE R E PR S RIAREE ¢
cluster show

RETREEH

LR AR T £EP RV ERANCINEREN

cluster::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

7. NREEFHEIELEMTIEE > 5HEBTFIAutoSupportsl 8 BTN ZINAE :
system node autosupport invoke -node * -type all -message MAINT=END

FETREER

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=END

8. BHERERAEIEIES :

set -privilege admin
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