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swp1s0-3 4x10GbE 73 2 EEB¥IR EIRY
swp2s0-3 4x25GbE D EBHBEIE,
swp3-14 40/100GbE EEEIFIRETR,
swp15-16 100GbEXR A3 (ISL) imO

)

28 "Hardware Universe" B R3S e E R RVEE A E R o

FCAE IR RV SRR AR

NRICBRNERIEEBBREFHIENR > Cumulus Linux 5.4 RESHRAE S HRIRELAFIZIE o ERIMUERUT
B . nvset HiEUWIT ¢

nv set interface <interface-id> link fast-linkup on
nv config apply
reload the switchd

FETEER

cumulus@cumulus-csl3:mgmt:~$ nv set interface swp5 link fast-linkup on
cumulus@cumulus-csl3:mgmt:~$ nv config apply
switchd need to reload on this config change

Are you sure? [y/N] y
applied [rev id: 22]

Only switchd reload required
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Cumulus Linux 4.4.3
1. BETEfER 40GbE/100GbE BRI SE N EHIRTE |

cumulus@cumulus:mgmt:~$ net show interface pluggables

Interface Identifier Vendor Name Vendor PN Vendor SN
Vendor Rev

swp3 O0x11l (QSFP28) Molex 112-00576 93A2229911111
BO
swp4 0x11 (QSFP28) Molex 112-00576 93A2229922222
BO

2. BLUTFMATINA /etc/cumulus/switchd.conf {# 8 40GbE/100GbE $F#BRIF{EEIZIE (swp<n>) BIIEZE

° interface.swp<n>.enable media depended linkup flow=TRUE

° interface.swp<n>.enable short tuning=TRUE

fgn

cumulus@cumulus:mgmt:~$ sudo nano /etc/cumulus/switchd.conf

interface.swp3.enable media depended linkup flow=TRUE
interface.swp3.enable short tuning=TRUE
interface.swpd4.enable media depended linkup flow=TRUE
interface.swpd4.enable short tuning=TRUE

3. EFELE) “switchd BRFS :

cumulus@cumulus:mgmt:~$ sudo systemctl restart switchd.service

4. HESTEENRERER



cumulus@cumulus:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
UpP swp3 100G 9216 Trunk/L2 Master:
bridge (UP)
UP swpé 100G 9216 Trunk/L2 Master:
bridge (UP)

Cumulus Linux 5.x
1. BETEER 40GbE/100GbE SREMSEN EHISTE |

cumulus@cumulus:mgmt:~$ nv show interface pluggables

Interface Identifier Vendor Name Vendor PN Vendor SN

Vendor Rev

swp3 0x11l (QSFP28) Molex 112-00576 93A2229911111
BO
swp4 0x11 (QSFP28) Molex 112-00576 93RA2229922222
BO

2. ERUTAEERERE nvset s :

°nv set interface <interface-id> link fast-linkup on

°nv config apply
° EIEA “switchd AR

g0 -

cumulus@cumulus:mgmt:~$ nv set interface swp5 link fast-linkup on
cumulus@cumulus:mgmt:~$ nv config apply
switchd need to reload on this config change

Are you sure? [y/N] y
applied [rev id: 22]

Only switchd reload required

3. HESDEIHE AR



cumulus@cumulus:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
Up swp3 100G 9216 Trunk/L2 Master:
bridge (UP)
UP swpé 100G 9216 Trunk/L2 Master:
bridge (UP)
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Cumulus Linux 4.4.3

fIgn

cumulus@cumulus:mgmt:~$ net add int swpls3 link autoneg off && net com
-—- /etc/network/interfaces 2019-11-17 00:17:13.470687027 +0000
+++ /run/nclu/ifupdown2/interfaces.tmp 2019-11-24 00:09:19.435226258
+0000
@@ -37,21 +37,21 @@

alias 10G Intra-Cluster Node

link-autoneg off

link-speed 10000 <---- port speed set

mstpctl-bpduguard yes

mstpctl-portadminedge yes

mtu 9216

auto swpls3

iface swpls3
alias 10G Intra-Cluster Node

= link-autoneg off

+ link-autoneg on
link-speed 10000 <---- port speed set
mstpctl-bpduguard yes
mstpctl-portadminedge yes
mtu 9216

auto swp2s0

iface swp2s0
alias 25G Intra-Cluster Node
link-autoneg off
link-speed 25000 <---- port speed set

BENENERIERRE - UERRECER -
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cumulus@cumulus:mgmt:~$ net show interface

State Name

UPp swplsO
br default (UP)
UP swplsl
br default (UP)
UP swpls2
br default (UP)
UPpP swpls3
br default (UP)

UP

br

UPp

br

DN

br

DN

br

DN

br

UP

cluster isl (UP)

Up

cluster isl (UP)

swp3
default (UP)
swp4
default (UP)
swpb5
default (UP)
SWp6
default (UP)
swp7/
default (UP)

swplb

swplb

Cumulus Linux 5.x

fgn

10G

10G

10G

10G

40G

40G

N/A

N/A

N/A

100G

100G

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

BondMember

BondMember

cs07

cs07

cs08

cs08

cs03

cs04

cs01

cs01

(edc)

(edd)

(edc)

(edd)

(ede)

(ede)

(swplb)

(swplb)

Summary

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:



oo
AN

cumulus@cumulus:mgmt:~$ nv set interface swpls3 link auto-negotiate off

cumulus@cumulus:mgmt:~$ nv set interface swpls3 link speed 10G

cumulus@cumulus:mgmt:~$ nv show interface swpls3

link

auto-negotiate
off

duplex
full

speed
10G

fec
auto

mtu
9216
[breakout]

state
up

ENEERIBARE > LIS

A
Da%

off off

full full

10G 10G

auto auto

9216 9216

up up
EEER:

11



cumulus@cumulus:mgmt:~$ nv show interface

State Name Spd MTU Mode LLDP Summary
UP swplsO 10G 9216 Trunk/L2 cs07 (edc) Master:
br default (UP)
UP swplsl 10G 9216 Trunk/L2 cs07 (edd) Master:
br default (UP)
UpP swpls?2 10G 9216 Trunk/L2 cs08 (edc) Master:
br default (UP)
UP swpls3 10G 9216 Trunk/L2 cs08 (edd) Master:

br default (UP)

UP swp3 40G 9216 Trunk/L2 cs03 (ede) Master:

br default (UP)
UP swp4é 40G 9216 Trunk/L2 cs04 (ede) Master:
br default (UP)
DN sSwp5 N/A 9216 Trunk/L2 Master:
br default (UP)
DN SWp6 N/A 9216 Trunk/L2 Master:
br default (UP)
DN swp7 N/A 9216 Trunk/L2 Master:

br default (UP)

Up swplb 100G 9216 BondMember c¢s01 (swplb) Master:

cluster isl (UP)
UP swplb 100G 9216 BondMember c¢s01 (swpl6) Master:

cluster isl (UP)
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o MEIEH =
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&) 1. PR

Cumulus Linux 4.4.3

1. AR ©

BREARIABEEFHAERTE/ZES cumulus/cumulus © “sudo 43 o

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. 1% Cumulus Linux kRZA | net show system

cumulus@cumulus:mgmt:~$ net show system

Hostname......... cumulus

Build............ Cumulus Linux 4.4.3
Uptime........... 0:08:20.860000
Model............ Mlnx X86

CPU. ... x86 64 Intel Atom C2558 2.40GHz
Memory....eeuue.. 8GB

DisK.vueweeeueonan 14.7GB

ASIC. . v ieieennnn Mellanox Spectrum MT52132
Ports............ 16 x 100G-QSFP28

Part Number...... MSN2100-CB2FC

Serial Number.... MT2105T05177

Platform Name.... x86 64-mlnx x86-r0
Product Name..... MSN2100

ONIE Version..... 2019.11-5.2.0020-115200
Base MAC Address. 04:3F:72:43:92:80
Manufacturer..... Mellanox

3. REFHATE « IPIl « FHERESNAREE - NEHLBRIBTENRENIEH S/SSHEFE RS
gEX -

@ Cumulus Linux 32#as =/ MEH—EZEAMNZ KA EIRIRO > #84 etho o IEEOEFM
BRHEINERR - TERIBA T » BIENAEER DHCPv4 1T 2DEC ©

(D #emFEEmES O #8% (O) SIFASCHFT -
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cumulus@cumulus:mgmt:~$ net add hostname swl
cumulus@cumulus:mgmt:~$ net add interface ethO ip address
10.233.204.71

cumulus@cumulus:mgmt:~$ net add interface eth0 ip gateway
10.233.204.1

cumulus@cumulus:mgmt:~$ net pending

cumulus@cumulus:mgmt:~$ net commit

It Fr S EREEMESRUL TMIE . letc/hostname # “/etc/hosts ST o

4. AHESD LTS P Uil « FRERESNERFMESERN -

cumulus@swl:mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

eth0: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0O dropped 7 overruns 0 frame 0

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt
default via 10.233.204.1 dev ethO
unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

O. ERIER ERERE - K ~ K&A NTP [EARSS o
a. AiES EAIRE -

cumulus@swl:~$ cat /etc/timezone

b. B EMAEE !

cumulus@swl:~$ sudo dpkg-reconfigure --frontend noninteractive
tzdata

. FHEREEANKE !



cumulus@switch:~$ date +%2Z

d EEFASIEAEERERE » FRIT TS !

cumulus@swl:~$ sudo dpkg-reconfigure tzdata

e. {RFC & RVAS & 52 E ERAS T 52

cumulus@switch:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

f. FERBRR$EAY BRI ERE A IERS R EN(E ¢

cumulus@switch:~$ sudo hweclock -w

g WIAHRE > sFHE NTP fAAReS

cumulus@swl:~$ net add time ntp server <cumulus.network.ntp.org>
iburst

cumulus@swl:~$ net pending

cumulus@swl:~$ net commit

h. #52 ntpd IEFE R4 LE(E :

cumulus@swl:~$ ps -ef | grep ntp
ntp 4074 1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p
/var/run/ntpd.pid -g -u 101:102

I $EENTPAGRTE © FERIFRT » NTP ERRKIENERZ eth0 o EEIMUII TFREARRB NTP 2k
RS -

cumulus@swl:~$ net add time ntp source <src_int>
cumulus@swl:~$ net pending
cumulus@swl:~$ net commit

6. Z28E Cumulus Linux 4.4.3 :

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-linux-4.4.3-mlx-amd64.bin

17



LREIZFETH o HIRETRE > 5FHIA Y ©

7. EEINVIDIA SN2100333£28 :

cumulus@swl :mgmt:~$ sudo reboot

8. G HERLS > WHIRMT GRUB SMEEIE o :A7ETIEEE -
o Cumulus-Linux GNU/Linux
° ONIE : BEEX£RMR

Sepr)
c REREK

o Cumulus-Linux GNU/Linux
0. BEELE1E4ZEA-

10. 5852 Cumulus Linux FRAS% 4.4.3 | net show version

cumulus@swl :mgmt:~$ net show version

NCLU VERSION=1. 0-cl4.4.3u0

DISTRIB ID="Cumulus Linux"

DISTRIB RELEASE=4.4.3

DISTRIB DESCRI PTION="Cumulus Linux 4.4.3"

M. B —{E#A R LS Z AR IMAZ sudo BfE - ZEMEEEEHS/SSHEEEMMBBER

sudo adduser --ingroup netedit admin

18



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the
mark on a world-wide basis.

admin@swl:mgmt:~$

Cumulus Linux 5.4.0

1. AR o

BREARIABEEFHERTE/ZESA cumulus/cumulus © “sudo 43 o
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cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator

enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. 17 Cumulus Linux iR : nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational

applied

description

hostname
build
uptime

timezone

cumulus
Cumulus
6 days,
Etc/UTC

3. REFHATE » IPAE « FHERIESTE
=

E3h o

cumulus
Linux 5.3.0 system build version
8:37:36 system uptime

system time zone

o M EHRBRAAEEMEEIERIS/SSHEER A

@ Cumulus Linux X232/ MEH—EZ RN XA SRR > #8743 etho o IHEOHEP
BEREINEIR - TERBRT > EENEFER DHCPv4 EITAESHEL o

(D z#eBeRBERES O ~#3% () HEASCH F5T -

cumulus@cumulus :mgmt :

cumulus@cumulus :mgmt :

10.233.204.71/24

cumulus@cumulus :mgmt :

10.233.204.1

cumulus@cumulus :mgmt:

cumulus@cumulus :mgmt :

e L BRFHEA TMIR

~$ nv

~S nv

~$ nv

set system hostname swl
set interface eth0 ip address

set interface ethO ip gateway

config apply
config save

*letc/hostname™# “/etc/hosts’ 14 ©

4. AHES LTS 1P Uik « FRERESNERFMESERN -
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cumulus@swl :mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

ethO: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txgqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0 dropped 7 overruns 0 frame O

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt

default via 10.233.204.1 dev ethO

unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

S. EXME ERERE « BEF ~ KRG NTP AARSS -

a REFE :

cumulus@swl:~$ nv set system timezone US/Eastern
cumulus@swl:~$ nv config apply

b. FHEDECEANEE !

cumulus@switch:~$ date +%2Z

c HEMFEASIENBRERERE > FHITFIIH< !

cumulus@swl:~$ sudo dpkg-reconfigure tzdata

d. {RECE R &R ERAS R

cumulus@swl:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

e. fFEREe R IERY BRI ERE A ERSREN(E ¢

cumulus@swl:~$ sudo hwclock -w
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f. MMBEEE > FHE NTP FHRSS :

cumulus@swl:
cumulus@swl :
cumulus@swl:

cumulus@swl:

nv

nv

nv

set service ntp mgmt listen ethO

set service ntp mgmt server <server> iburst on
config apply

config save

FRBEHFEESNE"NTP FRES % EENVIDIA SN2100 22 FIHEA o "BEZHEERTX °

0. S8 ‘ntpd IETE R _LEE !

cumulus@swl:~$ ps -ef | grep ntp
ntp 4074
/var/run/ntpd.pid -g -u 101:102

1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p

h. $35ENTPIRIES T © FERIER T > NTP FERANFENER etho o SR TREARER NTP &

JEE -

cumulus@swl:~$ nv set service ntp default listen <src_int>

cumulus@swl:~$ nv config apply

6. Z28E Cumulus Linux 5.4.0 :

cumulus@swl:mgmt:~$S sudo onie-install -a -i http://<web-

server>/<path>/cumulus-linux-5.4-mlx-amdé64.bin

FA2ICRIA T o HIRETE > SB@Ay °

7. EEEANVIDIA SN2100323488 .

cumulus@swl :mgmt:~$ sudo reboot

8. it/ BNEHLS > W HIELLT GRUB Z2EEIG © (571 T(T(AEEIE o

o Cumulus-Linux GNU/Linux

° ONIE : ZREEE R

o jliﬂflfﬁﬁ#i:t

o Cumulus-Linux GNU/Linux

0. ERIW1E4EA

10. FFEER Cumulus Linux RRZs% 5.4.0 © nv show system
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cumulus@cumulus:mgmt:~$ nv show system

operational

applied

description

hostname
build
uptime

timezone

6 days,
Etc/UTC

. ERESEMAHRSERIRBREERE

Linux 5.4.0
13:37:36

cumulus@swl:mgmt:~$ net show 1lldp

LocalPort Speed
RemotePort

ethO 100M
Eth110/1/29
swp2sl 25G
ela

swpl5 100G
swplb

swpl6 100G
swpl6

Mode

Mgmt

Trunk/L2

BondMember

BondMember

RemoteHost

mgmt-swl

nodel

SW2

SW2

sudo adduser --ingroup netedit admin

cumulus
system build version
system uptime

system time zone

12. @y —Ef AP LRZA A AL sudo EEE - ZfEREEEEHS/SSHEEEMABBER -
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cumulus@swl :mgmt:~$ sudo adduser --
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with
Creating home directory '/home/admi
Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successful
Changing the user information for a
Enter the new value, or press ENTER
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

ingroup netedit admin

group netedit'

n v

ly
dmin
for the default

cumulus@swl:mgmt:~$ sudo adduser admin sudo

[sudo] password for cumulus:
Adding user “admin' to group " sudo'
Adding user admin to group sudo
Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10
admin@10.233.204.71's password:

.233.204.71

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+4+cl4.4.1ul

(2021-09-09) x86 64
Welcome to NVIDIA Cumulus (R) Linux

For support and online technical do
http://www.cumulusnetworks.com/supp

The registered trademark Linux (R)
from LMI, the exclusive licensee of
mark on a world-wide basis.

admin@swl:mgmt:~$

(R)

cumentation, visit

ort

is used pursuant to a sublicense
Linus Torvalds, owner of the

13. MMEHMERERHEUMEESEREDRE nvi< !



cumulus@swl :mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user 'admin' to group 'nvshow'
Adding user admin to group nvshow
Done.

£ "NVIDIAMFHEIRE"THES o

Cumulus Linux 5.11.0

1. AR ©

BREA SRR » EERAFHAESRTE/ZEEE cumulus/cumulus © “sudo 454 o

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. 1% Cumulus Linux hRZA : nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational applied description

hostname cumulus cumulus

build Cumulus Linux 5.4.0 system build version
uptime 6 days, 8:37:36 system uptime
timezone Etc/UTC system time zone

3. RETHATE -~ IPAE « FRERIESMARRE - MNETHABRATENREIEH Q/SSHEE RS
gEM -

@ Cumulus Linux 23 2/ MRE—EZ AN KR EIRIR > #8743 etho o HHZEOZEM
BRHEINEIR o TERIERT » BIENEFER DHCPv4 T DES o

(D z#e@EeRBEREs O #3% () SEASCH F5T -
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cumulus@cumulus:mgmt:~$ nv unset interface eth0O ip address dhcp
cumulus@cumulus:mgmt:~$ nv set interface ethO ip address
10.233.204.71/24

cumulus@cumulus:mgmt:~$ nv set interface ethO ip gateway
10.233.204.1

cumulus@cumulus:mgmt:~$ nv config apply

cumulus@cumulus:mgmt:~$ nv config save

It Fr S EREEMESRUL TMIE . letc/hostname # “/etc/hosts ST o

4. AHESD LTS P Uil « FRERESNERFMESERN -

cumulus@swl:mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

eth0: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0O dropped 7 overruns 0 frame 0

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt
default via 10.233.204.1 dev ethO
unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

S. AR FRTERE  HEA ~ B NTP EARSS o
a. BEHFE :

cumulus@swl:~$ nv set system timezone US/Eastern
cumulus@swl:~$ nv config apply

b. FHEICEANFE :

cumulus@switch:~$ date +%Z

c. FEMEASIERERERE » FRIT TGS -



cumulus@swl:~$ sudo dpkg-reconfigure tzdata

d. fECERIRT & 5 EERREFIE |

cumulus@swl:~$ sudo date -s

e. RrERBEk iERY B AlER E A R R ERYE :

cumulus@swl:~$ sudo hweclock -w

f MBHRE > FHIE NTP EARSS :

cumulus@swl:~$
cumulus@swl:~$
cumulus@swl:~$

cumulus@swl:~$

nv

nv

nv

nv

"Tue Oct 28 00:37:13 2023"

set service ntp mgmt listen ethO

set service ntp mgmt server <server> iburst on

config apply
config save

AZ2RAMBMEXE"NTP FEARZEZELNVIDIA SN2100 ZHASEFER o "BEFFERE TN

0. F#SE ‘ntpd IETE R4 _LEE !

cumulus@swl:~$ ps -ef | grep ntp

ntp 4074

1 0 Jun20 2

/var/run/ntpd.pid -g -u 101:102

00:00:3

h. $ERENTPICRAE © TR T » NTP EANICRNER etho o

RS -

3 /usr/sbin/ntpd -p

AN R EREARRFR NTP 2R

cumulus@swl:~$ nv set service ntp default listen <src_int>

cumulus@swl:~$ nv config apply

6. %24 Cumulus Linux 5.11.0 :

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-

server>/<path>/cumulus-linux-5.11.0-mlx-amd64.bin

LRIZTFGE T - HIRETRER > SB8IA Y ©

7. EEINVIDIA SN2100333£428 :
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cumulus@swl :mgmt:~$ sudo reboot

8. it HHMR > LHIRAT GRUB EMEEIE o FH/ETIERBERE -
o Cumulus-Linux GNU/Linux
° ONIE : REMEERR
c TRMELRE
o Cumulus-Linux GNU/Linux
0. BEEFRM1E4TA
10. ;EHEER Cumulus Linux hk4s% 5.11.0 :

nv show system

cumulus@cumulus:mgmt:~S nv show system

operational applied description
build Cumulus Linux 5.11.0
uptime 153 days, 2:44:16
hostname cumulus cumulus
product-name Cumulus Linux
product-release 5.11.0
platform x86 64-mlnx x86-r0
system-memory 2.76 GB used / 2.28 GB free / 7.47 GB total
swap-memory 0 Bytes used / 0 Bytes free / 0 Bytes total
health-status not OK
date-time 2025-04-23 09:55:24
status N/A
timezone Etc/UTC
maintenance
mode disabled
ports enabled
version
kernel 6.1.0-cl-1-amd64
build-date Thu Nov 14 13:06:38 UTC 2024
image 5.11.0
onie 2019.11-5.2.0020-115200

. ERSEHREHRSEIIAREEE



cumulus@swl:mgmt:~$ nv show interface 1l1ldp

LocalPort Speed Mode RemoteHost
RemotePort

ethO 100M eth mgmt-swl
Ethl110/1/14

swp2sl 25G Trunk/L2 nodel
ela

swplsl 10G sSWp SW2

ela

swp9 100G SWp sw3

eda

swpl0 100G SWp sw4

eda

swplb 100G SWp sSw5

swplb

swpl6 100G SWp Sw6

swpl6

& "NVIDIAFREIRE"THES o

T—S2MHE?
7£ Cumulus &, FZ4E Cumulus Linux & » A LL..."Z4E5FH4R RCF jAlZ"

1L ONIE ##z{ %% Cumulus Linux
B RIZHE(EE ONIE 230 T » sBMkEB T3P BRZ4E Cumulus Linux (CL) fFEE R4 ©

@ Cumulus Linux (CL) {EZERA AIIATERH2FEIT Cumulus Linux 3¢ ONIE FfZeds (287"
Cumulus R ZEE") o

RS ILEAETS

IEA] LUE B ARRR ZEEIRIE (ONIE) %24 Cumulus Linux » sZ3B1E RS E BN B IRMKR L ﬁziﬁﬁﬁ’ﬁ% o EHBIN
Efﬁ@LT’E%%fE%E (%0 Cumulus Linux) ZRIFEIABIHIRLAIEE! o {FF ONIE €& Cumulus Linux &R
BHAEREBAE HTTP 8§35 o

@ MBI IE IPV6 > BIEFRTIEEHIT Web EIIRES o IR T EHTIE IPv4 > BERRT
Web EAR23Z 9 > EEBTT DHCP ARFS ©

FBETE T EEES T ONIE BAEEINAFAL Cumulus Linux ©
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- 1% Cumulus Linux Z2E48 T&EE Web {RIRZZAIIE B &R « EFdRAUEXH onie-installer©

EACNERGHR TR EREIIRBNEER L KRR ERIE

FIFIRRAEIR o 283 T8 ONIE SGZREN MRS - ZETTHE > RintEEEFEHIF Cumulus Linux
BEARTFTT

() Sz Cumuius Linux B » BEMRAGEBE AL ER -

. EERISN210032#2288 :
cumulus@cumulus:mgmt:~$ sudo reboot
7£ GNU GRUB ZH_L# Esc T IE £ RIEENATE > E1E ONIE 3% Enter 3 ©
TERETHM T —EEE L 5 2F ONIE | ZERIEXERAR o
ONIE ZEERNZREZFGNITUESEHLERER 17 Enter BEFR{FLEZITIZ
ERIBRRELLEER

ONIE:/ # onie-stop

discover: installer mode detected.

Stopping: discover...start-stop-daemon: warning: killing process 427:
No such process done.

SNRICHIMERE IETE 31T DHCP AR5 > 5B8es% IP (il ~ FHERESNERFAEES ST EIEREK

ifconfig ethO



&

ONIE:/ # ifconfig ethO
ethO Link encap:Ethernet HWaddr B8:CE:F6:19:1D:F6
inet addr:10.233.204.71 Bcast:10.233.205.255
Mask:255.255.254.0
inet6 addr: fe80::bace:f6ff:fel9:1df6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:21344 errors:0 dropped:2135 overruns:0 frame:0
TX packets:3500 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:6119398 (5.8 MiB) TX bytes:472975 (461.8 KiB)
Memory:dfc00000-dfclffff

ONIE:/ # route

Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref
Use Iface

default 10.233.204.1 0.0.0.0 UG 0 0
0 etho
10.233.204.0 % 255.255.254.0 U 0 0
0 ethO

10. R IP At S REBFEEERN > BRIT FHIRME -

ONIE:/ # ifconfig ethO 10.233.204.71 netmask 255.255.254.0
ONIE:/ # route add default gw 10.233.204.1

M. ERPER o LIEEBRENESEEREA

12. Z2#E Cumulus Linux :

31



ONIE:/ # route
Kernel IP routing table

ONIE:/ # onie-nos-install http://<web-server>/<path>/cumulus-linux-
4.4.3-mlx-amd64.bin

Stopping: discover... done.

Info: Attempting
http://10.60.132.97/x/eng/testbedN, svl/nic/files/cumulus-linux-4.4.3-
mlx-amd64.bin

Connecting to 10.60.132.97 (10.60.132.97:80)

installer 100% | *| 552M 0:00:00 ETA

13. ZRTEME > BARME ¢

T

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

14. 5ES3% Cumulus Linux 7S :
net show version

FETEER

cumulus@cumulus:mgmt:~$ net show version
NCLU VERSION=1.0-cl4.4.3u4

DISTRIB ID="Cumulus Linux"
DISTRIB_RELEASE=4.4.3

DISTRIB DESCRIPTION="Cumulus Linux 4.4.3"
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T—® 2 ?

7£ ONIE ¥, FZ % Cumulus Linux & » {&AJLL.. "L 74k RCF A"
ZHE oy 4k RCF flZs

AR T RZ RN FH 4R RCF A o

ez Al
ERE AR RCF A2 Al > sEFEMRICIRES ERHEIUTRM -

* BZ%4E Cumulus Linux 4.4.3 ©
* 1P fifdlk ~ FHERGE SN TER FESEE DHCP EEHFEHRTE

BAl RCF flZshikZs
Em{E RCF WA AR E=EMNFEERER - SBERNEIEL BREER -

* #%£ . MSN2100-RCF-v1.x-Cluster
* {#7% . MSN2100-RCF-v1.x-{#7F

() e mERI A T RAEREERSRSH RCF Wz o

@ FEHIES L (ERATIRIREIR IP {4k 10.233.204.71 » FHERRIES 255.255.254.0 B8 RHE
10.233.204.1 ©

SER
1. B&B/RSN21003#gs EAYRTENE ¢

net show interface all
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cumulus@cumulus:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary

ADMDN swpl N/A 9216 NotConfigured
ADMDN  swp2 N/A 9216 NotConfigured
ADMDN  swp3 N/A 9216 NotConfigured
ADMDN swp4 N/A 9216 NotConfigured
ADMDN  swpb N/A 9216 NotConfigured
ADMDN  swpb6 N/A 9216 NotConfigured
ADMDN swp7 N/A 9216 NotConfigure

ADMDN swpS8 N/A 9216 NotConfigured
ADMDN  swp9 N/A 9216 NotConfigured
ADMDN swplO N/A 9216 NotConfigured
ADMDN swpll N/A 9216 NotConfigured
ADMDN swpl2 N/A 9216 NotConfigured
ADMDN swpl3 N/A 9216 NotConfigured
ADMDN swpl4 N/A 9216 NotConfigured
ADMDN swpl5 N/A 9216 NotConfigured
ADMDN swpl6 N/A 9216 NotConfigured

2. # RCF Python flZs#8 545374488 :

admin@swl :mgmt:~$ pwd

/home/cumulus

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.8-

Cluster

ss0login@10.233.204.71's password:

MSN2100-RCF-v1.8-Cluster 100% 8607 111.2KB/s
00:00

3. FEF RCF Python flZs MSN2100-RCF-v1.8-Cluster :
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cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.8-Cluster
[sudo] password for cumulus:

Step

1: Creating the banner file
Step 2: Registering banner message
Step 3: Updating the MOTD file
Step 4: Ensuring passwordless use of cl-support command by admin
Step 5: Disabling apt-get
Step 6: Creating the interfaces
Step 7: Adding the interface config
Step 8: Disabling cdp
Step 9: Adding the 1lldp config
Step 10: Adding the RoCE base config
Step 11: Modifying RoCE Config
Step 12: Configure SNMP
Step 13: Reboot the switch

RCFIIZ @5 550 -
()  WRBIEEERAR RCF Python MIATIE » SHHERMS o NetAppz B BREE o
A R SREFR M EM ST REENER « #E B HERE LN T M AR EREN

=R
- ERREEERE -

net show interface all
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cumulus@cumulus:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
DN swplsO N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swplsl N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpls?2 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpls3 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp2s0 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp2sl N/A 9216 Trunk/L2 Master:
bridge (UP)
DN SWp2s2 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp2s3 N/A 9216 Trunk/L2 Master:
bridge (UP)
UP swp3 100G 9216 Trunk/L2 Master:
bridge (UP)
UP swpé 100G 9216 Trunk/L2 Master:
bridge (UP)
DN swp5 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN SWp6 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp7 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp8 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp9 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swplO0 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpll N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpl2 N/A 9216 Trunk/L2 Master:
bridge (UP)

DN swpl3 N/A 9216 Trunk/L2 Master:



bridge (UP)

DN swpl4d N/A
bridge (UP)

UP swpl5 N/A
bond 15 16 (UP)

UP swpl6 N/A

bond 15 16 (UP)

9216

9216

9216

Trunk/L2

BondMember

BondMember

cumulus@cumulus:mgmt:~$ net show roce config

swplO0-16, swpls0-3, swp2s0-3, swp3-9

RoCE mode.......... lossless
Congestion Control:
Enabled SPs.... 0 2 5
Mode........... ECN
Min Threshold.. 150 KB
Max Threshold.. 1500 KB
PFC:
Status......... enabled
Enabled SPs.... 2 5
Interfaces.........
DSCP 802.1p
012 345¢%67 0
8 9 10 11 12 13 14 15 1
16 17 18 19 20 21 22 23 2
24 25 26 27 28 29 30 31 3
32 33 34 35 36 37 38 39 4
40 41 42 43 44 45 46 47 5
48 49 50 51 52 53 54 55 6
56 57 58 59 60 61 62 63 7
switch-priority TC ETS
013 467 0 DWRR 28%
2 DWRR 28%
5 DWRR 43%

- FAIZE T E U S ARV E

net show interface pluggables

switch-priority

~ o U b W DN B O

Master:

Master:

Master:
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8.
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&

cumulus@cumulus:mgmt:~$ net show interface pluggables
Interface Identifier Vendor Name Vendor PN
Vendor Rev

swp3 Ox11 (QSFP28) Amphenol 112-00574

APF20379253516 BO

swp4 0x11 (QSFP28) AVAGO 332-00440
AQ

swplb 0x11 (QSEFP28) Amphenol 112-00573

APF21109348001 BO

swpl6 Ox11 (QSFP28) Amphenol 112-00573

APF21109347895 BO

R EERRLA E S E AR A& ¢
net show 1lldp

RETEEH

cumulus@cumulus:mgmt:~5 net show 1lldp

LocalbPort Speed Mode RemoteHost
swp3 100G Trunk/L2 swl

swp4 100G Trunk/L2 SW2

swplb 100G BondMember swl3

swpl6 100G BondMember swl4

BERE L REERIBREFRR o
a. ERRamEPPTA IR e0d BIZIRE SR ERMBBEFIRARYIT -

network port show -role cluster

Vendor SN

AF1815GU05Z

RemotePort



&

a.

clusterl::*> network port show -role cluster

Node: nodel

Ignore

Health
Port
Status

Speed (Mbps) Health

Broadcast Domain Link MTU Admin/Oper Status

e3a
healthy
e3b
healthy

Cluster
false

Cluster
false

Node: node?2

Ignore

Health
Port
Status

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000

Speed (Mbps) Health

Broadcast Domain Link MTU Admin/Oper Status

e3a
healthy
e3b
healthy

Cluster
false

Cluster
false

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000

WEEREIARNERINT (ERIREF GRS sw2 » 7% LIF RBERE e0d) o

39



T
E2y

&

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local
Protocol Port
nodel/11ldp
e3a
e3b
node2/11dp
e3a
e3b

Discovered

Device (LLDP: ChassisID) Interface Platform

swl (b8:ce:f6:19:1a:7e) swp3 =
sw2 (b8:ce:f6:19:1b:96) swp3 =
swl (b8:ce:f6:19:1a:7e) swpé -
sw2 (b8:ce:f6:19:1b:96) swp4 =

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true
Switch
Model

swl
MSN2100-CB2RC

Serial Number:

Is Monitored:
Reason:

Software Version:

Mellanox

Version Source:

SW2
MSN2100-CB2RC

Serial Number:
Is Monitored:
Reason:

Software Version:

Mellanox

Version Source:

—HRHE?
FHFAR RCF & > &EIA..."&2%E CSHM X" o

Type Address

cluster—-network 10.233.205.90

MNXXXXXXGD
true
None

Cumulus Linux version 4.4.3 running on

Technologies Ltd. MSN2100

LLDP
cluster—-network 10.233.205.91
MNCXXXXXXGS
true
None

Cumulus Linux version 4.4.3 running on

Technologies Ltd. MSN2100
LLDP


setup-install-cshm-file.html
setup-install-cshm-file.html
setup-install-cshm-file.html
setup-install-cshm-file.html
setup-install-cshm-file.html
setup-install-cshm-file.html
setup-install-cshm-file.html
setup-install-cshm-file.html
setup-install-cshm-file.html

RRIKPB AR RS R EN

BRI R L R EARNVIDIARE AR I O XA 3RS (R BN R B BYRRTEAE o
S'Z%E’JEA%JE% :

+ MSN2100-CB2FC
+ MSN2100-CB2RC
» X190006-PE

» X190006-PI

() AEESEERRONTAP 9.10.1 REAHA o

FAsaZ Al
s HITUTHSHIARTEE THREXMH “system switch ethernet show' W iR E EAYEL SE 2 T BE T~ ELfth 458
1A o
MRERAZTERER » EHER{NDIARETROTHER” » :EHi4&NetAppZiE ©

AEIRONTAPERE ERENL IE1EE(E ©
* B{UE SSH LUfFR CSHM ARIFRAINAE ©
* ;&B& “Imroot/etc/cshm_nod/nod_sign/ FRrEEIZE ERIB % :

a. JEAHEAES shell
system node run -node <name>

b. tHATIHEPEHERR
priv set advanced

C. Fl|HHERTERE /etc/cshm_nod/nod_sign’ BEE - MR BREFEHESREXH » AGFIHERATE o
1s /etc/cshm nod/nod sign

d. fRRERPRIEERYATIARR B SR T FERIFR A SR IERE o

?g%@XEEE > MR EEF LR SARBSRRIPAA R BN » AR THI REFLERRHIRNTR

rm /etc/cshm nod/nod sign/<filename>

a. EREMFHNREEEREEET -

ls /etc/cshm nod/nod sign

TR
1. REFHFERIONTAPHR A T8 2 KRR 3THA SRR ERERIT 2R R TE zip ABHE o OV R MUERSF ¢ "NVIDIA
RS E o
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https://mysupport.netapp.com/site/info/nvidia-cluster-switch
https://mysupport.netapp.com/site/info/nvidia-cluster-switch
https://mysupport.netapp.com/site/info/nvidia-cluster-switch
https://mysupport.netapp.com/site/info/nvidia-cluster-switch
https://mysupport.netapp.com/site/info/nvidia-cluster-switch
https://mysupport.netapp.com/site/info/nvidia-cluster-switch
https://mysupport.netapp.com/site/info/nvidia-cluster-switch
https://mysupport.netapp.com/site/info/nvidia-cluster-switch
https://mysupport.netapp.com/site/info/nvidia-cluster-switch
https://mysupport.netapp.com/site/info/nvidia-cluster-switch
https://mysupport.netapp.com/site/info/nvidia-cluster-switch
https://mysupport.netapp.com/site/info/nvidia-cluster-switch
https://mysupport.netapp.com/site/info/nvidia-cluster-switch

a. 7ENVIDIA SN2100 Eiie & EE L > 42 Nvidia CSHM #1528 o

b. 1 DEERFE/WGE HE L ERZERSREREER

C. ERAFEAEFIHRER L » ERZNARKRTEER > REE—T NES0#E -
d. 7£ Nvidia CSHM 18% - THEE L > EEERNREE o W XXHaHTE

ONTAP 9.15.1 RESHRZ
« MSN2100-CB2FC-v1.4.zip

* MSN2100-CB2RC-v1.4.zip
* X190006-PE-v1.4.zip
* X190006-PI-v1.4.zip

ONTAP 9.11.1 £ 9.14.1
*+ MSN2100-CB2FC_PRIOR_R9.15.1-v1.4.zip

« MSN2100-CB2RC_PRIOR_R9.15.1-v1.4.zip
« X190006-PE_PRIOR_9.15.1-v1.4.zip
« X190006-P|_PRIOR_9.15.1-v1.4.zip

1. RHER zip R EEEIEERAE Web RARSS
2. EHREHPIEEONTAPRAFEVERELRE -

set -privilege advanced

3 MUTIARBMREIEREIES ©

clusterl::> system switch ethernet configure-health-monitor

4. EHEDISHIONTAPHR A S L Bt BB UUA T X FH4E

ONTAP 9.15.1 RE = R4
AR ERET O RER T o

ONTAP 9.11.1 & 9.14.1
SHM B 2L EHE ©

ONTAP 9.10.1
CSHMTHEEMMEIE

MR EFER > FFBHAENetAppiE ©

1. FRFRERRINAEERE RS RARRNME » ZRERAEANIT TG <SIKE o “system switch
ethernet polling-interval show 7E5ER F—#% Z &1 °
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2. BiTezae < *system switch ethernet configure-health-monitor show TEFONTAP &4 > FE{RE B IRFEETIR
1 > I B ESEERIERES True » FSEM{IFREET Unknown ©

clusterl::> system switch ethernet configure-health-monitor show

T—H 2?2
2ot CSHM #828%% » (EAI L AR B A SS (BRI L 2 o
1% SN2100 FEFER s B A H RTERE
EE SN2100 #FER RIS ER A HRTERE -

* ¥5¢ Cumulus Linux 5.10 KB RhRZA » 8] AER Cumulus BRER o
* #5% Cumulus Linux 5.11 RRERRRZ » KRILUERA "nv action reset system factory-default 85 < ©

RET L EFS
* RN EEF R IBIER S EIB R HES o
* {SWAZBBER root ZBEEA BE(ER sudo FENEG S ©

(D) A% Cumulus Linux BB S1E8 » $5SBI/NVIDIA SN21005 S M BBNZAE T (E57E72" o
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../switch-cshm/config-overview.html
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../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html
configure-software-sn2100-storage.html

#4l 2. T

Cumulus Linux 5.10 & 2Rk

1. % Cumulus #ZH1 8 » AU TS TEIIABREIRA AT HIMEELER(TS o “onie-install -a - R EZE

RBRERSRIIERERE - WJDD :

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-1linux-5.10.0-mlx-amdé64.bin

2. ZERAMBTE - EMETHIERFE » SiRTHEIZER > BAy* -
3. EMRNENRIASRIA LIRS ©

sudo reboot

cumulus@swl:mgmt:~$ sudo reboot

@ RSB EMAENIEA SRR LR - ERE LR - KERTME > STRBEM
BN ARIFTEZARRS © “log-in AIRRY o

Cumulus Linux 5.1 REERRZA
EEBRIRBPERAS L EERENMPRAAARE « RAXHFBEXXH > /T

nv action reset system factory-default

fugn

cumulus@switch:~$ nv action reset system factory-default

This operation will reset the system configuration, delete the log

files and reboot the switch.
Type [y] continue.

Type [n] to abort.

Do you want to continue? [y/n] y

B2 ENVIDIA "8 H s E "B % ¥ 15E 2 AR o

T
SERE AN B SRR EEE -
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https://docs.nvidia.com/networking-ethernet-software/cumulus-linux-511/Installation-Management/Factory-Reset/
https://docs.nvidia.com/networking-ethernet-software/cumulus-linux-511/Installation-Management/Factory-Reset/
https://docs.nvidia.com/networking-ethernet-software/cumulus-linux-511/Installation-Management/Factory-Reset/
https://docs.nvidia.com/networking-ethernet-software/cumulus-linux-511/Installation-Management/Factory-Reset/
https://docs.nvidia.com/networking-ethernet-software/cumulus-linux-511/Installation-Management/Factory-Reset/
https://docs.nvidia.com/networking-ethernet-software/cumulus-linux-511/Installation-Management/Factory-Reset/
configure-overview-sn2100-storage.html
configure-overview-sn2100-storage.html
configure-overview-sn2100-storage.html
configure-overview-sn2100-storage.html
configure-overview-sn2100-storage.html
configure-overview-sn2100-storage.html
configure-overview-sn2100-storage.html
configure-overview-sn2100-storage.html
configure-overview-sn2100-storage.html

BN
B TE 3231 Cisco) T2 EEEINVIDIA) SN2100 E7E3Z

EE] U ONTAPE EH IR ERICiscoRX 23 B EINVIDIA SN2100 #FRKiass - E—IE

FERIRERVIEIE ©

BEEK
SHRUTREERMES
» CiscoNexus 9336C-FX2

» CiscoNexus 3232C
* 28 "Hardware Universe"B R IERVERIBE R ERERN TR FMEN o

G Z Al
BACEAUTEE !

c RERECERRELIERERE-
* R REEEEERNRERGRES » UEREBER S HE o
* NVIDIA SN2100 #7788 B8 E W EITE IEFERRZASEY Cumulus Linux T » 1AER T 2FHRERE (RCF) °
* RERGFERLENT
° [ERBREMCisco I IBEE TUAR B INAETE 2 HINetApp#EEE o
° EEMCisco R NHT SR B IR AR TIEH| S 7FE ©
° FRERMEEHRAEAIELSE LIF #RAIMEFEZBE o
° ISLBIEIREEA > T BEEMCiscos RS IAMS ~ RSB T4R4E -
* 21 "Hardware Universe" B RIEHIE R Ei BT EFMEN o
* NVIDIA SN2100 3#g8 EH—LEEIRALE AL 100 GbE E1E °
* IBERE ~ BRI CHR T HEIEEZINVIDIA SN2100 173128349 100 GbE 4R ©

BRI
RAM &I
7ELtE3BF2h > R Cisco Nexus 9336C-FX2 #1Z3H s EAEFIISS &GS -

A2 PRV ER B E R LA T R EIRL ar 2R

* IAEMICisco Nexus 9336C-FX2 #7173 HagsAIsEA S1 7] S2 0

* FTEINVIDIA SN2100 FEFR I ERA sw1 Fl sw2 o

* EiZh92RI% node1 F node2 °

* 80261 _ERMIEEEE LIF 931% node1 _clus1 #l node1 _clus2 > &i%h 2 ERIZEE LIF 952 node2 clus1

node2 clus2 °
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https://hwu.netapp.com/
https://hwu.netapp.com/

* 3 “cluster1::*>"prompt {5 EELTE ©
* B EANARERFIRES_e5a_f_ebb_°

* DXIHEARBU TSI - swp1s0-3 o Ul > swp1 ERIMMED ZERHEDRIRE swp1s0 ~ swp1sT ~ swp1s2

# swp1s3 e

© BARERIREE S2 BinA IR sw2 0 RAERZHEE S1 BB swl o
° PARENFIENRLEL S2 ZFAIRVEHEI S2 AU > WEITEIZE sw2 °
° ABERFAENRGE S1 2 EREER S1 pVER: > WERMEREE sw1 o

PER1  EEER

1. AR EYF T AutoSupport > BIiEIBFEAYAutoSupportzIl S 3R BE LE B EhFE T 224 :

system node autosupport invoke -node *
Hrh x ZAEERERRERRE (NE) o

2. KIERARRNEERER > LERTEERFRA Y !
set -privilege advanced
HIRSMRTASE () o

3. MESERENEHNEESEEARRE :
SEEHREEETRASERMA © status ©

TE 2 | REGEBMERR
1. BTSRRI

storage port show
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-type all -message MAINT=xh



&

clusterl::*> storage port show

Speed VLAN
Node Port Type Mode (Gb/s) State Status ID
nodel
e0c ENET storage 100 enabled online 30
e0d ENET storage 0 enabled offline 30
eba ENET storage 0 enabled offline 30
eS5b ENET storage 100 enabled online 30
node?2
e0c ENET storage 100 enabled online 30
e0d ENET storage 0 enabled offline 30
eba ENET storage 0 enabled offline 30
eS5b ENET storage 100 enabled online 30

clusterl::*>

2. AT (REBHAE) RESESNE ENFFERERTEUTIANERRIRE HEMES
network device-discovery show -protocol 11ldp

g

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /11dp
elc S1 (7c:ad:4f:98:6d:£0) Ethl/1 -
e5b S2 (7c:ad:4f:98:8e:3¢) Ethl/1 -
node?2 /11dp
elc S1 (7c:ad:4f:98:6d:£f0) Ethl/2 -
e5b S2 (7c:ad:4f£:98:8e:3¢) Ethl/2 -

3. FEXRMES S1 71 82 £ AT RARMEFERENIMSBUTIARNE R (HaBENAERE)

show 1ldp neighbors



&

S1# show 1lldp neighbors

Capability Codes: (R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS
Cable Device,
(W) WLAN Access Point, (P) Repeater, (S) Station

(O) Other

Device-1ID Local Intf Holdtime Capability

Port ID

nodel Ethl/1 121 S

elc

node?2 Ethl/2 121 S

elc

SHFGD1947000186 Ethl/10 120 S
ela

SHEGD1947000186 Ethl/11 120 S
ela

SHEGB2017000269 Ethl/12 120 S
ela

SHEFGB2017000269 Ethl1/13 120 S
ela

S2# show 1lldp neighbors

Capability Codes: (R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS
Cable Device,
(W) WLAN Access Point, (P) Repeater, (S) Station

(O) Other

Device-1ID Local Intf Holdtime Capability
Port ID

nodel Ethl/1 121 S
e5b

node?2 Ethl/2 121 S
e5b

SHFGD1947000186 Ethl/10 120 S
eOb

SHFGD1947000186 Ethl/11 120 S
e0b

SHFGB2017000269 Ethl/12 120 S
eOb

SHEGB2017000269 Ethl1/13 120 S

eOb



4. TEXTHARE sw2 b o RAPAEIERIMRE R TR RIR A ENRERYEE -

mEEE

cumulus@sw2:~$ net add interface swpl-16 link down
cumulus@sw2:~$ net pending
cumulus@sw2:~$ net commit

S. W EHISIFAIE BN EN B AT IR IR L EE XA 2] S2 BEMITIRES sw2 » EANVIDIA SN2100 ZiEMEE

[S=vA]
B o

6. 7233188 sw2 b > BRENEIE R BRI N RAB AV IR ©

mETEER

cumulus@sw2:~$ net del interface swpl-16 link down
cumulus@sw2:~$ net pending
cumulus@sw2:~$ net commit

7. REERAVAERE » ARSI EER LHNRFERRIRERS U TS NERETA S
network device-discovery show -protocol 1lldp

g

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel /11dp
elc S1 (7c:ad:4f:98:6d:£0) Ethl/1 =
e5b sw2 (b8:ce:f6:19:1a:7e) swpl -
node?2 /11ldp
elc S1 (7c:ad:4f:98:6d:£0) Ethl/2 -
ebb sw2 (b8:ce:f6:19:1a:7e) SWp2 =

8. FEpE EREREE

storage port show
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clusterl::*> storage port show

State

Node Port Type
nodel
e0c ENET
e0d ENET
ebSa ENET
eb5b ENET
node?2
e0c ENET
e0d ENET
eba ENET
eS5b ENET

clusterl::*>

storage
storage
storage
storage

storage
storage
storage
storage

9. 7EXIEE sw2 L - WU A RN R ERIOE R ¢

50

net show interface

enabled
enabled
enabled
enabled

enabled
enabled
enabled
enabled

online
offline
offline

online

online
offline
offline
online

30
30
30
30

30
30
30
30



&

cumulus@sw2:~$ net show interface

State

Summary

UP
Master:
UP
Master:
UP
Master:
UPp
Master:
)
Master:
UP
Master:

Name Spd

swpl 100G
bridge (UP)
SWp2 100G
bridge (UP)
swp3 100G
bridge (UP)
swp4 100G
bridge (UP)
swp5S 100G
bridge (UP)
sSwpb 100G
bridge (UP) )

MTU

9216

9216

9216

9216

9216

9216

Mode

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

LLDP

nodel (e5b)

node?2 (ebb)

SHFFG1826000112

SHFFG1826000112

SHFFG1826000102

SHFFG1826000102

10. 72324428 sw1 b RARREIZ D EREFNMARRIA (17 B IR AVEIIR ©

mEREf

cumulus@swl:~$ net add interface swpl-16 link down

cumulus@swl:~$ net pending
cumulus@swl:~$ net commit

(e0b)

(e0b)

(eOb)

(e0b)

1. fEFANVIDIA SN2100 ZIERVEERAE » I$THI SR MBI T E B R ARIL EE TSR S1 BERAIAR

sw1 o

12. 7232488 swl b RAEEIR D BRI R IR ERYE IR o
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cumulus@swl:~$ net del interface swpl-16 link down
cumulus@swl:~$ net pending
cumulus@swl:~$ net commit

13. ENBEMAERE » FHEDSEMN LN EHRRERS U TS A NEERIAMES ¢
network device-discovery show -protocol 1ldp

s

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /11dp

elc swl (b8:ce:f6:19:1b:96) swpl

e5b sw2 (b8:ce:f6:19:1a:7e) swpl
node?2 /11dp

elc swl (b8:ce:£f6:19:1b:96) SwWp2

ebb SW2 (b8:ce:f6:19:1a:7e) SwWp2

SER 3. EiEELE

1' r"nnggéﬂlain\gﬁag :
storage port show

BEEFIREEETACEA o State WEBEA “Statuse
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clusterl::*> storage port show

State

Node Port Type
nodel
e0c ENET
e0d ENET
ebSa ENET
eb5b ENET
node?2
e0c ENET
e0d ENET
eba ENET
eS5b ENET

clusterl::*>

storage
storage
storage
storage

storage
storage
storage
storage

2. 7EXHAEE sw2 b HESTPRAER TR IR ERE)

net show interface

enabled
enabled
enabled
enabled

enabled
enabled
enabled
enabled

online
offline
offline

online

online
offline
offline
online

30
30
30
30

30
30
30
30
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cumulus@sw2:~$ net show interface

State Name Spd MTU Mode LLDP

Summary

Up swpl 100G 9216 Trunk/L2 nodel (e5b)

Master: bridge (UP)

UP SWp2 100G 9216 Trunk/L2 node? (eb5b)

Master: bridge (UP)

UP swp3 100G 9216 Trunk/L2 SHFFG1826000112 (eOb)
Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2 SHFFG1826000112 (eOb)
Master: bridge (UP)

UP sSwp5 100G 9216 Trunk/L2 SHFFG1826000102 (e0Ob)
Master: bridge (UP)

UP SWp6 100G 9216 Trunk/L2 SHFFG1826000102 (eOb)

Master: bridge (UP))

3. HERDMEERREER 2 B RSB HAERIR I T — B

net show 1lldp
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AT s8R T miERaRaay ERAER

cumulus@swl:~$ net show 1lldp

LocalPort

swpl
SWp2
swp3
swp4
sSwpb5
SWp6

cumulus@sw2:~$ net show 1lldp

LocalPort

swpl
SWp2
swp3
swp4
sSwpb5
SWp6

Speed Mode

100G
100G
100G
100G
100G
100G

Trunk/L2
Trunk/L2
Trunk/L2
Trunk/L2
Trunk/L2
Trunk/L2

Speed Mode

100G
100G
100G
100G
100G
100G

4. RIEMRERAOEES !

set -privilege admin

°. MREEFRBEERIULEGITIEE -

Trunk/L2
Trunk/L2
Trunk/L2
Trunk/L2
Trunk/L2
Trunk/L2

RemoteHost

nodel
node?2
SHFFG1826000112
SHFFG1826000112
SHEFFG1826000102
SHFFG1826000102

RemoteHost

nodel
node?2
SHFFG1826000112
SHFFG1826000112
SHFFG1826000102
SHFFG1826000102

RemotePort

elc
elc
ela
ela
ela
ela

RemotePort

e5b
eb5b
e0b
eOb
eOb
e0b

HBBMFIYAutoSupportsll B EFTER 2 IhEE ¢

system node autosupport invoke -node * -type all -message MAINT=END

T—HRME?

R BIE TR  EAILL... "ECE AR R ERER T o

EHANVIDIA SN2100 E1Z33 s
A AR A TAFEAINVIDIA SN2100 f#ERIALS c E—EIERIREREE o

ez Al

7ENVIDIA SN2100 f#7F3#ags E224% Cumulus #XBSFN RCF Z Al

s MR BT AT IENVIDIA SN2100 {1E33Hass o

FAPERR
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BB HIEERIE TR

EFHE

L2 RFHE 58 —{ENVIDIA SN2100 #7388 sw2 B HTRINVIDIA SN2100 32128 nsw2 o Em{EEF D52
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* ENfEZc i ERsw2 LRV EEAE o
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1. WNREEE _EEYA T AutoSupport » BI5EBIEIYAutoSupportsilE 2N B BRI 26 -

system node autosupport invoke -node * -type all - message MAINT=xh
X BRI T RRHER R - BRI o

2. BIERARAEERER > LERTEERFRA Y !
set -privilege advanced

3. MEHFENREENER R - ISR HFE ISR S1ELR ¢

storage port show -port-type ENET
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clusterl::*> storage port

show -port-type ENET

Speed
Mode (Gb/s)

State

Node Port Type
nodel
e3a ENET
e3b ENET
e7a ENET
e7b ENET
node?2
e3a ENET
e3b ENET
e7a ENET
e7b ENET

clusterl::*>

4. HSMEFMBRWIREAA ¢

network device-discovery show

storage 100
storage 0
storage 0
storage 100

storage 100
storage 0
storage 0
storage 100

-protocol 11ldp

enabled
enabled
enabled
enabled

enabled
enabled
enabled
enabled

online
offline
offline

online

online
offline
offline
online

30
30
30
30

30
30
30
30
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clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel/11dp
eOM swl (00:ea:bd:68:0a:e8) Ethl/46
eOb sw2 (6c:b2:ae:5f:a5:b2) Ethernetl/16
elc SHFFG1827000286 (d0:39:ea:1c:16:92)
ela
ele sw3 (6c:b2:ae:5f:ab5:ba) Ethernetl/18
e0f SHEFFG1827000286 (00:a0:98:fd:ed4:a9)
e0b
elg swd (28:ac:9e:d5:4a:9c) Ethernetl/11
eOh swb (6c:b2:ae:5f:ab5:ca) Ethernetl/22
ela swo (00:f6:63:10:be:7c) Ethernetl/33
elb sw7 (00:£f6:63:10:be:7d) Ethernetl/34

ela sw8 (b8:ce:£f6:91:3d:88) Ethernetl/35
Press <space> to page down, <return> for next line, or 'g' to
quit...
10 entries were displayed.

5. #E1T "net show interface’ TE TFXA% EMTTIES » MBI BRI MBI AIR

net show interface
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cumulus@swl:~$ net show interface

State Name Spd MTU Mode LLDP

Summary

UP swpl 100G 9216 Trunk/L2 nodel (e3a)

Master: bridge (UP)

UP SWp2 100G 9216 Trunk/L2 node? (e3a)

Master: bridge (UP)

UP swp3 100G 9216 Trunk/L2 SHFFG1826000112 (eOb)
Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2 SHFFG1826000112 (eOb)
Master: bridge (UP)

UP SwWp5 100G 9216 Trunk/L2 SHFFG1826000102 (eOb)
Master: bridge (UP)

UP SWp6 100G 9216 Trunk/L2 SHFFG1826000102 (eOb)

Master: bridge (UP))

6. MEMEFARTNEIERR

storage shelf port show -fields remote-device, remote-port



10.

60

&

clusterl::*> storage shelf port show -fields

port

shelf id remote-port
3.20 0 swp3

3.20 1 =

3.20 2 swp4

3.20 3 =

3.30 0 swpb5

3.20 1 =

3.30 2 SWp6

3.20 3 =

clusterl::*>

BIRERERTEIREEsW2HIFR A
PR BEE MR F BHASTHARE nsw2 o
B EMIRE R ERERIRAVEERR -

S
BB o

remote-device

storage port show -port-type ENET

s

clusterl::*> storage port show -port-type ENET

Por

t Type

Speed
(Gb/s)

State

remote-device,

remote-

node?2

clusterl::*>

FESD W B3 Hhesg A A

e3a
e3b
ela
e’7b

e3a
e3b
e’la
e7b

ENET
ENET
ENET
ENET

ENET
ENET
ENET
ENET

storage
storage
storage

storage

storage
storage
storage
storage

enabled
enabled
enabled
enabled

enabled
enabled
enabled
enabled

online
offline
offline

online

online
offline
offline

online

30
30
30
30

30
30
30
30



net device-discovery show —-protocol 1lldp

e

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local
Protocol Port
Platform

nodel/11ldp
eOM
elb
elc

ele
eOf

elg
eOh
ela
elb
e2a

Discovered

Device (LLDP: ChassisID) Interface
swl (00:ea:bd:68:6a:e8) Ethl/46

sw2 (6c:b2:ae:5f:ab:b2) Ethernetl/16
SHFFG1827000286 (d0:39:ea:1c:16:92)

ela
sw3 (6c:b2:ae:5f:ab:ba) Ethernetl/18
SHFFG1827000286 (00:a0:98:fd:ed4:a9)

eOb
swd (28:ac:9%9e:d5:4a:9c) Ethernetl/11
swb (6bc:b2:ae:5f:ab:ca) Ethernetl/22
sw6 (00:£6:63:10:be:7c) Ethernetl/33
sw7 (00:£f6:63:10:be:7d) Ethernetl/34
sw8 (b8:ce:f6:91:3d:88) Ethernetl/35

Press <space> to page down, <return> for next line, or 'qg' to

quit...

10 entries were displayed.

N BEREFRRPNERERE

storage shelf port show -fields remote-device, remote-port
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clusterl::*> storage shelf port show -fields remote-device, remote-

port

shelf id remote-port remote-device
3.20 0 swp3 swl

3.20 1 swp3 nsw2

3.20 2 swp4 swl

3.20 3 swp4 nsw2

3.30 0 swpb5 swl

3.20 1 swp5 nsw2

3.30 2 SWp6 swl

3.20 3 SWp6 nsw2

clusterl::*>

12. BERERACITIES !
set -privilege admin
13. MREEERBEHEILEFIIEE > sAFE AN AutoSupportsTl.E EFENAZINGE !

system node autosupport invoke -node * -type all -message MAINT=END

T—FSRAE?
EIRGRE S "B E AR T o
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