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* EHHEARER 4 vs1 Fl vs2 o

* 5= ‘cluster:*>'prompt IE =548 ©
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"Hardware Universe"& BRI T A ZENEREEHERIBNESEHM o
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WEE 1 . BIBEE
1. NSRS ERA T AutoSupport > BIFZEEMEIUAutoSupportsfl 2 2N B B 26

system node autosupport invoke -node * -type all - message MAINT=xh

USRS » B4/ o
@ AutoSupportifLS BB AT B ILAEEAERS » W BIEM R BRI S BRI RA) o

2. NEEBBNBEARINES - TERIZEE © 7 "(cs2) #18 » BIA “enable’ i % ° B4 > FEREEE
% o BRIEHPTUFEUFE EXEC 2T > MR EARETE

ZEp N Ul
(cs2) # enable

Password (Enter)
(cs2) #
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3. EEMEMBLAVERIS L > #F clus2 BREERZIR e1a !
network interface migrate

T

cluster::*> network interface migrate -vserver vsl -1if clus2
—destnode nodel -dest-port ela
cluster::*> network interface migrate -vserver vs2 -1if clus2

—-destnode node2 -dest-port ela

4. EEESHHNEHE L BEERETERN !
network interface show
LUTEEHIEET clus2 BB EIMIEIRIEY LR e1a EIFIE ©

mEREf

cluster::*> network interface show -role cluster

Logical Status Network Current Current
Vserver Interface Admin/Open Address/Mask Node Port
vsl

clusl up/up 10.10.10.1/16 nodel ela

clus?2 up/up 10.10.10.2/16 nodel ela
false
vs2

clusl up/up 10.10.10.1/16 node2 ela

clus?2 up/up 10.10.10.2/16 node2 ela
false

WER 2 | &8t FASTPATH #5e

1. RARAMEENRS LAY EEEIRIE e2a !

network port modify

Is
Home

true

true



&

WTEMERTR T miE R ERY e2a FIFIBEERAR -

cluster::*> network port modify -node nodel -port e2a -up-admin
false
cluster::*> network port modify -node node2 -port e2a -up-admin
false

2. HFESEMIEENEL_ERY e2a FEHHIRH BRI
network port show

FEEEH

cluster::*> network port show -role cluster

Auto-Negot Duplex Speed

(Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper Admin/Oper
nodel

ela cluster wup 9000 true/true full/full auto/10000

e2a cluster down 9000 true/true full/full auto/10000
node?2

ela cluster wup 9000 true/true full/full auto/10000

e2a cluster down 9000 true/true full/full auto/10000

3. BAREEINetAppATHALS cs1 LRYATHARSRGEAE (ISL) ISR ¢

g Efl
(csl) # configure
(csl) (config) # interface 0/13-0/16
(csl) (Interface 0/13-0/16) # shutdown
(csl) (Interface 0/13-0/16) # exit
(csl) (config) # exit
4. #1H CS2 LBRIEHMIRE ©



&

(cs2) # show bootvar

Image Descriptions

active:

backup:

Images currently available on Flash

unit active backup current-active next-
active
1 1.1.0.3 1.1.0.1 1.1.0.3 1.1.0.3

(cs2) # copy active backup
Copying active to backup
Copy operation successful

(cs2) #

o. HFRRIE T HEIIALS o

R EIEREREEBRETRE » ELENMENT > ZIRGREILETEITH FASTPATH hiZs o ZAIBY
REAERDAIEREHER -



&

(cs2) # copy tftp://10.0.0.1/NetApp CN1610 1.1.0.5.stk active

Y TFTP

Sel Server IP. ...ttt ittt eteneneeenanneas 10.0.0.1

0= ol o ./

FLILEMEMS 0 0 0 000 000000000000000000000000000 ¢ NetApp CN1610 1.1.0.5.stk
DAt T P e v e et e et e et ee e eeeeeeeeseesaeennens Code

Destination Filename........ouuieeeeuennenn. active

Management access will be blocked for the duration of the transfer

Are you sure you want to start? (y/n) y
TFTP Code transfer starting...

File transfer operation completed successfully.

- FAMEsO FASTPATHERAGHYZE(FRRZS o

show version



&

(cs2)

Switch: 1

System Description

Machine Type

Machine Model

Serial Number

FRU Number.
Part Number

Maintenance

Manufacturer
Burned In MAC Address

Software Version

# show version

Level. .ottt i i

Operating System........coveeeeunn..

Network Processing Device
Additional Packages

7. BEEEHEEMBHIENRERE -

show bootvar

Broadcom Scorpion 56820

Development System - 16 TENGIG,

1.1.0.3, Linux 2.6.21.7

Broadcom Scorpion 56820

Development System - 16TENGIG

BCM-56820
10611100004

BCM56820

0xbc00

00:A0:98:4B:A9:AA
1.1.0.3

Linux 2.6.21.7
BCM56820 BO

FASTPATH QOS

FASTPATH IPv6 Management



&

(cs2) # show bootvar

Image Descriptions

active

backup

Images currently available on Flash

unit active backup current-active
active
1 1.1.0.3 1.1.0.3 1.1.0.3

8. ERARIER o

reload

s

(cs2) # reload
Are you sure you would like to reset the system? (y/n)

System will now restart!

HER 3 ERrE Rt
1. BB > WEREE FASTPATH BRESAVFTARAS ©

show version

next-

1.1.0.5



&

(cs2) # show version

Switch: 1

System Description.........c..ceee.... Broadcom Scorpion 56820
Development System - 16

TENGIG,
1.1.0.5, Linux 2.6.21.7

Machine TypPe. e v it in it teeeeeeeenenens Broadcom Scorpion 56820
Development System - 16TENGIG

Machine Model...... ..t eeennn. BCM-56820

Serial Number.......oieiiiieeeneennn. 10611100004

FRU NUMDET . o it it ittt et e e et eeeeeeanens

Part NUmMber. ... .ottt teeeeeennenenns BCM56820

Maintenance Level......coiiii .. A

Manufacturer......c.. it ennennn. 0xbc00

Burned In MAC AddresSsS.....cueeeueeeeeensn 00:A0:98:4B:A9:AA

Software Version.......c.ooeeeeeeeeenn. 1.1.0.5

Operating System. ....oueeeeeeeeeennnnn Linux 2.6.21.7

Network Processing Device............ BCM56820 BO

Additional Packages........ieeeeeen.. FASTPATH QOS

FASTPATH IPv6 Management

2. IEEERHASS cs1 ERUA ISL ISR o

configure

BETERH
(csl) # configure
(csl) (config) # interface 0/13-0/16
(csl) (Interface 0/13-0/16) # no shutdown
(csl) (Interface 0/13-0/16) # exit
(csl) (config) # exit

3. HERISLERBIEREF -
show port-channel 3/1

“SE R RE LSS Up ©

10



&

(cs2) # show port-channel 3/1

Local Interface. . v i ittt et et teeeeennnnn 3/1
Channel Name. . ...t it ittt eneeeeeeeeeeeneneeans ISL-LAG
Link State. .. ii ittt ittt it ettt enaeaean. Up
Admin MOde . c v vttt ittt ettt ettt eeneneeeaaeees Enabled
T e e e e e e e e e e e eee e eneeeseneeeeaneeesaneeneans Static
Load Balance Option. ..ot eeeeeneeeenneeenns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

4. #8%¢ "running-config' X 42| “startup-config” &S HEAER A MR E MR R > FFRXXM

&

(cs2) # write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) vy
Config file 'startup-config' created successfully

Configuration Saved!

°. IEEEF LR S _EREERIR e2a

network port modify

11



&

cluster::*> network port modify -node nodel -port e2a -up-admin true

cluster::*> **network port modify -node node2 -port e2a -up-admin

true**

6. B /R EAEIZIE e2a BARLAY clus2 :

7. B3R LIF BEE St rue) {EMIBEEL |

12

network interface revert

LIF AJRE S BENIRIE - BEEEURIIGHRIONTAPERBERRZS

RETEER

cluster::*> network interface revert -vserver Cluster -1if nl clus2

cluster::*> network interface revert -vserver Cluster -1if n2 clus2

network interface show -role cluster

e

cluster::*> network interface show -role cluster

Vserver

vs2

cluster show

Logical
Interface

clusl
clus?2

clusl
clus?2

Status

Network

Admin/Oper Address/Mask

up/up
up/up

up/up
up/up

10.10.
10.10.

10.10.
10.10.

10.
10.

10.
10.

1/24
2/24

1/24
2/24

Current
Node

nodel

nodel

node?2
node?2

Current Is

Port

ela
e2a

ela
e2a

Home

true

true

true

true



&

cluster::> cluster show

Node Health Eligibility
nodel true true
node?2 true true

9. EELIMPEE » ER—AHEE cs1 EZ%E FASTPATH 38
10. IR E =B EENRILZEFITIEE » sAE BT AutoSupportsil & EFTEYFEZINAE !

system node autosupport invoke -node * -type all -message MAINT=END

£ CN1610 A3 L ZIE B ELTERE
BIRBUTTRZERERTERE (RCF) o
TE228E RCF ZHl » BSHGEE LIF #3503 cs2 BBH A o RCF REEWERIEME o LIF BNANERBEX o

BEEN
a2 Al
AERICHEA LU TY)m
* RihSREERNBERFR ©
- —EEE MRS (BFTRAHER  EEERTEF (NIC) tRAAMEELREE) -
© SEEihES FRVEBIRIREIRINAE R &2 ©
* FREREEIBRIERRTE °
* FREREEENE (LIF) HERE -

* —{&RINAYEEERTE | ONTAP (H#PR : #RE) “cluster ping-cluster -node node1 85 < %ZBKRFA “larger
than PMTU communication' 1EFf A B&1E L EREIS T BRI ©

* ZHER RCF FIONTAPHRZS ©

iﬁﬁ%ﬁﬁﬁ?ﬁﬁi%ﬁ*ﬁ@lﬁ%% o "NetApp CN1601 7l CN1610 32t "B FH 7 2 #&HY RCF AIONTAPHR

Zi#t RCF

AR ERZEEData ONTAP 8.2 3874 © At » F & Vserver ~ LIF &#8#0 CLI Bt &iData ONTAP 8.3 HY
NG

RCF #1 FASTPATH hRZFRRY1E < 5B/ API BE T 1E 1R < IRFERIA o
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HRL24RERE » RCF HrZs 1.2 FERREERE Telnet 91 o A% LEE RCF 1.2 R IRE
@ ARRORE > FEFERRR BRI/ (SSH) BRUE © 3 "NetApp CN1610 s EEEISH "B S B LN
SSH K& o
RARL &
TAZ FRRYER G5 A T RARAFI SN B dn L ARAY
* IEMBNetApp3HBZ D AIE cs1 M cs2 ©
* EmfERR LIF 2352 clus1 # clus2 °
* EHHEIARES 4 vs1 Fl vs2 o
* & “cluster:*>'prompt 15 ELTE °
SEMR LNREEIFBE DG E% ela M e2a ©

"Hardware Universe"8 2 BN T XENEREFERENESEH

TIEMIRTHABSREAS (ISL) AEIEE 0/13 & 0/16 ©
TIEMEN IR A EIRIR 01 2 0/12 0
F1EM FASTPATH * RCF FIONTAPHRZ ©

EENERIRBERMERIR o "NetApp CN1601 #1 CN1610 2% Lt EmEYH 7 Z1ER FASTPATH
« RCF F1ONTAPHRZS ©

SER 1 BISER
1. FELCBRIMIRSRREEN

write memory

e

BUF ) R anfalis B A3 s AB R 2IRENAHRE T © (startup-config ) XHFFESIHER cs2 L ¢

(cs2) # write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

2. ESEEMRAERS L > 8 clus2 BRRZERIR e1a !

14
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network interface migrate

e

cluster::*> network interface migrate -vserver vsl -1if clus2
-source-node nodel -destnode nodel -dest-port ela

cluster::*> network interface migrate -vserver vs2 -1if clus2
-source-node node2 -destnode node2 -dest-port ela

3. EEEMMIEHIE L BEERET BN !
network interface show -role cluster

g

LUFEEFI8ET clus2 BB RIMELNEE ERY e1a EFIE ¢

cluster::*> network port show -role cluster
clusl up/up 10.10.10.1/16 node?2 ela
clus?2 up/up 10.10.10.2/16 node?2 ela
false

4. FARAMIEENRE LAY e2a IR :
network port modify

e

DUT SRR T mifEENFE LY e2a ZEHHRERERARA !

cluster::*> network port modify -node nodel -port e2a -up-admin
false
cluster::*> network port modify -node node2 -port e2a -up-admin
false

O. AT MEENRE_ERY e2a EEHHEH BRI

network port show

true

15



&

cluster:

node?2

:*> network port show -role cluster
Port Role Link MTU
ela cluster up 9000
e2a cluster down 9000
ela cluster up 9000
e2a cluster down 9000

6. FAR EEINetAppaTHaes cs1 ERY ISL IR o

g

HER 2 | W RCF

1. ¥ RCF #8453z

16

@

#
(
(
(
(

{RIGTRRTE

configure
config) #

interface

interface
config) #

THARS o

interface 0/13-0/16

0/13-0/16)
0/13-0/16)
exit

scr TEMEIUI A Z B » #4E
i? FASTPATH {EE£RMRAVIEFTTINGE ©

# shut
# exit

,\.u,.—-—.—

EE?KEl

Auto-Negot Duplex
Admin/Oper Admin/Oper
true/true full/full
true/true full/full
true/true full/full
true/true full/full
down
RIEREAER LB —

IR ST T 82 AR B BN EREE - WS REH EIER S

o

Speed

Admin/Oper

auto/10000
auto/10000

auto/10000
auto/10000

#Boy o ILIRTEIIRERE A



&

(cs2) # copy tftp://10.10.0.1/CN1610 CS RCF vl.l.txt nvram:script
CN1610 CS RCF vl.l.scr

[the script is now displayed line by line]

Configuration script validated.
File transfer operation completed successfully.

2. EHRMIAD TR M SRR B R o

FETEEH

(cs2) # script list

Configuration Script Name Size (Bytes)
running-config.scr 6960
CN1610 CS RCF vl.l.scr 2199

2 configuration script(s) found.
6038 Kbytes free.

3. EREBIA o
()  TumEresWIETRE  WERE—THRARNTHRBEHST .

mETEEf

(cs2) # script validate CN1610 CS RCF vl.l.scr
[the script is now displayed line by line]
Configuration script 'CN1610 CS RCF vl.l.scr' validated.

4. BRAREAEIAHEE L o

17



8.

18

&

(cs2) #script apply CN1610 CS RCF vl.l.scr

Are you sure you want to apply the configuration script?

[the script is now displayed line by line]...

Configuration script 'CN1610 CS RCF vl.l.scr' applied.

AR ICNEEE IR LEX -

(cs2) # show running-config

(y/n) y

ZEPIETR T “running-config X IHTERIAAS £ o G RRZIER R RCF EITHLE » IEESRIERENZHZE

A ATRE -

7

RBIEEX -
F&E “running-config X1 F A AZEE S o

s

(cs2) # write memory
This operation may take a few minutes.

Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

EIENENACHAES A EREY “running-config X4 IEHE ©

EWRENTENE > B EEALEE running-config' AESI Y » WENE 3/64 LESHHaat - =2 RCF

HYRRAARE



&

(cs2) # reload
The system has unsaved changes.

Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved!

System will now restart!

9. 7E5HENATIRES cs1 HRYA ISL EiEIR o

e
(csl) # configure
(csl) (config)# interface 0/13-0/16
(csl) (Interface 0/13-0/16)# no shutdown
(csl) (Interface 0/13-0/16)# exit
(csl) (config)# exit

10. FERAISLEBIEREE -
show port-channel 3/1

“SERR AR L FEHE T Up ©

19



&

(cs2) # show port-channel 3/1

Local Interface. . v i ittt et et teeeeennnnn 3/1
Channel Name. . ...t it ittt eneeeeeeeeeeeneneeans ISL-LAG
Link State. .. ii ittt ittt it ettt enaeaean. Up
Admin MOde . c v vttt ittt ettt ettt eeneneeeaaeees Enabled
T e e e e e e e e e e e eee e eneeeseneeeeaneeesaneeneans Static
Load Balance Option. ..ot eeeeeneeeenneeenns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

. EMEENR RN EEIRIE e2a !

network port modify

&

W EERIRRINFAITEENRS 1 FENRS 2 LRAENEIRIR e2a !

cluster::*> network port modify -node nodel -port e2a -up-admin true

cluster::*> network port modify -node node2 -port e2a -up-admin true

S 3 R
1. AR MIEER L8 e2a FEIHBERERIE -

network port show -role cluster

20



&

cluster::*> network port show -role cluster

Node Port Role Link MTU
nodel
ela cluster wup 9000
e2a cluster up 9000
node?2
ela cluster wup 9000
e2a cluster up 9000

2. TMEEHEL L > BIREIEIZIE e2a RAKEAY clus2 :

network interface revert

Auto-Negot
Admin/Oper

true/true

true/true

true/true

true/true

LIF RIsEE BE11E °» ERRBURIIERIONTAPRRZ ©

g

cluster::*> network interface revert

cluster::*> network interface revert

3. B3R LIF BHEC A (true) FEMIERBAL :

network interface show -role cluster

-vserver nodel

-vserver node2

Duplex Speed (Mbps)
Admin/Oper Admin/Oper
full/full auto/10000
full/full auto/10000
full/full auto/10000
full/full auto/10000

-1if clus?2

-1if clus2

21



4.

5.

22

&

cluster::*> network interface show -role cluster

Logical Status Network Current
Vserver Interface Admin/Oper Address/Mask Node

Current
Port

Is
Home

vsl
clusl up/up 10.10.10.1/24 nodel
clus? up/up 10.10.10.2/24 nodel
vs2
clusl up/up 10.10.10.1/24 node?2
clus? up/up 10.10.10.2/24 node2
EEERLAKERIAREES ¢

cluster show

T

cluster::> cluster show

Node Health Eligibility
nodel

true true
node?2

true true

8¢ “running-config' X142 “startup-config & & EREE AR A FARE R Ema 1

ela
eza

ela
eza

SRS o

true

true

true

true



&

(cs2) # write memory
This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y
Config file 'startup-config' created successfully.

Configuration Saved!

6. B LD > EH A8 cs1 ERE RCF o

T—HRHE?
BB RS R

ZEEEFHFONTAP 8.3.1 XESHrZSEY FASTPATH Eie#] RCF o
BB TP EEAONTAP 8.3.1 RESHRASZEE FASTPATH EvES#0 RCF o

HREITONTAP 8.3.1 SE = HRAHINetApp CN1601 BIEZIEH CN1610 HE MR » REDERIER © 28T
» EMEREEERERVEREN RCF o
BEENK
FtEZ Al
ARATEEUTYM
* KR ENBRIER ©
- —EINAERZMESE (AFFEEHESR > BEMARTE R (NIC) 2B LRRE) -
© ERFINGE FRVEBIRIREIRINAE TR 2 ©
* FREBSEERRYERE o
* FREBEREENE (LIF) HYERE (MKEAHKEBBE) -

* —{RRIHAYEBERIE ¢ ONTAP (#E[R : M) cluster ping-cluster -node node1 fn < W47BZKFA "larger
than PMTU communication’ 7EFF A& B 1E _E#BEIS 7 FIH ©

* 12/ FASTPATH ~ RCF F1ONTAPHRZS ©

AN BRI EB MR o "NetApp CN1601 F1 CN1610 Azt B mESH T 2B/ FASTPATH
« RCF f1ONTAPRRZs ©
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Z24E FASTPATH #if2

AR ERZEEData ONTAP 8.2 3874 © At » F & Vserver ~ LIF &#B#0 CLI &t &iData ONTAP 8.3 HY
NG

RCF # FASTPATH hRANHBYI5 LB A R SEFTEIE < IRARRA(R o

B % %H’ﬁ%’RCFH&ZIM2EPEEHEE1*m¥j‘Te|netE’J§Hﬁ #EGeEsE RCF 1.2 FpHIRE
() s AmERERRE (SSH) RS « 3 "NetApp CN1610 TS ER RIS GAESRR
SSH #E . -

RARL &
A2 RIS B E R LT R EIRL sr R RAY

* EM{ENetAppAia2SHILTEDBE cs1 # cs2 ©

s BEEENE (LIF) AfBHENEIES 1 A node1_clus1 # node1_clus2 » HHAEIEL 2 4 node2_clus1 #l
node2_clus2 o (—EFRERZEIUES 24 {EEIRL ©)

* HIEERIKES (SVM) RiBAEE -
* 3& “cluster1::*>'prompt 5 EELHE o
© BEER EHNREEHIBR DAL e0a Hl eOb ©

"Hardware Universe"8 BN AT IENERERHERIENELEM °

© RIEMIABRMIELS (ISL) &R 0113 £ 0/16 ©
* RIEHERERAERIR 01 E 012

SEE1 . BISER
1. BEnEE FRRRREEE

network port show -ipspace cluster
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&

W TSR T Zap < BEbERE -

clusterl::> network port show -ipspace cluster

Speed

(Mbps)
Node Port IPspace Broadcast Domain Link MTU
Admin/Oper
nodel

ela Cluster Cluster up 9000
auto/10000

eOb Cluster Cluster up 9000
auto/10000
node?2

ela Cluster Cluster up 9000
auto/10000

e0b Cluster Cluster up 9000
auto/10000

4 entries were displayed.

2. BEREERE L LIF RUARBAE -

network interface show -role cluster



&

WTEHIRR T E5E LREENHE o TEEFFF > -role’ b2 HEEREAEEFEHERRNGR LIF B9AERE

HH

clusterl::> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 10.254.66.82/16 nodel
ela true

nodel clus2 up/up 10.254.206.128/16 nodel
eOb true

node2 clusl up/up 10.254.48.152/16 node?2
ela true

node2 clus2 up/up 10.254.42.74/16 node?2
e0b true

4 entries were displayed.

3. EEEES L > EREEEIE LIF > # nodel_clus2 &% node1 £HY ela > #& node2_clus2 BF53
node2 tHY ela :

network interface migrate
SV ETE R HFEREEE LIF BIEHIZRIEHI 8 LBWAES ©

e

clusterl::> network interface migrate -vserver Cluster -1if
nodel clus2 -destination-node nodel -destination-port eOa
clusterl::> network interface migrate -vserver Cluster -1if
node2 clus2 -destination-node node2 -destination-port ela

@ Htlta< » RERBEANNE » L EZe<RAESENR LETT - BATRARE LIF
RHITUEE S ©

4. FRUTHZESRBREEE5EM - network interface show X5 EG_ E#{TERS ©
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&

LU T EEBIEET clus2 BBT5 552 node1 1 node2 R eOa EIFHIE -

clusterl::> **network interface show -role cluster**

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 10.254.66.82/16 nodel
ela true

nodel clus2 up/up 10.254.206.128/16 nodel
ela false

node2 clusl wup/up 10.254.48.152/16 node2
ela true

node2 clus2 up/up 10.254.42.74/16 node?2
ela false

4 entries were displayed.

- RERBREEADR > WIERTRERTEA y

set -privilege advanced

HIREPER TSR (>) o

. BRI E RS LRSS EIRIR eOb ¢

network port modify -node node name -port port name -up-admin false
CABIEEAHERE LIF AUIEHI23Es 8 LBASS ©

e

W EHIRR T RFFIA RS L eOb FIFIBRIA S !

clusterl::*> network port modify -node nodel -port e0b -up-admin
false
clusterl::*> network port modify -node node2 -port eOb -up-admin
false

- AfEse mEENFS LAY eOb ZEHZIBERERAR]



8. BARA cs1 LRI I3 REELE (ISL) EIHIE o

network port show

FETEEH

clusterl::*> network port show -role cluster

(Mbps)
Node Port
Admin/Oper

Broadcast Domain Link

MTU

ela
auto/10000

elb
auto/10000
node?2

ela
auto/10000

eOb
auto/10000

4 entries were displayed.

RETEEH

#configure

(Config) #interface 0/13-0/16
(Interface 0/13-0/16) #shutdown
(Interface 0/13-0/16) #exit
(Config) #exit

Cluster

Cluster

Cluster

Cluster

9. f&fp CS2 LERNEEINRAR ©
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Cluster

Cluster

Cluster

Cluster

up

down

up

down

9000

9000

9000

9000

Speed



&

(cs2) # show bootvar
Image Descriptions
active

backup

Images currently available on Flash

1 1.1.0.5 1.1.0.3 1.1.0.5 1.1.0.5

(cs2) # copy active backup
Copying active to backup
Copy operation successful

SER 2 : 228t FASTPATH #8270 RCF

1. SEFESIFASTPATHERBERYEVERRZS ©



&

(cs2) # show version

Switch: 1
System DesCription. ... e e eeeeeeeeeeeeenn NetApp CN1610,
1.1.0.5, Linux
2.6.21.7
Machine T YR . v i ittt ittt e et e ettt et eeaaaneas NetApp CN1610
Machine Model. ...ttt et teeneeeneeeeens CN1610
Serial NUMDET . ..ttt ittt ettt et eneeneanannns 20211200106
Burned In MAC AddreSS .. v i et eeeeeeeeeeeaeeenns 00:A0:98:21:83:69
Software VersSion. . ... ettt ettt eeeeeeennenns 1.1.0.5
Operating SyStemM. ..ttt ttneeeeeeeeeneeeeannnn Linux 2.6.21.7
Network Processing DeviCe.........eiuenuennn.. BCM56820 BO
Part NUMbDETr . ..ttt ittt ittt e ettt e eanannns 111-00893
--More-- or (qg)uit
Additional Packages......iiei it teenetennnneens FASTPATH QOS
FASTPATH IPv6
Management

2. BIRGIETEHEITHAR -

-

RREIEFREREETRGEENRE - ECEMEE > ZRGREILIETEITH FASTPATH 7k o ZATRY

REIEREERBHER -
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(cs2) ficopy
sftp://root@10.22.201.50//tftpboot/NetApp CN1610 1.2.0.7.stk active

Remote Password:***x**xxx*

MO e it i et et e e e e e e e e e SFTP

Sel SerVEY TP ..t ittt ittt eeeeeeeneeneaneenns 10.22.201.50
= ol o /tftpboot/
Filename. @ v ettt e et ettt eeeeeseneeeeaneeneaas

NetApp CN1610 1.2.0.7.stk

Data Ty P e e et ettt et et ettt et e eeeeeoeeeeneneenns Code
Destination Filename. .......ouoeeteeeeeeennnnenns active

Management access will be blocked for the duration of the transfer
Are you sSure you want to start? (y/n) y
SFTP Code transfer starting...

File transfer operation completed successfully.

3. FESR BRI T —EEENBIRRBIBR GRS

show bootvar

g

(cs2) #show bootvar
Image Descriptions
active

backup

Images currently available on Flash



4.
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BB R R R ANAE A A RCF Z4E3333#a88 | o
1R RCF hRZASE1ERE » BIELE) ISL E1HIR o
BET &0

(cs2) #copy tftp://10.22.201.50//CN1610 CS RCF vl1.2.txt nvram:script

CN1610 CS RCF vl.2.scr

£ L TETP

Sel SerVET TP . it ittt it ittt eeeeeeenaaeeaneeens 10.22.201.50
= o /

Filename. @ v v ittt ittt et et e eee et eeeeesoeenaseas
CN1610 CS RCF vl.2.txt

DAtA Ty Pt ottt ittt e et teeeeenneeeeneeeeaneeneans Config Script

Destination Filename. .. ....c.u ittt eeeenenenn
CN1610 CS RCF vl.2.scr

File with same name already exists.

WARNING:Continuing with this command will overwrite the existing

file.

Management access will be blocked for the duration of the transfer

Are you sure you want to start? (y/n) y
Validating configuration script...
[the script is now displayed line by line]

Configuration script validated.
File transfer operation completed successfully.

EI

@ & ".sor FEMPRIURIA 2 Bl 0 AR BIE LR EAER BB —E07 - ILHETEIAEE A

FASTPATH {2 & %% o

RIRSRERN AT HEIZIREE G EH5HE - BhERGEREERIS L -
AL AE TR FFATIEENER LTS -

i



&

(cs2) #script list
Configuration Script Name Size (Bytes)

CN1610_CS RCF vl.2.scr 2191

1 configuration script(s) found.
2541 Kbytes free.

6. AR L

mEEER

(cs2) #script apply CN1610 CS RCF vl.2.scr

Are you sure you want to apply the configuration script?
[the script is now displayed line by line]...

Configuration script 'CN1610 CS RCF vl.2.scr' applied.

/. BREECEREMAM » BT
show running-config

FETEEH

(cs2) #show running-config

8. REFEMFICE » EHASIARENME R AREECE -

(y/n)

y

33
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(cs2) #write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

9. ERRZHER o

|

(cs2) #reload

The system has unsaved changes.

Would you like to save them now? (y/n) y
Config file 'startup-config' created successfully.

Configuration Saved!
System will now restart!

HER 3 ¢ Bibast

1. BRER > ABEEIBRED ETRITIARAH FASTPATH 2138 ©
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(cs2) #show version

Switch: 1

System Description.........

1.2.0.7,Linux

Machine Type....coveeeo...
Machine Model..............
Serial Number..............
Burned In MAC Address......
Software Version...........

Operating System...........

4dce360e8

Network Processing Device..
Part Number................

CPLD version......eeeeee...

Additional Packages........

Management

NetApp CN1610,

3.8.13-4ce360e8
NetApp CN1610
CN1610
20211200106
00:A0:98:21:83:69
1.2.0.7

Linux 3.8.13-

BCM56820 BO
111-00893
0x5

FASTPATH QOS
FASTPATH IPv6

EEETRE - CUAEALERERGRIRA - EFWNITECE > WETE 3/64 EE i > B2 RCF BhR

AR ©

2. 1E5EENATHASE cs1 LR ISL EEIR o

REE
(csl) #configure
(csl) (Config)
(csl) (Interface 0/13-0/16)
(csl) (Interface 0/13-0/16)
(csl) (Config) f#exit

3. HESRISLESEREE :
show port-channel 3/1

"SRR AR LSS Up ©

#interface 0/13-0/16

#no shutdown

fexit

35
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&

(csl) #show port-channel 3/1

Local Interface. . v i ittt et et teeeeennnnn 3/1
Channel Name. . ...t it ittt eneeeeeeeeeeeneneeans ISL-LAG
Link State. .. ii ittt ittt it ettt enaeaean. Up
Admin MOde . c v vttt ittt ettt ettt eeneneeeaaeees Enabled
T e e e e e e e e e e e eee e eneeeseneeeeaneeesaneeneans Static
Load Balance Option. ..ot eeeeeneeeenneeenns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full False
partner/long

0/16 actor/long 10G Full True
partner/long

- EFRA ENRS E RIS SEERIE e0b !

network port modify
SRR R HIFEREEE LIF MIEHISIZRI S EBMAIES ©

e

LUF BB R ANAITEEARE 1 FOENES 2 LRYENEREE e0b -

clusterl::*> network port modify -node nodel -port e0b -up-admin
true
clusterl::*> network port modify -node node2 -port e0b -up-admin
true

sRMESO P A EiRE Y eOb EHHRIIERUA -

network port show -ipspace cluster



&

clusterl::*> network port show -ipspace cluster

Speed

(Mbps)
Node Port IPspace Broadcast Domain Link MTU
Admin/Oper
nodel

ela Cluster Cluster up 9000
auto/10000

eOb Cluster Cluster up 9000
auto/10000
node?2

ela Cluster Cluster up 9000
auto/10000

e0b Cluster Cluster up 9000
auto/10000

4 entries were displayed.

6. FEST LIF IREEEL(true) EMERSL :

network interface show -role cluster



&

clusterl::*> network interface show -role cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.66.82/16 nodel
ela true

nodel clus2 up/up 169.254.206.128/16 nodel
e0b true

node2 clusl up/up 169.254.48.152/16 node2
ela true

node2 clus2 up/up 169.254.42.74/16 node?2
elb true

4 entries were displayed.

7. RETENRLAN S RVARRS ©
cluster show

g

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

2 entries were displayed.

8. FEIEIEEHIRELR !
set -privilege admin

9. B LIMPER » HR—EXHARE cs1 &4 FASTPATH #BEF] RCF o
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B ENetApp CN1610 3ZHAZSHFERE
*E&E#Ekﬁm SHASSTEREANENRE » SARRLA T ¢ "CN1601 #1 CN1610 321225

EMRTEIGE" ©

BISITHAK

NEXMBEEIRIZBR I G 23HNetApp CN1610 F=EIRIE

MREERALEHIEIASEEIRIT > BIFTUUEER CN1610 SERR IR BILTIL R
BRfSRERE - KMBRMEMRLU LR -

BEBR
Bt AT
ERRCHEAU TS :

ES)N

LEEEINSRACE AR ¢

c ENMERMSBEECERREWEFLER °

* BIEHEITHYRONTAP 8.2 i EShR s ©

* FRESEBEIHIBRERTT "up ARAE o

* FRESEEEENE (LIF) &7 up SMKEESE -

CN1610B¥ IR EAT ¢

* CN16108f =3 s BRI/ M & SCiRkas LI R IEREF -

WA 3RS B E IR ERR R INEE o

* AIAEBIESH S AR RS o
* CN1610 BiZ4E B RG SRS NI STHA AR B ST HABR AV B IR (L R B AR BT BB o

&"Hardware Universe"8 &5 B SNV ET ©
THABSRGEAE (ISL) BAEEIZEIMA CN1610 3THAZZHY 13 = 16 SEEHEE o

* CN16103 B HIA R SRUETIFE TSR ©

ZRIEBEHIFAE BETRE  HIE] SMTP ~ SNMP #l SSH » #FEZEREIFAIIMAS L o

e

« "Hardware Universe"

* "NetApp CN1601 1 CN1610"
* "CN1601 1 CN1610 IR B EMEE"
* "NetAppHIs#ENE 1010449 : UNAITEETE4EEE O HAM 22 1L BB R L A"
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BIS A
BRF A
AR HIER TR EIREEME R 2R

* CN1610 RIag3HVAB=Z cs1 M cs2 ©

* LIF B9%%B2 clus1 # clus2 °

* EIREAYLTB B4 nodet # node2 ©

* 32 “cluster:*>'prompt 15 ELTE °
IR ERANEREEEER etafl e2ac

&"Hardware Universe"& 2 G T S BRERFERENRTEM

TERA | EEER

1. BHERRNEEAER > BA Y ERRIETEE :

set -privilege advanced
HIRESMERTRRSR (*>) o

2. NRIEFEE FEYA T AutoSupport 2 BIFEZEMIEIUAutoSupportzfl S &N B gL 26
system node autosupport invoke -node * -type all -message MAINT=xh
x SHEERE NI ERR - BAIA/)E o

@ AutoSupportsfl E BB TR LTS > WEEEEREIRRING BB ILE6

REE A

LUT en < RIS B Eh R IL S2 0 M/ \Bss

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

FER 2 RER
1. (ZRMEEINES cs1  cs2 LA EMEIRAVERHE (OF ISL EiR) o

RS ISL EHHE -
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https://hwu.netapp.com/

&

LU EEAIRRRIIHAES cs1 EEMEIRGRVEIZIR 1 2] 12 BFA ¢

(csl)> enable

(csl)# configure

(csl) (Config) # interface 0/1-0/12
(csl) (Interface 0/1-0/12)# shutdown
(csl) (Interface 0/1-0/12)# exit
(csl) (Config) # exit

LUF B HIFR3HEs cs2 FEMERLAVERIE 1 2 12 BFH

2)> enable
cs2) # configure

(c

(

(cs2) (Config)# interface 0/1-0/12
(cs2) (Interface 0/1-0/12)# shutdown
(cs2) (Interface 0/1-0/12)# exit
(cs2) (Config) # exit

2. M A CN1610 SIS cs1 M cs2 ZfH ISL MUKk ISL LM BEREIFIBREIER © up -

show port-channel
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&

WUTEMETT ISLERIRRE "up RIRREIIARS cs1 ¢

(csl) # show port-channel 3/1

Local Interface
Channel Name

Link State
Admin Mode

(Enhanced hashing mode)

0/15

0/16

Device/

Timeout

actor/long
partner/long
actor/long
partner/long
actor/long
partner/long
actor/long
partner/long

LUTEEMEETR Y ISL BB

Port Port
Speed Active
10G Full True
10G Full True
10G Full True
10G Full True
up TERHAER cs2 £

3/1
ISL-LAG
Up
Enabled
Static



(cs2) # show port-channel 3/1

Local INterfacCe. vttt ittt e ettt eeeeeaenn 3/1
Channel Name. ...ttt it ittt eeeeeeeeeeeeeeeenens ISL-LAG
Link State. ...ttt ittt ettt Up

72N o o W (o Y L Enabled
T P e e e v e e e e et e e e ae e aeeeeeeeeeeneeoeeeneeaneennns Static
Load Balance Option. ..t ieen et eeeeeeeennennns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

3. BB BBE

show isdp neighbors

It

LRI ARMERIARIREBRIEN ©
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LUREBHIFIH T 324488 cs1 ERIABHRRAS -

(csl)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
cs2 0/13 11 S CN1610
0/13
cs2 0/14 11 S CN1610
0/14
cs2 0/15 11 S CN1610
0/15
cs2 0/16 11 S CN1610
0/16

LUREBHIFIH T 32488 cs2 LRIABHRERA -

(cs2) # show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
csl 0/13 11 S CN1610
0/13
csl 0/14 11 S CN1lo61l0
0/14
csl 0/15 11 S CN1610
0/15
csl 0/16 11 S CN1610
0/16

4. BTEREERE

network port show
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LUTsEBIEmR T IR REEIRE ¢

45
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cluster::*> network port show -ipspace Cluster

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Broadcast Domain

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

Node: nodel
Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
eOb Cluster
healthy false
elc Cluster
healthy false
e0d Cluster
healthy false
eda Cluster
healthy false
edb Cluster
healthy false
Node: node2
Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
elb Cluster
healthy false
elc Cluster
healthy false
eld Cluster
healthy false
eda Cluster
healthy false
edb Cluster
healthy false

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

12 entries were displayed.

up 9000
up 9000
up 9000
up 9000
up 9000
up 9000
Link MTU
up 9000
up 9000
up 9000
up 9000
up 9000
up 9000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

Health

Status

Health

Status



S. N BEREERR N EEE N R R R FRVHRERR ¢
run * cdpd show-neighbors

T

TS HIRTEEERIE ela M e2a FIZF HEEBHERL_ERBRERIE

cluster::*> run * cdpd show-neighbors

2 entries were acted on.

Node: nodel

Local Remote Remote Remote
Remote

Port Device Interface Platform
Capability

ela node?2 ela FAS3270
H

eZa node?2 ela FAS3270
H

Node: node2

Local Remote Remote Remote
Remote

Port Device Interface Platform
Capability

ela nodel ela FAS3270
H

eZa nodel ela FAS3270
H

6. HESTFRB &R LIF #E5F7E up UREER T !

network interface show -vserver Cluster

SEERE LIF FBRET true' 7 TREERI —H e

Hold

Time

137

137

Hold

Time

161

161
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48

&

cluster::*> network interface show -vserver Cluster

Logical
Current Is
Vserver Interface
Home
nodel

clusl
true

clus?
true
node?2

clusl
true

clus?2
true

Status

Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

4 entries were displayed.

@ ZER 10 Bl 13 LI MERMBIS on L AR IR EIREAIT ©

HESTPT A R B IRIRAR B up -

network port show -ipspace Cluster

10.

10.

10.

10.

10.

10.

10.

10.

10.1/16

10.2/16

11.1/16

11.2/16

Current

Node

nodel

nodel

node?2

node?2

Port

ela

eza

ela

e2a



&

cluster::*> network port show -ipspace

(Mbps)
Node Port
Admin/Oper

ela
auto/10000

eZa
auto/10000
node?2

ela
auto/10000

ela
auto/10000

MTU

Cluster

Auto-Negot

Admin/Oper

Duplex

Admin/Oper

clusl

clus?2

clusl

clus?2

up

up

up

up

4 entries were displayed.

9000

9000

9000

9000

true/true

true/true

true/true

true/true

full/full

full/full

full/full

full/full

. BRIE “-auto-revert' 2# ‘false T Mi{EEIEL_EBYEE LIF clus1 # clus2 L :

network interface modify

AT
cluster::*> network
-revert false
cluster::*> network
-revert false
cluster::*> network
-revert false
cluster::*> network
-revert false
it 8.3 KERIRA -

SR TEERY

interface

interface

interface

interface

SEERUTHS :

Cluster -1if * —-auto-revert false

modify -vserver

modify -vserver

modify -vserver

modify -vserver

nodel

nodel

node?2

node?2

-1if

-1if

-1if

=JLaLiE

clusl

clus2

clusl

clus?2

Speed

—auto

—auto

—auto

—auto

network interface modify -vserver
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ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE - JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER ETREARRSEENE show BREFEEARG S

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZs

HMFRBEONTAPHRZ » fEth BRI LUEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local

Host 1s node?2

Getting
Cluster
Cluster
Cluster

Cluster

Local

Remote
Cluster Vserver Id = 4294967293

addresses from network interface table...
nodel clusl 169.254.209.69 nodel e0a
nodel clusZ 169.254.49.125 nodel eOb
node2 clusl 169.254.47.194 node2 eQa
node2 clus2 169.254.19.183 node2 e0b
169.254.47.194 169.254.19.183

= 169.254.209.69 169.254.49.125

Ping status:

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000

byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1 i clust BREISEMBENE £ e2a IS :

network interface migrate

g

LUFEHIBTRT i clus1 BRREIENEE 1 AENEL 2 _EAY e2a HIZIEAVIBIE ©

cluster::*> network interface migrate -vserver

-source-node nodel -dest-node nodel -dest-port

cluster::*> network interface migrate -vserver

-source-node node?2

®

12 8.3 REShRZS

BHERAUTHS .

—-dest-node node2 -dest-port

nodel -1if clusl
ela
node?2 -1if clusl
e2a

network interface migrate -vserver

Cluster -1if clusl -destination-node nodel -destination-port e2a

2. HEEUBBE M

51



network interface show -vserver Cluster

e

LUTF &85 T clus1 B&#8%) node1 A node2 LK e2a EIZIR :

cluster::*> network interface show -vserver Cluster

Logical
Current Is
Vserver Interface
Home
nodel

clusl
false

clus?
true
node?2

clusl
false

clus?
true

Status

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

4 entries were displayed.

3. FARAM{E IR EAVEEE IR e1a !

network port modify

mEEEf

DUTsEfIEE RN fIRARARAES 1 FIENEL 2 ERY ela EHE

10.

10.

10.

10.

10.

10.

10.

10.

Network

10.

10.

11.

11.

1/16

2/16

1/16

2/16

Current

Node

nodel

nodel

node?2

node?2

Port

e2a

eza

eza

e2a

cluster::*> network port modify -node nodel -port ela -up-admin

false

cluster::*> network port modify

false

4. ERBERBIRE

network port show

52

-node node2 -port ela -up-admin



&

LUTEH|RTEIZIE e1a @ down 7EEIEL 1 FIEHEE 2 L

cluster::*> network port show -role cluster

Auto-Negot Duplex Speed

(Mbps)
Node Port Role Link  MTU Admin/Oper Admin/Oper
Admin/Oper
nodel

ela clusl down 9000 true/true full/full
auto/10000

eZa clus? up 9000 true/true full/full
auto/10000
node?2

ela clusl down 9000 true/true full/full
auto/10000

ela clus? up 9000 true/true full/full
auto/10000

4 entries were displayed.

S. EffAENEL 1 ERREEIEE e1a WEE - AEEA CN1610 IR ZIERMBEEER o1a HIHTIRERIR
25 cs1 ERVEIEIR 1 o

$&"Hardware Universe"& 2 B Z RN MARAVE o

6. ERFAENRL 2 ERVBREIEIHE e1a B » AR CN1610 STARZIEMNE
7= cs1 LRVEEIR 2

7. BURRmERINE cs1 EFMAEMETFAVEIRIR

ok

BB ela EIRFREM

e

AT EBEHIREMACHAES cs1 ERVERHE 1 B 12 BERIA -

(csl)# configure

(csl) (Config) # interface 0/1-0/12

(csl) (Interface 0/1-0/12)# no shutdown
(csl) (Interface 0/1-0/12)# exit

(csl) (Config) # exit

53
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8. EBEMM LRAFE —(EEEEREela:

network port modify

T

LUF B HIRRANEITEENRE 1 FIE0RL 2 LRYAERHR e1a !

cluster::*> network port modify -node nodel -port ela -up-admin true

cluster::*> network port modify -node node2 -port ela -up-admin true

9. BRFMAEREEFEHERA up -
network port show -ipspace Cluster

e

LUF BB SR Fr A SERHERIBIT 4 "up TEERRE 1 FIEIRE 2 L ¢

cluster::*> network port show -ipspace Cluster

Auto-Negot

MTU Admin/Oper

Duplex

Admin/Oper

(Mbps)
Node Port Role Link
Admin/Oper
nodel

ela clusl up
auto/10000

ela clus? up
auto/10000
node?2

ela clusl up
auto/10000

eza clus? up
auto/10000

4 entries were displayed.

10. W mfEEnRG LR clus1 (ZAIEER) BR#A ela:

network interface revert

54

9000

9000

9000

9000

true/true

true/true

true/true

true/true

full/full

full/full

full/full

full/full



&

LUF S BB RINAIAEENES 1 FIEI2E 2 LAY clus1 IBIRE e1a EEIFIE ¢

cluster::*> network interface revert

cluster::*> network interface revert

C) 12 8.3 RESARZS

Cluster -1if <nodename clus<N>>

. WA &R LIF #EF7E up BRIFNEET tue' E TBEERI —# ¢

HERAUTHS .

network interface show -vserver Cluster

mETEEf

network interface revert

M EEBIEERFRA LIF #B2 up 7EEA%L 1 FNEHEL 2 Lo

-vserver nodel

-vserver node?2

EEARI JIHERRE

cluster::*> network interface show -vserver Cluster
Network

Current Is
Vserver

Home

Logical

Interface

Status

Admin/Oper Address/Mask

Current

Node

-1if clusl
-1if clusl

—vsServer

‘true :

Port

true

true

node?2

true

true

clusl

clus?2

clusl

clus?2

up/up

up/up

up/up

up/up

4 entries were displayed.

12. ETREEPHRAIAEEN -

cluster show

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

11

11.

1/16

2/16

.1/16

2/16

nodel

nodel

node?2

node?2

ela

eza

ela

e2a
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LUT SRR T =S R ER RN E R AN ¢

cluster::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

13. 7EEEENRLAVIERI S £ clus2 BISE ela iR !

network interface migrate

g

LR EBHIRR T #F clus2 BISEIENRE 1 FENRL 2 LAY ela BIIBAVIBIE !

cluster::*> network interface migrate -vserver nodel -1if clus2
—-source-node nodel -dest-node nodel -dest-port ela
cluster::*> network interface migrate -vserver node2 -1if clus2
-source-node node2 -dest-node node2 -dest-port ela

@ R 8.3 RESHRA > s5FEBLUTE< | network interface migrate -vserver
Cluster -1if nodel clus2 -dest-node nodel -dest-port ela

14. FERBHESTH

network interface show -vserver Cluster

56



15. RARAMEIEIRE_ E RS EEEIRIR e2a !

16.

&

WUTERERE T clus2 BEBFZEIENRL 1 MEHR 2 ERY eta IR ©

cluster::*> network interface show -vserver Cluster

Current Is

Vserver

true

false

node?2

true

false

Logical

Interface

clusl

clus?2

clusl

clus?2

Status

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

4 entries were displayed.

network port modify

FamaE

LUF BB RN aIRARAERRS 1 FIEARE 2 LAY e2a FIFIR !

10.

10.

10.

10.

10.

10.

10.

10.

Network

10.

10.

11 .

11.

1/16

2/16

1/16

2/16

Current

Node

nodel

nodel

node?2

node?2

Port

ela

ela

ela

ela

cluster::*> network port modify -node nodel -port e2a -up-admin

false

cluster::*> network port modify

false

ERE R

network port show

-node node2 -port e2a -up-admin
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BT S5 RAERFIR e2a Z "down 7EEARE 1 FENRL 2 L ¢

cluster::*> network port show -role cluster
Auto-Negot

(Mbps)
Node Port Role Link MTU Admin/Oper
Admin/Oper
nodel

ela clusl up 9000 true/true
auto/10000

e2a clus2 down 9000 true/true
auto/10000
node?2

ela clusl up 9000 true/true
auto/10000

e2a clus2 down 9000 true/true
auto/10000

4 entries were displayed.

17. EREAENRS 1 LRVSEEIERHE e2a VB » AREM CN1610 ISR ZIENE

23 cs2 FHYEREIE 1 0

18. ENRAENEL 2 EAVESEEIEIE e2a IELS - JA%(FER CN1610 IR EMNE
25 cs2 FHYEIEIE 2 0

19. By FRERHER cs2 LFAEMEIREAVERIE o
g

T EBHIRRMAC A8 cs2 ERVERHE 1 B 12 ERKA -

(cs2)# configure

(cs2) (Config) # interface 0/1-0/12

(cs2) (Interface 0/1-0/12)# no shutdown
(cs2) (Interface 0/1-0/12) # exit

(cs2) (Config) # exit

20. TESMEENRL LRI S —(EEEEIFE e2a ©

58

Duplex

Admin/Oper

full/full

full/full

full/full

full/full

BE BB e2a )

BEEER e2a )

Speed

BIRTRETIR

BIRTRETIR



&

W EEAERRINFAITEERRS 1 FNENRS 2 LRRAEIRIR e2a !

cluster::*> network port modify -node nodel -port e2a -up-admin true
cluster::*> network port modify -node node2 -port e2a -up-admin true

21. FERFMAEREEBEH O up ¢
network port show -ipspace Cluster

mEEf

W T MR A S EHEIRIRITA 'up TEEIRS 1 FIEIRE 2 £ ¢

cluster::*> network port show -ipspace Cluster

Auto-Negot Duplex Speed

(Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper
Admin/Oper
nodel

ela clusl up 9000 true/true full/full
auto/10000

eZa clus?2 up 9000 true/true full/full
auto/10000
node?2

ela clusl up 9000 true/true full/full
auto/10000

e2a clus? up 9000 true/true full/full
auto/10000

4 entries were displayed.

22. Bm{EEEE LR clus2 (ZRIEEBTR) BR%A e2a:

network interface revert
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FER 3
1. B

LUF S BB RINAIAEEE, 1 FIEI2E 2 LAY clus2 IBIRE e2a FEIFIE !

cluster::*> network interface revert -vserver nodel -1if clus?2
cluster::*> network interface revert -vserver node?2 -1if clus?2

it 8.3 REEARA > 88T | cluster::*> network interface revert
(:) -vserver Cluster -1if nodel clus2 #] ‘cluster::*> network interface
revert -vserver Cluster -1if node2 clus2

| SERECE

APTENESET true' i TBEER1 —1# !

network interface show -vserver Cluster

e

60

LR EBHIERFRA LIF 82 up 7EEIRE 1 FER 2 £ TREERI JIHERRE true:

cluster::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
nodel

clusl up/up 10.10.10.1/16 nodel
ela true

clus?2 up/up 10.10.10.2/16 nodel
eZa true
node?2

clusl up/up 10.10.11.1/16 node?2
ela true

clus?2 up/up 10.10.11.2/16 node?2
e2a true

AR Im S A T E YRR



ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE - JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER ETREARRSEENE show BREFEEARG S

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZs

HMFRBEONTAPHRZ » fEth BRI LUEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)
Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. WS | BsE MBI R SRS E R A WEERE

show isdp neighbors
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W EMERTR T miERRIRY EREER

(csl)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
nodel 0/1 132 H FAS3270
ela
node?2 0/2 163 H FAS3270
ela
cs2 0/13 11 S CN1610
0/13
cs2 0/14 11 S CN1610
0/14
cs?2 0/15 11 S CN1610
0/15
cs2 0/16 11 S CN1610
0/16

(cs2)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
nodel 0/1 132 H FAS3270
e2a
node?2 0/2 163 H FAS3270
eZa
csl 0/13 11 S CN1610
0/13
csl 0/14 11 S CN1610
0/14
csl 0/15 11 S CN1610
0/15
csl 0/16 11 S CN1610



RTECERRBIIEN

network device discovery show

fEFREMREIRG < (FAMERR_ EASHRAEIASIKERTE

network options detect-switchless modify

e

Lr g fRmInfEERERMERERTE !

cluster:

() i 92 REmk

:*> network options detect-switchless modify —-enabled false

e EREEER ¢

ADVBILD R > RAREGBEEh -

network options detect-switchless-cluster show

e

il

cluster:

15 “false’ LA & FIRVEILL R AE

BREEER !

:*> network options detect-switchless-cluster show

Enable Switchless Cluster Detection: false

(D HL 9.2 KESRA

SERYRA] o

5% 1F "Enable Switchless Cluster 38 E 24 false c E0jfEEERIE=9

S. BLEZEE clus1 # clus2 EEEEIEE EBHEIE » WHEET o

64

T

cluster:

-revert

cluster:

-revert

cluster::

-revert

cluster:

—-revert

:*> network
true
:*> network
true
*> network
true
:*> network
true

interface

interface

interface

interface

modify -vserver

modify -vserver

modify -vserver

modify -vserver

nodel

nodel

node?2

node?2

-1if

-1if

-1if

-1if

clusl -auto

clus2 -auto

clusl -auto

clus2 -auto



(D HR 8.3 RESRRZ > sAFERALI TS ¢ “network interface modify -vserver Cluster -lif *

-auto-revert true’ B E I A S4B B EILIRINAE ©

6. EnsE R EPEIRAN SRR

cluster show

RETEEH

LR AR T £EP RV ERANCINEREN

cluster::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

7. MREEFRBEBRIUEGITIEE - 5FEBYAutoSupportsfl/E EHTRUAEZINEE

system node autosupport invoke -node * -type all -message MAINT=END

mETEEH

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=END

8. BHERERAEIEIES :

set

-privilege admin

Eialeale

Ei#INetApp CN1610 S ER

RKIR TP R E R IR R L M FERYNetApp CN1610 3288 « ER—ESERAMTF
fit (NDU) o

BEEN

G Z Al

RTINS ERZ A » BAMEU TRM | EERIREMFERZNEG L RARENERERRTITRE
BEARM

65



* WERSEIRARERATEYVMALER » EVE—AR2ERNEERRSE -
© REPNAEERIBA AR ERAS
* BEMWFAEENE (LIF) HERREBERE » BERSEHB® -
. OjJNTAP%% ‘ping-cluster -node node1" 85 < W BZRTFTA BRE_EEAREIZFN AT PMTU RBHIERK
I75 o
BRI & Bebsotx
NetAppa&ZiZZCIE A E A& HEfectr > W FRIIRSSRFFITIATIRE -

* MEEHARISE RIFAutoSupportThAERL A ©

* TEMEERI R BB EEAUtoSupport » UTEMFEIRIERRAIRIL - F2EERAMEXE "SU92 © IAI7Es
R RN ESR LR EZFERR T

* BUAFRA CLI E5ERY S 58 A 55aCE: - AR &5 A S5CamRes » FEBILMBENERR ILixg
sEEa ) B o "WAECE PuTTY LUEREIONTAPR A REERE" o

EHARRE

BIRLLAEES
B LIF FREMERES SV TBRRE LF fim s o

AR HIER TR RN M AR 2R

* SEmfE CN1610 mEMREBHIRERE cs1 M "cs2°

* FEMAICN16103HEs (BFEECHRER) MBTER old_csl °
* FTBICN161032308s (B3THAE3) BIBTERE new_csl °

* RWERHBHIRIEHIRERZ cs2

1. BERIRERBEETRERE B - CUBAFEEXHREDAM » UEEELERPER -

K

LU EEFI R €5 < BN FASTPATH 1.2.0.7 :

FETEEH

(old csl)> enable
(0ld csl)# show running-config
(0ld csl)# show startup-config

2. BIETRENEEIA o

LUTF&EHchmis < EAN FASTPATH 1.2.0.7 :
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1.

o o &~

&

(0ld csl)# show running-config filename.scr
Config script created successfully.

@ TR ERRRU TMEAER BB ZINYERIESE®ME o CN1610_CS_RCF_vl.2.scr ° 1BFE%

W ATER scrEliER o

R VEFREERF RSN » UBEEITER
Bmaafl

(0ld csl)# copy nvram:script filename.scr
scp://<Username>@<remote IP address>/path_to file/filename.scr

a. 96007k 4F
b. 8 fiIT#IE
C. 1 {2LEfiL
d @Y &
e. REFEH &
REIREER (IR AIN RJ-45 IRFEHIR) D TFTP [EARSIFAERIAERIAGER o

ZEFEZTIAERI TFTP APRSS ©

MBI EANRENRE TR THE (DHCP) » BRIEEAITIASERTE IP it o RFSEZIETERAER
DHCP © IPv4 1 IPv6 MERETHAR EREIREERTES [H] - MREHIRFERBEZIER
DHCP fRIAR23HV4E4E - RIEIARESRERF BHECE ©

BN TERREE IP ik > EFEZMER serviceport protocol * network protocol ] serviceport ip #8% ©

R

. BRI E RS HAZSFIONTAPHR A R B EAAR M FEREFULAD « 28 "NetApp CN1601 A1 CN1610 Azt 5¥ 153
B\ e

- EREE T E EE " TENetAppZ EATUL £ 0 EIENetAppR AT 0 TEEER RCF #1 FASTPATH s o

. {EF3 FASTPATH * RCF ME#FMREHEREFHITE (TFTP) [EARES ".scr ARSI -
BEyiE (THRBRAERETS T0I0l B RJ-45 EiEeS) EIZFE AR IHIRRIIAEAI T A
EEH L > REROKIRELR
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&

(new csl)# serviceport ip <ipaddr> <netmask> <gateway>

9. YIS TFTP MRS BRI | » BIFTLUBIBMERIEEZ ARBIRAS CN1610 SHASSEIREI S0 BNy
 PRBEFRER 1P (IHLFER —AER PR EABRR RIS o

Wﬂuﬁ%rmgﬁ#ﬁﬁ%%%mv°W%N£L4L§’%%ﬁ%#%ﬁ@%’ﬁﬁﬁm1%1%xﬁ
172.16.x SRERTFEIZIR - HEBREI USSR EREENREAEESE IP (I o

10. (CEE) BESHE B AN IAc22 M RCF # FASTPATH EXEEEIMERERRZS © MR IC BRI O IR
HE > BARAEEEH RCF ] FASTPATH #42 » BIfERI{FHER 13 0

HEERIEITI AR TE o
BB 4

(new csl)> enable
(new csl)# show version

b. # RCF 12 T & EIF IS o
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(new csl)# copy tftp://<server_ ip address>/CN1610_CS RCF vl.2.txt
nvram:script CN1610_CS RCF vl.2.scr

Mode. TETP

Set Server IP. 172.22.201.50

Path. /

Filename. @ vu ettt e ittt ee et eeeeeeneeeeeneenean
CN1610 CS RCF vl.Z2.txt

= it A 7 1O Config Script

Destination Filename.........uiiiienennennnnn.
CN1610 _CS RCF vl.Z2.scr

File with same name already exists.

WARNING:Continuing with this command will overwrite the existing
file.

Management access will be blocked for the duration of the

transfer Are you sure you want to start? (y/n) y

File transfer in progress. Management access will be blocked for
the duration of the transfer. please wait...

Validating configuration script...

(the entire script is displayed line by line)

description "NetApp CN1610 Cluster Switch RCF v1.2 - 2015-01-13"

Configuration script validated.
File transfer operation completed successfully.

C. FE50 RCF B T&ZI3Hags o

FETEEH

(new _csl)# script list

Configuration Script Nam Size (Bytes)
CN1610 CS RCF vl.l.scr 2191
CN1610 CS RCF vl.2.scr 2240
latest config.scr 2356

4 configuration script(s) found.
2039 Kbytes free.
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1. ¥ RCF FEAR CN1610 388 o

FETEE R

(new csl)# script apply CN1610_CS RCF vl.2.scr
Are you sure you want to apply the configuration script? (y/n) y

(the entire script is displayed line by line)

description "NetApp CN1610 Cluster Switch RCF v1.2 - 2015-01-13"
Configuration script 'CN1610 CS RCF vl.2.scr' applied. Note that the
script output will go to the console.

After the script is applied, those settings will be active in the
running-config file. To save them to the startup-config file, you

must use the write memory command, or if you used the reload answer

yes when asked if you want to save the changes.

a. BFEFREXM » UEEHE RSB ERBRENRER

g

(new csl)# write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

b. R TEEI CN1610 333288 o
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(new csl)# copy
tftp://<server ip address>/NetApp CN1610 1.2.0.7.stk active
Mode. TEFTP

Set Server IP. tftp server ip address

Path. /

Fillename. o vu ittt ittt et et et e e e e e e e e

NetApp CN1610 1.2.0.7.stk

Data Type. Code

Destination Filename. active

Management access will be blocked for the duration of the

transfer
Are you sure you want to start? (y/n) y
TFTP Code transfer starting...

File transfer operation completed successfully.

C. BIBEMRAEN IR R TS B RAED IR o

WIRAEMBENISA » DER 6 IS S BERIRITEVIRIR - MIAEMBAIE SR > ISR MERE
ES

g

(new_csl)# reload
The system has unsaved changes.
Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved! System will now restart!

Cluster Interconnect Infrastructure

User:admin Password: (new csl) >*enable*

a. RS LRTFHREEENEF IR L -
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(new csl)# copy tftp://<server_ ip address>/<filename>.scr
nvram:script <filename>.scr

b. R TRIHFIIREE RIS

g

(new csl)# script apply <filename>.scr
Are you sure you want to apply the configuration script? (y/n) y

The system has unsaved changes.
Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

C. REBITRERRFEIRERES

Hak

e

(new csl)# write memory

12. yNSR It % FEYA 7 AutoSupport > BIZEBMIL AutoSupportsl B AR INEIEH BN IIZES] © system node
autosupport invoke -node * -type all - message MAINT=xh

X BRI - BIA/E o
@ AutoSupportsfl S B BN AT SR ILAESEETS - IA(BTEAE AR S AR IS B B2 526 -

13. 7EF3CH#A28 new_cs1 £ UEBIEEFAESDER > MEAMFIAEZIISMBE T EIERE (FEiZE 1
3 12) o
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&

User:*admin*

Password:

(new csl)> enable

(new_csl)#

(new _csl)# config

(new csl) (config)# interface 0/1-0/12
(new_csl) (interface 0/1-0/12) # shutdown
(new_csl) (interface 0/1-0/12)# exit
(new csl)# write memory

14. JGEEE LIF fEEEREER old_cs1 IMABIAVEIFIRIBR o
T A BB N EENEBESEREE LIF -

g

cluster::> set -privilege advanced

cluster::> network interface migrate -vserver <vserver name> -1lif
<Cluster LIF to_be moved> - sourcenode <current node> -dest-node
<current node> -dest-port <cluster port that is UP>

15. HEPFA 5 LIF ER B I SEHR CAHEREERE o

g

cluster::> network interface show -role cluster

16. RARAEIEZICEAM AR A ERHEIRIE o

mEEES

cluster::*> network port modify -node <node name> -port
<port to_admin down> -up-admin false

17. BB SRR BINN o



&

cluster::*> cluster show

18. SERESDIEZIRERIM

e

cluster::*> cluster ping-cluster -node <node name>

19. X288 cs2 £ > RERA ISLEIZIB 13 E 16

gamEfl
(cs2)# config
(cs2) (config)# interface 0/13-0/16
(cs2) (interface 0/13-0/16)# shutdown
(cs2)# show port-channel 3/1

20. ERRHFEEER D O ERIF TSRS -

21. ¢ old_cs1 RX#ag8 EIF PR B » AR EEEEE new_cs1 RIS FRIEREIERNR o

22. £ cs2 X3 L o BY ISL EIZIE 13 E 16 ©

s

(cs2)# config
(cs2) (config)# interface 0/13-0/16
(cs2) (interface 0/13-0/16)# no shutdown

23. RUFAMRACHARS LB EE BB RA R AV E R o

mEEEf

(new csl)# config
(new csl) (config)# interface 0/1-0/12
(new_csl) (interface 0/13-0/16)# no shutdown
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24. FE—ER L > RIEERIREHSHARNEENRIEO - AREDERERIT -

mETEEH

cluster::*> network port modify -node nodel -port
<port to be onlined> -up-admin true
cluster::*> network port show -role cluster

25. FEIREAWER 25 IEIRIRRAMAIEEE LIF o
EARBIH > 1R Ts Homey FAE » BIEAEE 1 £ LIF B ERINER ©
gEmEnfl
cluster::*> network interface revert -vserver nodel -1lif

<cluster 1lif to be reverted>
cluster::*> network interface show -role cluster

26. IIRE—EEFHRLE LIF ERBIREZIHEIRO > BIERPER 25 1 26 KB EEE

HNEIREAIEREE LIF
27. BRI EREAAERAE o

T

cluster::*> cluster show

ZIB W B ES

28. MR EHARRITIAR EHREREENEFREERTIER  WREEFEDER 1 PaOELER o

mETEf

(new csl)> enable
(new csl)# show running-config
(new csl)# show startup-config

29. MR EEHEHEIULEFITIEE > 5BEBEMNAutoSupportsil 8 EFEXAZINAE

system node autosupport invoke -node * -type all -message MAINT=END
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FEASRELFEVNetApp CN1610 &Il

HHCONTAP 9.3 RRERBHRZA > BRI mER AR RREERERN=EER I MEHRE
ESEEEiNE 3 S

BFEEEK
t&5r
mERMNU TR

© BRESLHMEMSRELE T —EIFPETRE - ASHARESENN LRANESREFETERNO
 BENESESN LAAESERBMETERD (FIMNTME - XES/\E) HNRHK > ST UERALLBE o

* EXIRREERBINETSERAR ME L _ERIENRS -

* MRECE—EEREFDEINRNVIRA LR » WHEITHZEONTAP 9.3 SEBHRZ > BITTLGRI
HEMANMZENER BREEE -

FRtaZ Al
AEREHEA L TYm !

* —ERRIVES - AMERRSBER KR o BiRLLREITIHBERIONTAPHRZ

* BESNEHABMEHENERAEERD » SLHORHETRNBEREERE » LRENAREKE - fit
» BN SEHR LAMEERRELEERIENRS 0 AmETTERERE

BIS3HK
AR IEAERS
UTHRERHRENMRETHNREHRE - TS EEIRFNEGBRSARF NN ERER -

Nodel ClusterSwitch1 Node2

\_/_\I ClusterSwitch? [—/\J

>
MNodel ' Node2
)il

MBI PREEMEER T A fe0a) 1 leOby (FRAREERIBIENRS - CHERIASEERARENEERD
EATE RGN =EER ORI SERR o
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PER1  EEER
1. BEREHNEERSHR > BA Yy ERFIRTES
set -privilege advanced
EFETRT > HER -
2. ONTAP 9.3 REShRAXZEBEEAIEITIARERE - ILTIRETER AR ©
ECRAIUE BN TEMRER S L RS ERAERMGRERA
network options detect-switchless-cluster show

T

UTEfBmbBTZERESERMA -

cluster::*> network options detect-switchless-cluster show
(network options detect-switchless-cluster show)
Enable Switchless Cluster Detection: true

R B E RS (T false BHt48NetAppSZiE ©
3. UNR b FEYA T AutoSupport > BIiEEMIEIY AutoSupportsfl 2 3R % B B iR L =6 -

system node autosupport invoke -node * -type all -message
MAINT=<number of hours>h

TEMHE “h' BAEEE OBFHERSRE » LUNR BB o = BIBAIRMT ST IR A B IR TS - IUEMFITEEE
BEOHEZEIEBEETES -

T EEITR - Zie< S BEREILENM/)\E

s

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

TR | REBRMGRE

1. BEa3Ths LRI - (65 1 AR EEEHREIRRIBF EXTIASR 1 > 5 2 MAMVET ISR
BIZEIBERING 2 - BEEREREFNEEPEEFEN -

2. BB EREIE R W BR T SR AR R A E TR

network port show -ipspace Cluster
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ETEHIF » HREEEFIEA eOa" “‘e0b”BIRIRL » —4HIRIZEH A “‘node1:e0a"“node2:e0a” » F—4B
WA A “node1:e0b”F1“node2:e0b” o A EIEEFIAEIEIEEAERRMNEEIRD » BARRERANEEEZE
AIHEARME] ©

ClustErSwil.ch 1

78

Nodel Node2
ClusterSwitch2
REHENERS A up Bt TE4) 7 BER "healthy' 7T MR —18 o
&
cluster::> network port show -ipspace Cluster
Node: nodel
Ignore
Speed (Mbps) Health
Health
Port 1IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 healthy
false
eOb Cluster Cluster up 9000 auto/10000 healthy
false
Node: node?2
Ignore
Speed (Mbps) Health
Health
Port 1IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 healthy
false
elb Cluster Cluster up 9000 auto/10000 healthy
false
4 entries were displayed.



3. MEREETHFRA LIF A EEEER F o
MR is-home T B EAZE "true BN SESEE LIF :
network interface show -vserver Cluster -fields is-home

g

cluster::*> net int show -vserver Cluster -fields is-home
(network interface show)

vserver 1if is-home

Cluster nodel clusl true
Cluster nodel clus2 true
Cluster node2 clusl true
Cluster node2 clus2 true
4 entries were displayed.

NRFEPHFERDETHRIGERE LA LIF > FRREL LIF EREHRIGERE !

network interface revert -vserver Cluster -1if *

4. (=FHZE LIF fWESEHEIRINAE

network interface modify -vserver Cluster -1if * -auto-revert false
S. WEsE E—H AR A EIHE R E B IE R R R8s

network device-discovery show -port cluster port

BE&ERE) JIERRERRFIERIEESTIARNRME



&

WTFEHRTREEEZR Tle0a) M leOb) BIEMERERERIAER lcs1) M les2y o

cluster::> network device-discovery show -port ela|eOb
(network device-discovery show)

Node/ Local Discovered

Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel/cdp
ela csl 0/11 BES-53248
e0b cs2 0/12 BES-53248
node2/cdp
ela csl 0/9 BES-53248
e0b cs2 0/9 BES-53248

4 entries were displayed.



ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE - JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER ETREARRSEENE show BREFEEARG S

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZs

HMFRBEONTAPHRZ » fEth BRI LUEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>



2.

82

cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Local =
Remote

Cluster
Ping st

Basic c
Basic c

Detecte
Local 1
Local 1
Local 1
Local 1
Larger

RPC sta
2 paths
2 paths

1::*> cluster ping-cluster -node local
node?2
addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a
nodel clusZ 169.254.49.125 nodel eOb
node2 clusl 169.254.47.194 node2 eQa
node2 clus2 169.254.19.183 node2 e0b
169.254.47.194 169.254.19.183
= 169.254.209.69 169.254.49.125
Vserver Id = 4294967293
atus:

onnectivity succeeds on 4 path(s)
onnectivity fails on 0 path(s)

d 9000 byte MTU on 4 path(s):

69.254.47.194 to Remote 169.254.209.69
69.254.47.194 to Remote 169.254.49.125
69.254.19.183 to Remote 169.254.209.69
69.254.19.183 to Remote 169.254.49.125

than PMTU communication succeeds on 4 path(s)
tus:

up, O paths down (tcp check)

up, 0 paths down (udp check)

REREENEFER !

cluster ring show

FRrEETWAEBER T8 » BEENET -

7% 1 ERRREEIASKE -

®

B RBEREIREE - CAZRER groupt RRVIRE > WRRS EFIERERER > HI40 -
F20 7o

a. [ERSERS 1 AEIZE LRVFRAEE -

£ TFIEEHIF - BESEMRAVERIE le0a) EifF » EERBEEZETINBNSEMRNERE
18 TeOby fH :



Nodel

ClusterSwitch1

ola

>

alb

ClusterSwitch2

— -

b. 1458 1 ABPRYERHR R IR o
TETHIEEHIF - 8% 1 £V TeOay FIZFIEIRL 2 A TeOal

Nodel

alla

@0t

)

- BSOS E R ERIERN false Bl “true e BEHRERERE4S T o

ClusterSwitch2

>

network options switchless-cluster show

WUTEAIRTEMBEIGSESE -

cluster::*> network options switchless-cluster show
Enable Switchless Cluster:

- BRRRIE IS B T ERVEIRIE ¢

true

Node2
eda
|l
Node2
ol
pl

HERMERERES true !

83



ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE - JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER ETREARRSEENE show BREFEEARG S

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZs

HMFRBEONTAPHRZ » fEth BRI LUEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

/

() meErT-—szE CHRSHELOMAE  LRRE 1 A LREERREERE -
BE 2 EEEERERRSEE -

@ A BETERVAERR IR - IS ZRERRA group2 FRRVIRC > WERIRE EFIEFERRER - Flin
£20 A o

a. [ERSERS 2 ARiEIRIE EFRAEE -

EUTEAIT » SESE ERERRIE TeOby HWEEBCER » EEMEBEBEIEE Tela) EIZEZHNE
BRI TEE
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Nodel MNode2

ela ala

o0b ClusterSwitch2 a0b

=

b. &% 2 HREVEIRIE S WA BIRHER o

ETFIEERI - BiRE 1 LRV eOa B RIEIRL 2 EMY e0a” » BiZL 1 £V eOb B EFIEIRE 2 LAY e0b” !

Model Node2

ela ela

elb elb

$EE 3 | BRIEEE
1. SERESD B E G _E R SRR R -

network device-discovery show -port cluster port
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&

WS HIRTEEEZE le0a) M leOb) BIEFEZRFEERMH LRHRERER @

cluster::> net device-discovery show -port elalelOb

(network device-discovery show)

Node/ Local
Protocol Port
nodel/cdp

ela

eOb
nodel/11dp

ela

eOb
node2/cdp

ela

eOb
node2/11dp

ela

eOb

Discovered
Device (LLDP:

node?2
node?2

node?2

node?2

nodel

nodel

nodel

nodel

(00:a0:
(00:a0:

8 entries were displayed.

2. EFENFAEE LIF WEBIEIRINAE :

ChassisID)

:98:
:98:

98:
98:

da:
da:

da:
da:

16:
16:

87:
87:4

Interface

ela

e0b

ela
e0b

ela
e0b

ela
e0b

Platform

AFF-A300

AFF-A300

AFF-A300
AFF-A300

network interface modify -vserver Cluster -1if * -auto-revert true

3. HESUFRA LIF REBEERIL - ERIAERE

BHIE o

network interface show -vserver Cluster -1if 1if name

87



&

MR TEEEXKI FIAE > B LIF BHIER © “true MEFAT "node1_clus2 1 “node2_clus2 1ELA T &S
fieh :

cluster::> network interface show -vserver Cluster -fields curr-
port, is-home

vserver 1if curr-port is-home
Cluster nodel clusl ela true
Cluster nodel clus2 e0b true
Cluster node2 clusl ela true
Cluster node2 clus2 e0b true

4 entries were displayed.

WNREELE LIFS MARMEREE RO » FRAEBHFHIREER :

network interface revert -vserver Cluster -1if 1if name

o

4. WE—EIRENARIEF ST AR SRS ¢
cluster show

e

LUF B BmmE R ERY € 19545 false !

Node Health Eligibility Epsilon

nodel true true false
node?2 true true false
2 entries were displayed.

o. BT iEImEE B T EBVERRIE ¢
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ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE - JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER ETREARRSEENE show BREFEEARG S

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZs

HMFRBEONTAPHRZ » fEth BRI LUEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. WMREE(FHEEMEILEAFITHEE > FEBITIAutoSupportsil S EFELFA LETHAE
system node autosupport invoke -node * -type all -message MAINT=END
BRAEAEE > 5528 "NetAppli#iEEXE 1010449 WAt B 4EEE QM2 I BRI R
2. BHERERAEEES !

set -privilege admin

90


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/How_to_suppress_automatic_case_creation_during_scheduled_maintenance_windows_-_ONTAP_9

RRIEE

Copyright © 2026 NetApp, Inc. FRTEFRE ° GEEIR ° IHEREFMBE ARASERET » MERARERE
Eg&ﬁ%ﬁﬁu&ﬁﬂ?ﬁﬁ&ﬁﬁ % (B ~ EFTEm) B8 aiEFH - 8% - REREEEEFRERSR

9 NetApp hRIEERHTHRZ SRS RET FIIIREN REEHHH !

LEEREELA NETAPP TRER) 21 » AREAAREETRAVER » SEEFRNAERESEERREENEREZ
R > LB - RMEAIBERT > EREENRSENEMER EEEZEZIE « BN - MBI « 155k « &
SEFHTEMIRE (BEEFRRENBEMmIBRTE 25K ; £/ - BRSFIE LRRX | NEEEEDE) - &
it £ AL BE R LUE RS TUFREE A ~ BEESRIETS (BB EM) F75HE > NetApp AR
88 IMEERSNAERNIEZEFEZAREMSETRA o

NetApp 7 & FER £ B APt 2 (R R E BRI > -OARS1TEA o NetApp FEERERERAX PRtz EmimE
EREEET » FRIFEFIELEE NetApp EEHFEE - EANBEILLERT A EEREEMEFE « HIEESER
Hth NetApp & =M ERERIIET FERIRME

AFEMAFz EmZE—IE (8) ULRNEEFF - BSNEFISEREFREFFRE

BIRHERIEREE © BUTHRAIRIER « BRI AREEES DFARS 252.227-7013 (2014 £ 2 A) #1 FAR 52.227-
19 (2007 &£ 12 B) mfy TEMTERER) - JEmEIBERL & (b)(3) /N&RFFk Z PR ©

IEEFrE BN EEERN / WEERY (W FAR 2.101 FAER) HERISA NetApp, Inc. FiF © iRIBEA GRS
HBIFRE NetApp FMTERMERSREEBREENE » TEXZHMALERE - ZEBREFHRZERAS
JEERE ~ JFEGE « JFEIRE « 21K - BRARAMIENERER » ERNERBFASHIEERAISAFRAR
2 #E > WEREBITZENZENATER © IRIEAXSBERE » BRIEKRL NetApp Inc. EFIEEFTH » ~F
E1TER ~ 185 ~ ER B~ BITRETZER - ERIBNTE FREIFE 25T ol #F > ZE A DFARS R
252.227-7015(b) (2014 & 2 B) FritER] o

AR E

NETAPP ~ NETAPP 125§ http://www.netapp.com/TM Fr5l| Z {25192 NetApp, Inc. BIFEIE o SXHFRH R RFR
BHMARANERLE  MAHSEMEENERE > REEIE -

91


http://www.netapp.com/TM

	NetApp CN1610 : Install and maintain
	目錄
	NetApp CN1610
	NetApp CN1610交換器的安裝與設定概述
	安裝並設定NetApp CN1610 交換器的工作流程
	NetApp CN1610交換器的文件需求
	安裝和配置
	安裝NetApp CN1610 交換器的硬體
	安裝 FASTPATH 軟體
	在 CN1610 交換器上安裝參考設定檔
	安裝適用於ONTAP 8.3.1 及更高版本的 FASTPATH 軟體和 RCF。
	配置NetApp CN1610 交換器的硬體

	遷移交換機
	從無交換器叢集環境遷移到有交換器的NetApp CN1610 叢集環境

	更換開關
	更換NetApp CN1610 叢集交換機
	用無交換器連線取代NetApp CN1610 叢集交換機



