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2. EMECERRENER :

network device-discovery show
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n2

n3

n4

::> network device-discovery show

Local
Port

/cdp
ela
elb
elc
e0d

/cdp
eda
ede

/cdp
eda
ede

a. BT EEEEE

Discovered

Device

CL1
CL2
CL2
CL1

CL1
CL2
CL2
CL1

CL1
CL2

CL1
CL2

3. ESERENENEEHEFRRE o

network port show -role cluster

Interface

Ethernetl/1/1
Ethernetl/1/1
Ethernetl/1/2
Ethernetl/1/2

Ethernetl/1/3
Ethernetl/1/3
Ethernetl/1/4
Ethernetl/1/4

Ethernetl/7
Ethernetl/7

Ethernetl/8
Ethernetl/8

Platform

N3K-C3232C
N3K-C3232C
N3K-C3232C
N3K-C3232C

N3K-C3232C
N3K-C3232C
N3K-C3232C
N3K-C3232C

N3K-C3232C
N3K-C3232C

N3K-C3232C
N3K-C3232C
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cluster::*> network port show -role cluster

(network port show)

Node: nl

Ignore

Health

Node: n2

Ignore

Health

Node: n3

Ignore

Health

Health

Cluster
Cluster
Cluster
Cluster

Health

Cluster
Cluster
Cluster
Cluster

Health
IPspace
Status

Broadcast Domain Link MTU

Cluster up 9000
Cluster up 9000
Cluster up 9000
Cluster up 9000

Broadcast Domain Link MTU

Cluster up 9000
Cluster up 9000
Cluster up 9000
Cluster up 9000

Broadcast Domain Link MTU

Speed (Mbps)

Admin/Oper

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Oper

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Oper

Cluster

Cluster

Cluster up 9000

Cluster up 9000

auto/40000

auto/40000



Node: n4

Ignore

Health

Port
Status

Health
IPspace Broadcast Domain Link MTU
Status
Cluster Cluster up 9000
Cluster Cluster up 9000

b. BEnAEREE A (LIF) HWEN

network interface show -role cluster

Speed (Mbps)

Admin/Oper

auto/40000
auto/40000
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cluster::*> network interface show -role cluster

Logical Status Network Current

Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
e0b true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
e0d true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
ela true

n3 clus2 up/up 10.10.0.10/24 n3
ele true

n4 clusl up/up 10.10.0.11/24 n4
ela true

n4 clus2 up/up 10.10.0.12/24 n4
ele true

C. B RIRBFEINS ¢

system cluster-switch show
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cluster::> system cluster-switch show

Switch Type Address
Model

CL1 cluster—-network 10.10.1.101
NX3232C

Serial Number: FOX000001
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version 7.0 (3)I6 (1)
Version Source: CDP

CL2 cluster-network 10.10.1.102
NX3232C
Serial Number: FOX000002
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version 7.0(3)I6 (1)
Version Source: CDP

4. FESUHTHY Nexus 3232C 33 F ELEEHFER RCF MME » WEITEAMERREILEET ©
a. :51EANetApp R IEALL ©

"mysupport.netapp.com”
b. FifE * CiscoZ AR MA2R * B > W5 FREFFAENERRERRAS o
"CiscoZ, A A BE R k"

C. THEBERRZABIRCF o
d fEfma BmE LB BE > BT 0 ABREMETHER °
e. 1§ * Cisco® HEMBIBMHERTHAI D ZRTERETE * EE N IEEIRZASAIIRGEEE o

"Ciscom= =M BEIEER MBS ERER TE"
O FERE LIF BRRIEETBHAiAR C2 MBIRMRNERE ¢

network interface migrate -vserver vserver-name -1if Ilif-name -source-node
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node-name -destination-node node-name -destination-port port-name

e

TR BRBUTEHAPAT » B—BRFIARE LIF !

cluster::*> network interface
-source-node nl -destination-
node nl -destination-port eOa
cluster::*> network interface
-source-node nl -destination-
node nl -destination-port eOd
cluster::*> network interface
-source-node n2 -destination-
node n2 -destination-port eOa
cluster::*> network interface
-source-node n2 -destination-
node n2 -destination-port eOd
cluster::*> network interface
-source-node n3 -destination-
node n3 -destination-port eda
cluster::*> network interface
-source-node n4 -destination-
node n4 -destination-port eda

6. B EE RIS R ELFR B B %

migrate

migrate

migrate

migrate

migrate

migrate

network interface show -role cluster

-vserver

-vserver

-vserver

-vserver

-vserver

-vserver

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

-1if

-1if

-1if

-1if

-1if

-1if

nl _clus2

nl clus3

n2 clus2

n2 clus3

n3_clus2

n4_clus2



&

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
ela false

nl clus3 up/up 10.10.0.3/24 nl
eld false

nl clus4 up/up 10.10.0.4/24 nl
e0d true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
ela false

n2 clus3 up/up 10.10.0.7/24 n2
eld false

n2 clus4 up/up 10.10.0.8/24 n2
eOd true

n3 clusl up/up 10.10.0.9/24 n3
eda true

n3 clus2 up/up 10.10.0.10/24 n3
eda false

n4 clusl up/up 10.10.0.11/24 n4
eda true

n4 clus2 up/up 10.10.0.12/24 n4
eda false

7. FARAEAIRYIASIIAGE CL2 BREERNERED BEFE |

network port modify -node node-name -port port-name -up-admin false
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WUT MR EERBERBREFANR LB R

cluster::
cluster::*>
cluster:
cluster:
cluster::

cluster::

*>

3w
g WS

WS
*>

network
network
network
network
network
network

port
port
port
port
port
port

modify
modify
modify
modify
modify
modify

-node
-node
-node
-node
-node
-node

nl
nl
n2
n2
n3
n4

-port
-port
-port
-port
-port
-port

eOb
elc
eO0b
elc
ede
ede

-up-admin
-up-admin
-up-admin
-up-admin
-up-admin
-up-admin

false
false
false
false
false
false



ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE » JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER ETREARRSEENE show BREFEEARG S

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 nz2-clusl
none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus?2
none
n2

3/5/2022 19:21:18 -06:00 n2 clus?2 nl clusl
none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus?
none
n3
.n4

Fi5 ONTAPHRR 2

HMFRBEONTAPHRZS » {Eth B LUER “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>

11



clusterl::*> cluster ping-cluster -node local
Host is nl
Getting addresses from network interface table...

Cluster nl clusl nl ela 10.10.0.1
Cluster nl clus2 nl e0b 10.10.0.2
Cluster nl clus3 nl elc 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 e0b 10.10.0.6
Cluster n2Z2 clus3 n2 elc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8
Cluster n3 clusl n4 ela 10.10.0.9
Cluster n3 clus2 n3 ele 10.10.0.10
Cluster n4 clusl n4 ela 10.10.0.11
Cluster n4 clus2 n4 ele 10.10.0.12

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4

Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8 10.10.0.9 10.10.0.10
10.10.0.11

10.10.0.12 Cluster Vserver Id = 4294967293 Ping status:

Basic connectivity succeeds on 32 path(s)

Basic connectivity fails on 0 path(s) ........cc.ec...

Detected 9000 byte MTU on 32 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.

.10
.11
.12

O O O O O O O O O O O O O O O O o o o o o o o
o

O O O O O O O O O O O O O oo o o o o o o o o
WWwWwwwwwnnmNnNnNND 0N R R R B 2o e

R P O 0 J
= O



Local 10.10.0.3 to Remote 10.10.0.12
Local 10.10.0.4 to Remote 10.10.0.5
Local 10.10.0.4 to Remote 10.10.0.6
Local 10.10.0.4 to Remote 10.10.0.7
Local 10.10.0.4 to Remote 10.10.0.8
Local 10.10.0.4 to Remote 10.10.0.9
Local 10.10.0.4 to Remote 10.10.0.10
Local 10.10.0.4 to Remote 10.10.0.11
Local 10.10.0.4 to Remote 10.10.0.12

Larger than PMTU communication succeeds on 32 path(s) RPC status:
8 paths up, 0 paths down (tcp check)
8 paths up, 0 paths down (udp check)

SEF 2 : 1% ISL B EIZTHES CL1 F0 C2
1. BARAZEEEATHARS CL1 LAYFEEHEE 1/31 #0 1/32 ©

BRfCiscoft SHEZ(E R » A2BMUTAEYHAIIERS © "Cisco Nexus 3000 %% NX-OS 152 ZE" o

A&
(CL1) # configure
(CL1) (Config)# interface el/31-32
(CL1) (config-if-range) # shutdown
(CL1) (config-if-range) # exit
(CL1) (Config) # exit
(CL1) #

2. IR EERIREMES CL2 AT B » TR EMEMEETIFAMRAVE RIS C2 -

3. {EREESIINER CL2 BY e1/31 Fl 1/32 IR T MBI AELS (ISL) BiE > ARK EMEMEZZIBIRTIH
#8 C2 WiAEERIR -

4. ERBHEEATHAZE CL1 LAY ISL 3518 1/31 F0 1/32 ©

BRACiscofp TMEZER » ARRUTAUEYIHAIFER ¢ "Cisco Nexus 3000 %%l NX-OS I522%EF" o

13


https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-command-reference-list.html

&

(CL1) # configure

(CL1) (Config)# interface el/31-32
(CL1) (config-if-range) # no shutdown
(CL1) (config-if-range) # exit

(CL1) (Config) # exit

(CL1) #

S. WY ISL B1E CL1 LiEfE o
BRfCiscofn THEZEER > A2RAMNUTIESHAYIERE - "Cisco Nexus 3000 %%/ NX-OS $52E" o
FEIZIB Eth1/31 # Eth1/32 FE15 (P) BT ISL BB C R EIRRBEDE !
REE)
CL1# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
- Individual H - Hot-standby (LACP only)
r

I

s — Suspended - Module-removed
S - Switched R - Routed

U - Up (port-channel)

M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

6. SR ERINES C2 L1 ISL EHERKE ©

BRiCiscort PHNEZER » H2RUTAEYIHAYER ¢ "Cisco Nexus 3000 %5 NX-OS 55 2Z" o
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&

FIZI8 Eth1/31 #0 Eth1/32 FERER (P) » EXRTm1E ISL EiBR TR EBEREEEE) o

C2# show port-channel summary

Flags: D - Down P - Up in port-channel (members)

I - Individual H - Hot-standby (LACP only) s -
Suspended r - Module-removed

S - Switched R - Routed

U - Up (port-channel)
M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

7. FEFRAERRE L - RENEREIBHARES C2 WFF BB B ERIR

network port modify -node node-name -port port-name -up-admin true

g

cluster::*> network port modify -node nl -port eOb -up-admin true
cluster::*> network port modify -node nl -port eOc -up-admin true
cluster::*> network port modify -node n2 -port eOb -up-admin true
cluster::*> network port modify -node n2 -port eOc -up-admin true
cluster::*> network port modify -node n3 -port ede -up-admin true
cluster::*> network port modify -node n4 -port ede -up-admin true

TR 3 KFFA LIF 8RR HIKRYIRO
1. BRFA R LA EBBMRELTE LIF !

network interface revert -vserver cluster -1if 1if-name
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iR EsD e e O 2 B IRIR D IE EHIRYAS

WRZE—ZRFIARELE LIF > IR ¢

cluster::
cluster::
k>
3>

cluster:
cluster:
Cluster::
Cluster::

*>
W

WS
*>

network
network
network
network
network
network

network interface show

interface
interface
interface
interface
interface
interface

i .

K

revert
revert
revert
revert
revert
revert

—vserver
—-vserver
-vserver
—vserver
—-vserver
-vserver

cluster
cluster
cluster
cluster
cluster
cluster

-1if
-1if
-1if
-1if
-1if
-1if

nl clus2
nl clus3
n2_ clus2
n2 clus3
n3_clus2
n4_clus2



&

LUTEEH2ERFRA LIF EiERRINER » FAYIHBVEEAIF "Current Port 5| BB LU TFAEE “true’ 7
‘Is Home 1 F o UNREIZIBAIEA false LIF B RMHEEE o

cluster::*> network interface show -role cluster

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
elb true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
eld true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
eda true

n3 clus2 up/up 10.10.0.10/24 n3
ede true

n4 clusl up/up 10.10.0.11/24 n4
eda true

n4 clus?2 up/up 10.10.0.12/24 n4
ede true

- AR R R IR O BAR ¢

network port show -role cluster
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cluster::*> network port show -role cluster
(network port show)

Node: nl

Ignore

Health

Node: n2

Ignore

Health

Node: n3
Ignore
Health

Port
Status

Cluster
Cluster
Cluster
Cluster

Cluster
Cluster
Cluster
Cluster

Broadcast Domain Link MTU

Cluster
Cluster
Cluster
Cluster

Broadcast Domain

Cluster
Cluster
Cluster
Cluster

Broadcast Domain

Speed (Mbps)

Admin/Oper

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Oper

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Oper

Cluster
Cluster

up 9000
up 9000
up 9000
up 9000
Link MTU
up 9000
up 9000
up 9000
up 9000
Link MTU
up 9000
up 9000

auto/40000
auto/40000

Health

Status

Health

Status

Health

Status



Ignore

Speed (Mbps)
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status
eda Cluster Cluster up 9000 auto/40000
ede Cluster Cluster up 9000 auto/40000

Health

Status

19



ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE » JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER ETREARRSEENE show BREFEEARG S

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 nz2-clusl
none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus?2
none
n2

3/5/2022 19:21:18 -06:00 n2 clus?2 nl clusl
none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus?
none
n3
.n4

Fi5 ONTAPHRR 2

HMFRBEONTAPHRZS » {Eth B LUER “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>

20



clusterl::*> cluster ping-cluster -node local
Host is nl
Getting addresses from network interface table...

Cluster nl clusl nl ela 10.10.0.1
Cluster nl clus2 nl e0b 10.10.0.2
Cluster nl clus3 nl elc 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 e0b 10.10.0.6
Cluster n2Z2 clus3 n2 elc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8
Cluster n3 clusl n4 ela 10.10.0.9
Cluster n3 clus2 n3 ele 10.10.0.10
Cluster n4 clusl n4 ela 10.10.0.11
Cluster n4 clus2 n4 ele 10.10.0.12

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4

Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8 10.10.0.9 10.10.0.10
10.10.0.11

10.10.0.12 Cluster Vserver Id = 4294967293 Ping status:

Basic connectivity succeeds on 32 path(s)

Basic connectivity fails on 0 path(s) ........cc.ec...

Detected 9000 byte MTU on 32 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.

.10
.11
.12

O O O O O O O O O O O O O O O O o o o o o o o
o

O O O O O O O O O O O O O oo o o o o o o o o
WWwWwwwwwnnmNnNnNND 0N R R R B 2o e

R P O 0 J
= O



TER 4 | BRRFRAEIRIEN LIF @5 EERER

Local
Local
Local
Local
Local
Local
Local
Local
Local

10.
10.
10.
10.
10.
10.
10.
10.
10.

8 paths up,

8 paths up,

0 paths down
0 paths down

10.
10.
10.
10.
10.
10.
10.
10.
10.
Larger than PMTU communication succeeds on 32 path(s)

O O O O O O o o o

oD oD D D W

.4

to
to
to
to
to
to
to
to
to

Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote

1 BWAUTHS > BRERERREBIENR :

22

1R

0N

AILURERIEFSITU T < -

° network device-discovery show

10.
10.
10.
10.
10.
10.
10.
10.
10.

° network port show -role cluster

10.
10.
10.
10.
10.
10.
10.
10.
10.

(tcp check)
(udp check)

° network interface show -role cluster

° system cluster-switch show

1
5
.6
9
8

O O O O O O o O

2

-9

.10
11
0.

12

RPC status:



&

n2

n3

n4

cluster:

::> network device-discovery show

Local
Port

ede

/cdp
eda
ede

Discovered

Device

Cl
Cc2
C2
Cl

Cl
C2
C2
Cl

Cl

C2

Cl
C2

(network port show)
Node: nl

Ignore

Health
Port
Status

Broadcast Domain Link MTU

:*> network port show -role cluster

Ignore

Health

Cluster
Cluster
Cluster
Cluster

Cluster
Cluster
Cluster
Cluster

Interface Platform
Ethernetl/1/1 N3K-C3232C
Ethernetl/1/1 N3K-C3232C
Ethernetl/1/2 N3K-C3232C
Ethernetl/1/2 N3K-C3232C
Ethernetl/1/3 N3K-C3232C
Ethernetl/1/3 N3K-C3232C
Ethernetl/1/4 N3K-C3232C
Ethernetl/1/4 N3K-C3232C
Ethernetl/7 N3K-C3232C
Ethernetl/7 N3K-C3232C
Ethernetl/8 N3K-C3232C
Ethernetl/8 N3K-C3232C

Speed (Mbps) Health
Admin/Oper Status

up 9000 auto/10000 -

up 9000 auto/10000 -

up 9000 auto/10000 -

up 9000 auto/10000 -
Speed (Mbps) Health

23



24

Broadcast Domain Link MTU Admin/Oper

Status

Cluster
Cluster
Cluster
Cluster

up 9000
up 9000
up 9000
up 9000

Broadcast Domain Link MTU

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps) Health

Admin/Oper Status

Cluster
Cluster

up 9000
up 9000

Broadcast Domain Link MTU

auto/40000
auto/40000

Speed (Mbps) Health

Admin/Oper Status

Port IPspace
Status

ela Cluster
e0b Cluster
elc Cluster
e0d Cluster
Node: n3

Ignore

Health

Port IPspace
Status

eda Cluster
elde Cluster
Node: ni4

Ignore

Health

Port IPspace
Status

eda Cluster
ede Cluster

cluster::*> network interface show

Logical
Current Is
Vserver Interface

Port

Cluster
Cluster

Status

up 9000
up 9000

-role cluster

Network

Admin/Oper Address/Mask

auto/40000 -
auto/40000 -

Current

Node

nml clusl
ela true

nl clus2
e0b true

up/up

up/up

10.10.0.1/24

10.10.0.2/24

nl

nl



elc

e0d

ela

eOb

elc

el0d

eda

ede

eda

ede

nl clus3
true

nl clus4
true

n2 clusl
true

n2 clus2
true

n2 clus3
true

n2 clusé4
true

n3 clusl
true

n3 clus2
true

n4 clusl
true

n4 clus2

true

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

cluster::*> system cluster-switch show

Type

.3/24

.4/24

.5/24

.6/24

.7/24

.8/24

.9/24

.10/24

.11/24

.12/24

nl

nl

n2

n2

n2

n2

n3

n3

n4

cluster—-network

FOX000001
true

None

Cisco Nexus Operating

CDP

cluster-network

Switch
Model
CL1
NX3232C
Serial Number:
Is Monitored:
Reason:
Software Version:
Software, Version 7.0 (3)I6 (1)
Version Source:
CL2
NX3232C

Software,

C2
NX3232C

Serial Number:

Is Monitored:

Reason:

Software Version:

Version Source:

Serial Number:

FOX000002
true
None

Cisco Nexus Operating
Version 7.0(3)I6 (1)

CDP

cluster—-network

FOX000003

10.

10.

10.

10.1.101

System

(NX-08)

10.1.102

System

(NX-08S)

10.1.103

25



Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version 7.0(3)I6 (1)
Version Source: CDP 3 entries were displayed.

2. INREBHMEFERR CL2 BB B8R » A EMIR :

system cluster-switch delete -device cluster-switch-name
3. M ERRBFEIIASREITEIE ¢

system cluster-switch show

e

TEHIRAE » FERRESTEEIE > A4 Is Monitored AREER “trueco

cluster::> system cluster-switch show

Switch Type Address
Model

CL1 cluster—-network 10.10.1.101
NX3232C

Serial Number: FOX000001
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S3)
Software, Version 7.0 (3)I6 (1)
Version Source: CDP

C2 cluster-network 10.10.1.103
NX3232C
Serial Number: FOX000002
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version 7.0 (3)I6 (1)
Version Source: CDP

4. MRITEFRABEBRIUEMITIEE > FEBIFIAutoSupportsil S ERTEARZIIAE

system node autosupport invoke -node * -type all -message MAINT=END

26



TSRt
EIRBIRIE - RILU R E A R -

B3 EIZE{Cisco Nexus 3232C sEE3THAk

HHCONTAP 9.3 RRERBARZA > LA m=ER AR RS ERERN=EBR I MEHRIE
ESELEiNE 3

BFEENK
15/
AERMNU TR
* B %U%Eﬁ%ﬁfﬁﬁ?ﬁ%ﬁ%ﬁﬁﬂﬁ%—ﬁl%qﬂl*zfﬁI“_{FPT’E AEHRARESEHR LAEMEZRAFEREIRD
 BENSEMM LAEESEAFERERO (FIMIMME « 7NES/\E) BRE > SR UERILERE -
© EIASRBE R EINAE T SE A R L RYERRS ©
* MRECE—EEREFDEINRNIRE LR » WHEITHZEONTAP 9.3 SESRE > BIRTLGR S
HEMAHMZENERE BREEE -

ez Al
AEREEAUTYm ¢

* —(EfZERRERE - HMEREBE R IRL IR - ARG AEITIERIFIONTAPRRZS

 SENRAEAAPIFASNEARERRD > SERERMATERNERTESRE » UXETHRREE © 51
s N SEHN LEMETZARELERRBNRR - AMEERERE -

BAS A

AR LR
WUTTRRBHFEMABRETHREIAN - WRESERIASNEFRERAEBHHMIEIRER -

Nodel Clusterswitch Node2

\_/_\I Clusterswitch? [—/\J

Mode Node2
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../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html

R &R A

LUTERERHEMNFET T R TeOal M leOby {FRZEBIFIENER o LR AREERTRANEZERD
EAFRRFHREEROATERR o

TER 1 BEBER
1. BIERBHEELDER > WAy BERMIBTEE
set -privilege advanced
B4R > HHIR o
2. ONTAP 9.3 REBhRAZIEBBEAIEIIGSREEE - ILTHRETER AR ©
TRILUE BRI TEMRSERG S RBEE D ERARIMBRESA
network options detect-switchless-cluster show

mEEf

UTEfBmbBRTZERESERMA -

cluster::*> network options detect-switchless-cluster show
(network options detect-switchless-cluster show)
Enable Switchless Cluster Detection: true

R BB EA s EEA false B 4ENetApp T & ©
3. WNSRIEFEE EEUE T AutoSupport > BIZEENIAutoSupportsfl 2 3k HI B EE L 25

system node autosupport invoke -node * -type all -message
MAINT=<number of hours>h

TEMPAE “h MRS L BVTERE » LUK R B o s% sl B IBAIBAMT S I A B ILAEREERS - UEMMPITEAERE
BRI BEEILZES -

AT EEITR > Zie< S BERILENM/\E
R

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

28



SER— | GTEIBTARE

1. e ek LABEERIRO A - (058 1 AR SERRIEIR R B IRE 1 58 2 MBI SRERR
IR BRI 2 - BEEREREFMNEEPEEFEN -

2. R R EIE R M BR T SR AR R A E TR

network port show -ipspace Cluster

ETY &G » R EEEIZREA ‘e0a’f“eOb”BIETEL » —4B#IZ A “node1:e0a"M“node2:e0a” » B—4H
WIZH A “node1:e0b”F“node2:e0b” o EVEREL AT SEIEIEERARINEEIR O » AARRRANEEEIZR
ARERME] o

Node1 ClustErSWIch Node2

ClusterSwitch2 L’—\_I

>

HEEVEIRIVER S A up Bt UEL) 5> BfES "healthy 7E MEEGIRTT) —1# o

29



&

cluster::> network port show -ipspace Cluster
Node: nodel

Ignore

Speed (Mbps) Health
Health
Port 1IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 healthy
false
e0b Cluster Cluster up 9000 auto/10000 healthy
false

Node: node2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 healthy
false
e0b Cluster Cluster up 9000 auto/10000 healthy
false

4 entries were displayed.

3. FEERELENIIATA LIF BN E T ESE | o
R is-home B BB AZE “true BN S(EEE LIF :

network interface show -vserver Cluster -fields is-home

30



&

MREERFERBEETHRGERB LR LIF >

cluster::
(network

vserver

*> net int show -vserver Cluster -fields is-home

interface show)

1if

is-home

Cluster
Cluster
Cluster
Cluster

nodel clusl

nodel clus2

node2 clusl

nodeZ clus2

true

4 entries were displayed.

network interface revert -vserver Cluster -1if *

- (SFEE LIF WEEEERINAE :

BREL LIF BREHRBERE ©

network interface modify -vserver Cluster -1if * -—-auto-revert false

s L= AL BIFR A ERIRET O R IR STHAES -

network device-discovery show -port cluster port

B#ERE) JIBRERERRIERIE

e

EIRAHATE o

WTFEHRTEEEZR Te0a) M leOb) BEEMERERERIAE lcs1) M les2y o

cluster::> network device-discovery show -port ela|eOb

(network device-discovery show)

Node/
Protocol

nodel/cdp

node2/cdp

Local
Port

ela
e0b

ela
e0b

Discovered

Device

csl
cs2

4 entries were displayed.

(LLDP: ChassisID) Interface

0/11
0/12

0/9
0/9

Platform

BES-53248

BES-53248

BES-53248
BES-53248
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ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE » JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER ETREARRSEENE show BREFEEARG S

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZs

HMFRBEONTAPHRZ » fEth BRI LUEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>



cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Local =
Remote

Cluster
Ping st

Basic c
Basic c

Detecte
Local 1
Local 1
Local 1
Local 1
Larger

RPC sta
2 paths
2 paths

1::*> cluster ping-cluster -node local
node?2
addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a
nodel clusZ 169.254.49.125 nodel eOb
node2 clusl 169.254.47.194 node2 eQa
node2 clus2 169.254.19.183 node2 e0b
169.254.47.194 169.254.19.183
= 169.254.209.69 169.254.49.125
Vserver Id = 4294967293
atus:

onnectivity succeeds on 4 path(s)
onnectivity fails on 0 path(s)

d 9000 byte MTU on 4 path(s):

69.254.47.194 to Remote 169.254.209.69
69.254.47.194 to Remote 169.254.49.125
69.254.19.183 to Remote 169.254.209.69
69.254.19.183 to Remote 169.254.49.125

than PMTU communication succeeds on 4 path(s)
tus:

up, O paths down (tcp check)

up, 0 paths down (udp check)

1. BEEERTEFLER:

cluster ring show

FRrEETWAEBER T8 » BEENET -

2. B 1 HEEREEINEEACE o

®

B RBEREIREE - CAZRER groupt RRVIRE > WRRS EFIERERER > HI40 -
F20 7o

a. [ERSERS 1 AEIZE LRVFRAEE -

£ TFIEEHIF - BESEMRAVERIE le0a) EifF » EERBEEZETINBNSEMRNERE
18 TeOby fH :

33
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Nodel Node2

ClusterSwitch1
ela eda
&b ClusterSwitch2 &0

b. 1458 1 ABPRYERHR R IR o
TETHIEEHIF - 8% 1 £V TeOay FIZFIEIRL 2 A TeOal

Nodel Node2

alla ela

°0b ClusterSwitch2 a0b

>

)

ISR ERERIERR false B “true  BARRERE 45T - NEMMEHEERES true !
network options switchless-cluster show

WUTEAIRTEMBEIGSESE -

cluster::*> network options switchless-cluster show
Enable Switchless Cluster: true

- BRRRIE IS B T ERVEIRIE ¢



ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE » JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER ETREARRSEENE show BREFEEARG S

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZs

HMFRBEONTAPHRZ » fEth BRI LUEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>



1.

36

cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Local =
Remote

Cluster
Ping st

Basic c
Basic c

Detecte
Local 1
Local 1
Local 1
Local 1
Larger

RPC sta
2 paths
2 paths

1::*> cluster ping-cluster -node local
node?2

addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a
nodel clusZ 169.254.49.125 nodel eOb
node2 clusl 169.254.47.194 node2 eQa
node2 clus2 169.254.19.183 node2 e0b
169.254.47.194 169.254.19.183
= 169.254.209.69 169.254.49.125
Vserver Id = 4294967293
atus:

onnectivity succeeds on 4 path(s)
onnectivity fails on 0 path(s)

d 9000 byte MTU on 4 path(s):

69.254.47.194 to Remote 169.254.209.69
69.254.47.194 to Remote 169.254.49.125
69.254.19.183 to Remote 169.254.209.69
69.254.19.183 to Remote 169.254.49.125

than PMTU communication succeeds on 4 path(s)

tus:
up, O paths down (tcp check)
up, 0 paths down (udp check)

() eItz CRASBELOTHE  LREDE

A% 2 MERIEREEIIARKE -

®

4B ERYEEE

/

MERIEREE

A BETERVAERR IR - IS ZRERRA group2 FRRVIRC > WERIRE EFIEFERRER - Flin

£20 A o

a. [ERSERS 2 ARiEIRIE EFRAEE -

LT EEAHIF - SERL_EREIZIR TeOb) HIEBBEER > £5

HERE

E1TEE

=1

/

i#EiB Telal

EEIBZ FNE



Nodel MNode2

ela ala

o0b ClusterSwitch2 a0b

=

b. &% 2 HREVEIRIE S WA BIRHER o

ETFIEERI - BiRE 1 LRV eOa B RIEIRL 2 EMY e0a” » BiZL 1 £V eOb B EFIEIRE 2 LAY e0b” !

Model Node2

ela ela

elb elb

T 3 BRsEicE
1. sAHEsT MfE B RG_E AYE IR R E 7R

network device-discovery show -port cluster port



&

WS HIRTEEEZE le0a) M leOb) BIEFEZRFEERMH LRHRERER @

cluster::> net device-discovery show -port elalelOb

(network device-discovery show)

Node/ Local
Protocol Port
nodel/cdp

ela

eOb
nodel/11dp

ela

eOb
node2/cdp

ela

eOb
node2/11dp

ela

eOb

Discovered
Device (LLDP:

node?2
node?2

node?2

node?2

nodel

nodel

nodel

nodel

(00:a0:
(00:a0:

8 entries were displayed.

2. EFENFAEE LIF WEBIEIRINAE :

ChassisID)

:98:
:98:

98:
98:

da:
da:

da:
da:

16:
16:

87:
87:4

Interface

ela

e0b

ela
e0b

ela
e0b

ela
e0b

Platform

AFF-A300

AFF-A300

AFF-A300
AFF-A300

network interface modify -vserver Cluster -1if * -auto-revert true

3. HESUFRA LIF REBEERIL - ERIAERE

38

BHIE o

network interface show -vserver Cluster -1if 1if name



&

MR TEEEXKI FIAE > B LIF BHIER © “true MEFAT "node1_clus2 1 “node2_clus2 1ELA T &S
fieh :

cluster::> network interface show -vserver Cluster -fields curr-
port, is-home

vserver 1if curr-port is-home
Cluster nodel clusl ela true
Cluster nodel clus2 e0b true
Cluster node2 clusl ela true
Cluster node2 clus2 e0b true

4 entries were displayed.

WNREELE LIFS MARMEREE RO » FRAEBHFHIREER :

network interface revert -vserver Cluster -1if 1if name

o

4. WE—EIRENARIEF ST AR SRS ¢
cluster show

e

LUF B BmmE R ERY € 19545 false !

Node Health Eligibility Epsilon

nodel true true false
node?2 true true false
2 entries were displayed.

o. BT iEImEE B T EBVERRIE ¢



ONTAP 9.9.1 RES R4S

{RAILUEF “network interface check cluster-connectivity MI{Ten < ARBKBNE EEIZMIGE » JABEERFA
=5z A .
=5 -

network interface check cluster-connectivity start '# ‘network interface check
cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

VER ETREARRSEENE show BREFEEARG S

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

FiE ONTAPHRZs

HMFRBEONTAPHRZ » fEth BRI LUEA “cluster ping-cluster -node <name> 1@ & EIZMMNH S ¢

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. WMREE(FHEEMEILEAFITHEE > FEBITIAutoSupportsil S EFELFA LETHAE
system node autosupport invoke -node * -type all -message MAINT=END
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set -privilege admin
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