B HAER

Install and maintain

NetApp
October 24, 2025

This PDF was generated from https://docs.netapp.com/zh-tw/ontap-systems-switches/switch-cisco-
3132g-v/cn1610-migrate-workflow.html on October 24, 2025. Always check docs.netapp.com for the
latest.



Sk

BE
CN1610 323 ed
£ CN1610 ATHABRBEZE Nexus 3132Q-V KB TERIZ
BEEK
ZEBRE CN1610 RIFBEE 3132Q-V Kifgs
REEIFIE » LUFH CN1610 IS EE 3132Q-V s
SERLIE CN1610 23788 Nexus 3132Q-V THABSHIEE
Cisco Nexus 5596 321 2sf5iE
& Nexus 5596 THA2SFEEE Nexus 3132Q-V B TIERTE
ZEBIE Nexus 5596 XS HEEE Nexus 3132Q-V Rifags
RTEERE - UERE 5596 ERIMBBREE 3132Q-V sk
SEREAE Nexus 5596 ZIASFEEEE Nexus 3132Q-V 3THARRIIESE
RECHBEEVETENYTIRAESE
RECHBREERETEHYTHRAEETIERE
EHERETRBREEREETHRAESE
REEBER  UENESHREEREETHRAESE
RS RIS E RS T MM R ENEE

W = —a A

13
24
36
36
37
39
50
62
76
76
77
79
81
96



FBEERIAZS
CN1610 33355 EE

£ CN1610 THa2SF2E F Nexus 3132Q-V TS T ERTE
HERE T IIERIEDER > 1§ CN1610 I 23FBEEE Cisco Nexus 3132Q-V RX#gs o

o "BHER"

BRI EREF TR IR E N LR o

" T
ZEBIFIRAY CN1610 XIss U EE Nexus 3132Q-V 332§ ©

"R
REEEB LS EEHH) Nexus 3132Q-V 351888 ©

"SER IS E"
R Nexus 3132Q-V 3THABSHIFSES o

dit

BETEK

Cisco Nexus 3132Q-VAZags A IAFF A CHEEFAS 2EANEER RS - 2EERIR
BSAETIEIIONTAP EAME - EEERVEE o

@ I EEFREAONTAP Z1B15< M Cisco Nexus 3000473588074 ; ONTAP [8IERH
SREA ~ BAISERZERES °

MBFAEN ~ F2H ¢
* "NetApp CN1601E2CN1610zRBEE "
* "Ciscod XHBI& a3 sREAE E"
* "Hardware Universe"

CN1610EKk

IR THIFEEITAES ¢

* NetApp CN1610
» Cisco Nexus 3132Q-V


cn1610-migrate-requirements.html
cn1610-migrate-requirements.html
cn1610-migrate-requirements.html
cn1610-migrate-requirements.html
cn1610-migrate-requirements.html
cn1610-migrate-requirements.html
cn1610-migrate-requirements.html
cn1610-migrate-requirements.html
cn1610-migrate-requirements.html
cn1610-prepare-to-migrate.html
cn1610-prepare-to-migrate.html
cn1610-prepare-to-migrate.html
cn1610-prepare-to-migrate.html
cn1610-prepare-to-migrate.html
cn1610-prepare-to-migrate.html
cn1610-prepare-to-migrate.html
cn1610-prepare-to-migrate.html
cn1610-prepare-to-migrate.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-configure-ports.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
cn1610-complete-migration.html
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/docs-tab
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/docs-tab
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/docs-tab
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/docs-tab
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/docs-tab
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/docs-tab
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/docs-tab
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/docs-tab
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/docs-tab
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/docs-tab
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/docs-tab
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
http://hwu.netapp.com

B ESIRAR SR T Y EIRLELR

* NetApp CN1610 : 3&E$%180/15/0/12 (10 GbE)
* Cisco Nexus 3132Q-V : #E#ZI8E1/1-30 (40/100 GbE)

BREINRER T3 hasfEE (ISL) ERE .

* NetApp CN1610 : &#520/13ZE0/16 (10 GbE)
» Cisco Nexus 3132Q-V : E§#EE1/31-32 (40/100 GbE)

o "Hardware Universe" B 2B EZ1EMNINexus 3132Q-VRZIASSELAREIZE ¢

* BF10 GhEEREERNEFEEQSFPESFP+LAERE4R - SIQSFPESFP+ifAR P EEAR

* B540/100 GbEREEEIRAVER, « BEMERACHBREIQSFP/QSFP28IfR B HEIZEIRIKST
RQSFP/QSFP28tiitE4R

BERISLERINT ¢

* BA%E : CN1610ZECN1610 (SFP+ZESFP+) -~ M{ESFP+ sk iRAR HIZEIZER

* B : AR CN1610ZENexus 3132Q-V (QSFPEMESFP+H) ~ —{&QSFPZESFP+)tA ol iR4R 1S

* RARHRZAS © BRI Nexus 3138S-VENexus 3138S-V (QSFP28EQSFP28) - MfKQSFP28 tifiok iz B
BERER
NetApp&&#h#E4R 1 Cisco Nexus 3132Q-VATIARFHEEA

MRIEEHATRICN161048REF FANetApp B Eh B4R E1 TR E B R RFELF I ISLELR ~ MICHERIRIEHES
gﬂaﬁé%%ﬁ% BB ERE B CiscoEhiB4R o T E « (S ] LUFE B B4R TISL R E E M B TR E

R PR{EFR RS A

A2 RVEEHIEREALNAILL Cisco Nexus 3132Q-V 3ZHZRENL CN1610 3228 - MRAILWELES R (1B
R EAhERERY Cisco 3ZH#ags ©

A2 thE A A RS M BB e 0% -

* MLEHAIAEZEONTAP RERRAM T ERMAFER o

* EFEIRA CN1610 5884 * CL1* 1 * CL2* o

* A E# CN1610 #2839 Nexus 3132Q-V g3 C1F1 C2 o

*ni_clus1 EFE—EEZEEETHRIES1 (CL15C1) NEEESENE (LIF) > BREEn -
* n_clus2 BE—AEBEERERINEE 2 (CL23 C2) WFE LIF > FRER n1 o

*n_clus3 BEEERERERMMEE2 (CL28 C2) BILIF &izkn1 °

* n1_clus4 B _EEZEERERMER1 (CL18C1) BILIF&isn1 ©

* 10 GbE#140/100 GbEEIHENHE 2T LT AN EHERE (RCFs) HER "CiscoREEH KT RE
(HREAEZETH Bm| °

* BRELEI3E N1 > n2 > n3F1nd o

==
==


https://hwu.netapp.com/
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml
https://mysupport.netapp.com/NOW/download/software/sanswitch/fcp/Cisco/netapp_cnmn/download.shtml

A2 RV SR fE R B RARS

* MEENELFEAI{E 10 GbE FEEEERFE | *e0A* » *eOb* » * e0c* #l * e0d* ©
* HAM{EENRAF A MIE 40 GbE SREGEEFZIR | * E4A* fll * ede* ©

"Hardware Universe"§I|tHF & _EBMREEERIR o

BRI ?
"EEETBEE" o
ZHEL CN1610 A HEE 3132Q-V KAz
B TFIPERZESE CN1610 32igs » LUEBEZE Cisco Nexus 3132Q-V 332§ o

1. AR AutoSupport ILZEERET M1 IHEE « 55U AutoSupport FFIF B3R 1E B ENEL S :

IR 4 EARLAutoSupport R5EEE DU FA&EE*-type all -5l EMAn=xh]

_X_EMEERERAVRHER R (DUNRF R EAL) o

@ B RE AR AT ST 4B A B ITICAEE T  LUETEHERARIINS| B e F
£l o AutoSupport

2. EETARREFPERERVMERAE A ¢
MEREERRS


https://hwu.netapp.com/

&

UTafETSEEEEERSNESEMMERES MEZEEE T !

cluster::> network device-discovery show

Local Discovered

Node Port Device Interface Platform
nl /cdp
ela CL1 0/1 CN1l610
e0b CL2 0/1 CN1610
elc CL2 0/2 CN1610
el0d CL1 0/2 CN1610
n2 /cdp
ela CL1 0/3 CN1610
e0b CL2 0/3 CN1610
elc CL2 0/4 CN1l610
el0d CL1 0/4 CN1610

8 entries were displayed.
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cluster::*> network port show -role Cluster

(network port show)

Node: nl

Port IPspace

Broadcast

Domain

MTU

Speed (Mbps) Health Ignore
Admin/Open Status Health

Status

ela cluster
e0b cluster
elc cluster

el0d cluster

Node: n2

Port IPspace

cluster
cluster
cluster
cluster

Broadcast

Domain

up
up
up
up

9000
9000
9000
9000

MTU

auto/10000 = =
auto/10000 = =
auto/10000 = =
auto/10000 - —

Speed (Mbps) Health Ignore
Admin/Open Status Health

Status

ela cluster
e0b cluster
elc cluster

e0d cluster

cluster
cluster
cluster
cluster

8 entries were displayed.

b. BEETRARESE N EME | + network interface show

up
up
up
up

9000
9000
9000
9000

auto/10000 = =
auto/10000 - -
auto/10000 = =
auto/10000 = =
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cluster::*> network interface show -role Cluster
(network interface show)

Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster

nl clusl up/up 10.10.0.1/24 nl ela
true

nl clus? up/up 10.10.0.2/24 nl e0b
true

nl clus3 up/up 10.10.0.3/24 nl elc
true

nl clus4 up/up 10.10.0.4/24 nl e0d
true

n2 clusl up/up 10.10.0.5/24 n2 ela
true

n2 clus2 up/up 10.10.0.6/24 n2 e0b
true

n2 clus3 up/up 10.10.0.7/24 n2 elc
true

n2 clus4 up/up 10.10.0.8/24 n2 e0d
true

8 entries were displayed.
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cluster::> system cluster-switch show

Switch Type Address Model

CL1 cluster-network 10.10.1.101 CN1610
Serial Number: 01234567
Is Monitored: true
Reason:
Software Version: 1.2.0.7

Version Source: ISDP

CL2 cluster-network 10.10.1.102 CN1610
Serial Number: 01234568
Is Monitored: true
Reason:
Software Version: 1.2.0.7
Version Source: ISDP

2 entries were displayed.
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cluster::*> network interface modify -vserver nodel -1if clusl -auto
-revert false
cluster::*> network interface modify -vserver nodel -1if clus4 -auto
-revert false
cluster::*> network interface modify -vserver node2 -1if clusl -auto
-revert false
cluster::*> network interface modify -vserver node2 -1if clus4 -auto
-revert false
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cluster::*> network interface migrate -vserver Cluster -1if nl clus2
-destination-node nl -destination-port e0Oa
cluster::*> network interface migrate -vserver Cluster -1if nl clus3
-destination-node nl -destination-port e0d
cluster::*> network interface migrate -vserver Cluster -1if n2 clus2
-destination-node n2 -destination-port eOa
cluster::*> network interface migrate -vserver Cluster -1if n2 clus3
-destination-node n2 -destination-port e0d

7. ERR IR AN
MERE T E R


https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab

&

LUT IR ITA) TR ESE) s

cluster::*> network interface show -role Cluster
(network interface show)

Vserver

Home

Logical
Interface

Status
Admin/Oper

Current
Node

Current 1Is
Port

false

false

true

true

false

false

true

nl clusl

nl clus2

nl clus3

nl clus4

n2 clusl

n2 clus?2

n2 clus3

n2 clus4

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

8 entries were displayed.

8. FARIERREREIARCL2MEE B EEHE !
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Network

Address/Mask
10.10.0.1/24
10.10.0.2/24
10.10.0.3/24
10.10.0.4/24
10.10.0.5/24
10.10.0.6/24
10.10.0.7/24
10.10.0.8/24

nl

nl

nl

nl

n2

n2

n2

n2

ela

ela

e0d

e0d

ela

ela

e0d

e0d
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cluster::*> network port modify -node nl -port eOb -up-admin false
cluster::*> network port modify -node nl -port eOc -up-admin false
cluster::*> network port modify -node n2 -port eOb -up-admin false
cluster::*> network port modify -node n2 -port elc -up-admin false
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network interface check cluster-connectivity start #l network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

*OER D BT show R ZAT ~ SREREM LI RSFEER

clusterl::*> network interface check cluster-connectivity show

Source Destination Packet

Node Date LIF LIF Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 nl clusl none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus?2 none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none

Fi5 ONTAP hiZs

HH A ONTAP HrZs ~ I ATLUER cluster ping-cluster -node <name> ISEEBAIFFEINGS

cluster ping-cluster -node <name>

11



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl ela 10.10.0.1
Cluster nl clus2 nl elb 10.10.0.2
Cluster nl clus3 nl elc 10.10.0.3
Cluster nl clus4 nl eld 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 elb 10.10.0.6
Cluster n2 clus3 n2 elc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.

O 0O 0O OO0 0O 00000 O O O O
AR DD W WWwWw NN R R e e
O 0O 0O OO0 0O O 00000 o O O O
W J o U1 ©® ~J & U1 © - o U o ~Jd o O

Larger than PMTU communication succeeds on 16 path(s)
RPC status:

4 paths up, 0 paths down (tcp check)

4 paths up, 0 paths down (udp check)

1. FARAEAY CN1610 33#328 CL1 LAY ISL #4518 13 5 16

12



TREH
g fl

DUT EAIEREAUN{AIRARACN 161032 #0283 CL1_ EVISLIERFIR 1316 ¢

(CL1)# configure

(CL1) (Config)# interface 0/13-0/16
(CL1) (Interface 0/13-0/16)# shutdown
(CL1) (Interface 0/13-0/16)# exit
(CL1) (Config) # exit

(CL1) #

2. FCLAMC2Z IZEERFISL :
s

THIEEFIECLT (EIZIE13-16) FIC2 CGEIZIBE1/24/1-4) ZHEEBEEAISL :

C2# configure

C2(config)# interface port-channel 2

2 (config-if)# switchport mode trunk

2 (config-if)# spanning-tree port type network

2 (config-if)# mtu 9216

2 (config-if)# interface breakout module 1 port 24 map 10g-4x
2 (config)# interface el/24/1-4

2 (config-if-range)# switchport mode trunk

2 (config-if-range) # mtu 9216

2 (config-if-range)# channel-group 2 mode active
2 (config-if-range)# exit

2 (config-if) # exit

ETRRIE ?
"RIEBIZIR"

HREEREE > LUEE CN1610 TS EE 3132Q-V i8S

FHIRB TS ERL EEEIR » LUE CN1610 IR EE A Nexus 3132Q-V 3
%go

TR
1. EFRBEIR L ~ BEREIEECN16103HA2CL2AVAELR o

13



ERAERIVERE « CURRPIA B L ERENERRERIBENEZ ENexus 3132Q-Va###sC2 o

2. #tCN16103ZHa23CL1HYEIZIE138163K FIOUKISLAEAR ©

BB ERICisco QSFPEIZ ESFP+HEELR « LUEIEHCisco 3132Q-VAZHagsC2 LAV EIEIR1/24 ~ &

EEIRBCN161035H223CL1 _EAYEIFIB13E16 ©

() BEMBEERERERNCisco 31320-VAHEH -

3. BEFISLAAAENAS « BEEAFRICN161033H8 LR EISLAES/A ~ WERFEEER !

ae
R&l

T BB Yl CiscosEEh

By o

MmERIREEs

EXER 11 P A3 HEs ERRE) ISL B > IE4ARREE 3132Q-V 3XHags C2 LAY ISL AHREAERT o

RETEER

LUF&EFI2EREA Mno port-channel staticl 1% 3R E

4. 1E7EFHRICN1610331223CL1 _ERRENISL 135016
FET &35

ISLFYE3/1 ~ EISLAENRE

(CL1)# configure

(CL1) (Config) # interface 3/1

(CL1) (Interface 3/1)# no port-channel static
(CL1) (Interface 3/1)# exit

(CL1) (Config) # exit

(CL1) #

M SRR AT R B E T E 3/1 L RIBNISLEFE 13E16MF2F :

5. EgsBISLE2 T IERE up 7ECN161035#85CL1 £ -

How port-channel ]

(CL1)# configure

(CL1) (Config)# interface 0/13-0/16,3/1
(CL1) (Interface 0/13-0/16,3/1)# no shutdown
(CL1) (Interface 0/13-0/16,3/1)# exit

(CL1) (Config) # exit

(CL1) #

Link State] (BA5AREE) FEZA Tupy (EE) - TTypes ($8E!) FEZA Dynamicy

M PortActivel (EIFE(ERT) #ES Mrues (H)

14

~ E15IR0/13E0/16 -

(BHRR)

N



&

(CL1) # show port-channel 3/1

LoCal INterfacCe. i v it e ettt e ettt eeeeeanenn 3/1
Channel Name. .. ...ttt eteeeeeeeeeeeeeeeeeenens ISL-LAG
Link State.. ...ttt ittt ettt Up
AdmMin MOdE . v v i it ittt ittt et ettt enneeeeneeneans Enabled
D e o e e e et e et e e e aeeeeeeeeeeeeeeeeeeeaneennns Dynamic
Load Balance Option. ... et eeeteeeeeeeeneennns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10 Gb Full True
partner/long

0/14 actor/long 10 Gb Full True
partner/long

0/15 actor/long 10 Gb Full True
partner/long

0/16 actor/long 10 Gb Full True
partner/long

6. E§z%3132Q-VATH23C2 L MISLEREZA Tup (IEE) )

"How port-channel Summary |



&

HiziBeth1/24/1Eeth1/24/4FERE A T (P) 1 ~ ®REBEBETNAAEMNEISLEEZEEERENRES
AREE o eth1/31#eth1/32FERETR [ (D) 1 ~ AAEMILREL :

C2# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (D) Ethl/32 (D)
2 Po2 (SU) Eth LACP Ethl/24/1(P) Ethl/24/2 (P)

Ethl/24/3 (P)
Ethl/24/4 (P)

7. FARKFRAENRL L E3132Q-VRIMRERC2HFN A SR EE O &R |
HERREIRIRIEDR

mEEEf

MU EE IR BRUN A R ENE 1 E £ 3132Q- VAT HASR C2 RV ER SR B E 1R

cluster::*> network port modify -node nl -port eOb -up-admin true
cluster::*> network port modify -node nl -port elc -up-admin true
cluster::*> network port modify -node n2 -port eOb -up-admin true

cluster::*> network port modify -node n2 -port elc -up-admin true

8. BIRFIAEREMAENE LC2HNFARERETEE A
AEER T E R

16



&

cluster::*> network interface revert -vserver Cluster -1if nl clus2
cluster::*> network interface revert -vserver Cluster -1if nl clus3
cluster::*> network interface revert -vserver Cluster -1if n2 clus2

cluster::*> network interface revert -vserver Cluster -1if n2 clus3

. ERFMAENREREERIBNEEREHFERR
MER AT E R

mEREE

THgEHFERclus2 EMIifsE B RARTERIE « WEIRNR TERERE) #MPpERIRE Tis
Home) #FHIARRES Ttrues ~ BIERINERIfs - 1RZEHomelER MR1 ~ BIRZERLIF o

cluster::*> network interface show -role cluster

(network interface show)

Logical Status Network Current Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster

nl clusl up/up 10.10.0.1/24 nl ela
true

nl clus2 up/up 10.10.0.2/24 nl e0b
true

nl clus3 up/up 10.10.0.3/24 nl elc
true

nl clus4 up/up 10.10.0.4/24 nl e0d
true

n2 clusl up/up 10.10.0.5/24 n2 ela
true

n2 clus2 up/up 10.10.0.6/24 n2 elb
true

n2 clus3 up/up 10.10.0.7/24 n2 elc
true

n2 clus4 up/up 10.10.0.8/24 n2 e0d
true

8 entries were displayed.



10. FESEFA MR EEIREITEERE |

1.

18

MERRE IR R

g

W EERIERRTA T4

BRRERIRIED

A
Ap

TR « BRsEFTARVEERELE IER]

cluster::*> network port show -role Cluster

(network port show)

Node: nl

Port IPspace

Broadcast

Domain

MTU

Speed (Mbps) Health Ignore
Admin/Open Status Health

Status

ela cluster
e0b cluster
elc cluster
e0d cluster
Node: n2

cluster
cluster
cluster

cluster

Broadcast

Domain

up
up
up
up

9000
9000
9000
9000

MTU

auto/10000 = =
auto/10000 - -
auto/10000 = =
auto/10000 - -

Speed (Mbps) Health Ignore
Admin/Open Status Health

Status

ela cluster
e0b cluster
elc cluster

e0d cluster

cluster
cluster
cluster
cluster

8 entries were displayed.

t
I
E

Hon %’é\ﬁ \‘ %%ﬁ@ﬁgglﬂ?ﬁgt :

up
up
up
up

9000
9000
9000
9000

auto/10000 = =
auto/10000 = =
auto/10000 = =
auto/10000 = =



FHhRA<ONTAP

B LAERE network interface check cluster-connectivity p< ARBIEEELFHZEUS
& REEETFEEERN

network interface check cluster-connectivity start #l network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

*OER D BT show R ZAT ~ SREREM LI RSFEER

clusterl::*> network interface check cluster-connectivity show

Source Destination Packet

Node Date LIF LIF Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 nl clusl none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus?2 none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none

Fi5 ONTAP hiZs

HH A ONTAP HrZs ~ I ATLUER cluster ping-cluster -node <name> ISEEBAIFFEINGS

cluster ping-cluster -node <name>

19



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl ela 10.10.0.1
Cluster nl clus2 nl elb 10.10.0.2
Cluster nl clus3 nl elc 10.10.0.3
Cluster nl clus4 nl eld 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 elb 10.10.0.6
Cluster n2 clus3 n2 elc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.

O 0O 0O OO0 0O 00000 O O O O
AR DD W WWwWw NN R R e e
O 0O 0O OO0 0O O 00000 o O O O
W J o U1 ©® ~J & U1 © - o U o ~Jd o O

Larger than PMTU communication succeeds on 16 path(s)
RPC status:

4 paths up, 0 paths down (tcp check)

4 paths up, 0 paths down (udp check)

1. ERETPNSESHR L « BERENANE—E CN1610 88 CL1 HHRINE :

20



AT ESE

s

T EBBIRR BN RN 1F0n2_E IETE RS SRV EIFIR SILIF :

cluster::*> network interface migrate -vserver
-destination-node nl -destination-port eOb
cluster::*> network interface migrate -vserver
—-destination-node nl -destination-port eOc
cluster::*> network interface migrate -vserver
-destination-node n2 -destination-port e0b
cluster::*> network interface migrate -vserver

-destination-node n2 -destination-port eOc

MEER T E R

Cluster

Cluster

Cluster

Cluster

-1if

-1if

-1if

-1if

nl clusl

nl clus4

n2 clusl

n2 clus4

21



&

THSEARETFAIENEE L ERBERETIMBRC2 LRFNBEELEETR

cluster::*> network interface show -role Cluster

Vserver

Home

Logical
Interface

(network interface show)

Status
Admin/Oper

Current
Node

Current 1Is
Port

true

true

false

false

true

true

false

nl clusl

nl clus2

nl clus3

nl clus4

n2 clusl

n2 clus?2

n2 clus3

n2 clus4

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

8 entries were displayed.

3. RARAFA RS DB ECLIBVENRERE

22

RS EIRIRIEDL

Network

Address/Mask
10.10.0.1/24
10.10.0.2/24
10.10.0.3/24
10.10.0.4/24
10.10.0.5/24
10.10.0.6/24
10.10.0.7/24
10.10.0.8/24

nl

nl

nl

nl

n2

n2

n2

n2

elOb

eOb

elc

elc

eOb

e0b

elc

elc



&

LU g5 ERBRUNRIRARAER AN 18 In2_ EAVFS B IE R

cluster::*> network port modify -node nl -port ela -up-admin false
cluster::*> network port modify -node nl -port e0d -up-admin false
cluster::*> network port modify -node n2 -port ela -up-admin false
cluster::*> network port modify -node n2 -port eOd -up-admin false

4. RARAEAHAY3132Q-VAZHESC2 L AYISLIEIEIE24 ~ 317132 :
T REA4 |
g

5 EHERBAMEE/EA T AY31382Q-VAZHa23C2 L RARAISL 24 ~ 3170132 :

C2# configure

C2 (config) # interface ethernet 1/24/1-4
C2
C2
C2
C2
C2
C2
C2#

config-if-range)# shutdown
config-if-range) # exit

config)# interface ethernet 1/31-32
config-if-range)# shutdown
config-if-range) # exit

~ o~ o~ o~ o~ o~

config)# exit

5. I TFAEIEE L EIEECN16103T B CL1RYAEAR o
BRI RVEEARES « IS BISFRA RIS E B EREAR I EIRIR EHEIZE E Nexus 3132Q-VATHZEC1 ©
6. #tNexus 3132Q-V C2IEIFIBE1/24 FQSFP1EAR ©

S BFER S IERICisco QSFPYL# S EIZEIZELR « 15C1 ERIE1/31F1E1/32E iHIBEIZ E C2 LAYE1/31
FOE1/328E 518 o

7. TEEEREIR24 HIR[FRAARE ~ SABERUBIRC2 LM E AERIREE2 running-configuration I8ERE

startup-configuration f&2 :

23



&

LUF &R TEIT4EREERE (running ~ configuration) #E#E%EI M#7F4HRE (startup - configuration)
g .

C2# configure
C2 (config)# no interface breakout module 1 port 24 map 10g-4x
config)# no interface port-channel 2
config-if) # interface el/24
config-if)# description 40GbE Node Port
# spanning-tree port type edge
config-if)# spanning-tree bpduguard enable
config-if)# mtu 9216

config-if-range) # exit

C2 (
C2 (
C2( )
C2 (config-if)
C2( )
C2( )
C2 (

C2 (config) # exit

C2# copy running-config startup-config
[HAfHHHHSHHH AR H RS H AR H RS HHEHAHH] 1003
Copy Complete.

8. BIEIC2 L RYISLEIZIR31F132 ~ fEFFAI31382Q-VATHASS -

no shutdown

e

AT EB5IsRERUN{AI7E31382-Vaz#agsC2_ L RRENISL 31F132 :

C2# configure

C2 (config) # interface ethernet 1/31-32

C2 (config-if-range)# no shutdown

C2 (config-if-range) # exit

C2 (config) # exit

C2# copy running-config startup-config
[HAfHHHHSHHH A AR A H RS H AR H RS HHEHSHH] 1003
Copy Complete.

TR ?
"TNSR o

STERIE CN1610 Xi2RTBEEE Nexus 3132Q-V XHAZZHIEE
5eRk FHUDZERLATERE CN1610 XIS IBEE Nexus 3132Q-V 3THAESHIVEEE o

24



FER
1. EREBISLER R BIER up 1£3132Q-ViTiagsc2 t :

How port-channel Summary |
imCeth1/318eth1/32f&FER (P) 7> ERKEROBETRHIMEISLIEOEER up (IEF) "iKEE o

e

Cl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

2. BERRFRAENEL FEIEE 2 3138Q VAT CIMFR B £ B EE IS |
HEEREIRIREN
BEERH

MU B IR BRI RN ENE 1 E = /R31382Q- VISR C 1A A SR e 1R

cluster::*> network port modify -node nl -port ela -up-admin true
cluster::*> network port modify -node nl -port e0d -up-admin true
cluster::*> network port modify -node n2 -port ela -up-admin true
cluster::*> network port modify -node n2 -port e0d -up-admin true

3. BREE AR IRIR AR
MERRE IR R



&

T &5 o] ERsEF T 31382Q-VATHa23C1 En1fIn2 L MIFR A S E B EE RS A Tup (EE) )

cluster::*> network port show -role Cluster
(network port show)

Node: nl

Broadcast Speed (Mbps) Health Ignore
Port IPspace Domain Link MTU Admin/Open Status Health
Status
ela cluster cluster up 9000 auto/10000 = =
e0b cluster cluster up 9000 auto/10000 - -
elc cluster cluster up 9000 auto/10000 = =
eld cluster cluster up 9000 auto/10000 = =
Node: n2

Broadcast Speed (Mbps) Health Ignore
Port IPspace Domain Link MTU Admin/Open Status Health
Status
ela cluster cluster up 9000 auto/10000 - -
eOb cluster cluster up 9000 auto/10000 = =
elc cluster cluster up 9000 auto/10000 = =
e0d cluster cluster up 9000 auto/10000 - -

8 entries were displayed.

4. BERMAERNEGEMAMMCINFAERERET Bl !
AR T EEIE

e

LFEAIERPRINfAIREENEEEmEEREHTERE !

cluster::*> network interface revert -vserver Cluster -1if nl clusl
cluster::*> network interface revert -vserver Cluster -1if nl clusé
cluster::*> network interface revert -vserver Cluster -1if n2 clusl

cluster::*> network interface revert -vserver Cluster -1if n2 clus4

26



o WS MTERERESME

MR T E R

g

LUFEEFRERN Fn 2B ETENEARES Tups A Tis home. )

cluster::*> network interface show -role Cluster

Vserve

Home

r

Logical
Interface

(network interface show)

Status
Admin/Oper

Current
Node

Current Is
Port

Cluste

true

true

true

true

true

true

true

true

r

nl clusl

nl clus?2

nl clus3

nl clus4

n2 clusl

n2 clus?2

n2 clus3

n2 clus4

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

8 entries were displayed.

Network

Address/Mask
10.10.0.1/24
10.10.0.2/24
10.10.0.3/24
10.10.0.4/24
10.10.0.5/24
10.10.0.6/24
10.10.0.7/24
10.10.0.8/24

nl

nl

nl

nl

n2

n2

n2

n2

ela

e0b

elc

e0d

ela

e0b

elc

e0d

27
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EHThRZASONTAP
B LAERE network interface check cluster-connectivity p< ARBIEEELFHZEUS

B ABEETEEER

network interface check cluster-connectivity start #l network interface check

cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

AR I Y 1EBIT show <2

Al SRR LB RHEER o

clusterl::*> network interface check cluster-connectivity show

Source
LIF

Destination

LIF

Packet

Loss

Node Date
nl
3/5/2022
3/5/2022
n2
3/5/2022
3/5/2022
Fi5 ONTAP hiZs

%E@Fﬁﬁ ONTAP RRZs ~

19:21:
19:21:

19:21:
19:21:

R ATLUER cluster ping-cluster -node <name> H&EHAZFEIH

18 -06:00
20 -06:00
18 -06:00
20 -06:00

cluster ping-cluster -node <name>

nl clus2

nl clus2

n2 clus2
n2 clus2

nl clusl

n2 clus?2

nl clusl
nl clus2

none

none

none

none



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl ela 10.10.0.1
Cluster nl clus2 nl elb 10.10.0.2
Cluster nl clus3 nl elc 10.10.0.3
Cluster nl clus4 nl eld 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 elb 10.10.0.6
Cluster n2 clus3 n2 elc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.

O 0O 0O OO0 0O 00000 O O O O
AR DD W WWwWw NN R R e e
O 0O 0O OO0 0O O 00000 o O O O
W J o U1 ©® ~J & U1 © - o U o ~Jd o O

Larger than PMTU communication succeeds on 16 path(s)
RPC status:

4 paths up, 0 paths down (tcp check)

4 paths up, 0 paths down (udp check)

1. [step7]HEERBLFTIE ENexus 3132Q-VEEATHASE « LUETRHEE o
2. EEnARREFREEBERVAERAE N ¢
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MERRIE B IR R
T 48 & & f5 1B show -role cluster]
48& 1\ Eshow -role cluster.
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cluster::*> network device-discovery show

Local Discovered
Node Port Device Interface Platform
nl /cdp
ela cl Ethernetl/1/1 N3K-C3132Q-V
e0b C2 Ethernetl/1/1 N3K-C3132Q-V
elc C2 Ethernetl/1/2 N3K-C3132Q-V
ed0d C1 Ethernetl/1/2 N3K-C3132Q-V
n2 /cdp
ela cl Ethernetl/1/3 N3K-C31320Q-V
eOb C2 Ethernetl/1/3 N3K-C3132Q-V
elc C2 Ethernetl/1/4 N3K-C3132Q-V
e0d Cc1l Ethernetl/1/4 N3K-C3132Q-V
n3 /cdp
eda Ccl Ethernetl/7 N3K-C31320Q0-V
ede C2 Ethernetl/7 N3K-C31320-V
n4 /cdp
eda Cl Ethernetl/8 N3K-C3132Q-V
ede C2 Ethernetl/8 N3K-C31320-V

12 entries were displayed.

cluster::*> network port show -role cluster

(network port show)

Node: nl

Broadcast Speed (Mbps) Health
Ignore
Port IPspace Domain Link MTU Admin/Open Status
Health Status
ela cluster cluster up 9000 auto/10000 = =
elb cluster cluster up 9000 auto/10000 - -
elc cluster cluster up 9000 auto/10000 - -
eld cluster cluster up 9000 auto/10000 = =

Node: n2



Broadcast Speed (Mbps) Health
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Ignore
Port 1IPspace Domain Link MTU Admin/Open Status
Health Status
ela cluster cluster up 9000 auto/10000 =
e0b cluster cluster up 9000 auto/10000 -
elc cluster cluster up 9000 auto/10000 =
e0d cluster cluster up 9000 auto/10000 -
Node: n3

Broadcast Speed (Mbps) Health
Ignore
Port IPspace Domain Link MTU Admin/Open Status
Health Status
eda cluster cluster up 9000 auto/40000 -
ede cluster cluster up 9000 auto/40000 =
Node: n4

Broadcast Speed (Mbps) Health
Ignore
Port 1IPspace Domain Link MTU Admin/Open Status
Health Status
eda cluster cluster up 9000 auto/40000 =
ede cluster cluster up 9000 auto/40000 =

12 entries were displayed.



cluster::*> network interface show -role Cluster
(network interface show)

Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster

nl clusl up/up 10.10.0.1/24 nl ela
true

nl clus2 up/up 10.10.0.2/24 nl e0b
true

nl clus3 up/up 10.10.0.3/24 nl elc
true

nl clus4 up/up 10.10.0.4/24 nl e0d
true

n2 clusl up/up 10.10.0.5/24 n2 ela
true

n2 clus?2 up/up 10.10.0.6/24 n2 e0b
true

n2 clus3 up/up 10.10.0.7/24 n2 elc
true

n2 clus4 up/up 10.10.0.8/24 n2 e0d
true

n3 clusl up/up 10.10.0.9/24 n3 eda
true

n3 clus2 up/up 10.10.0.10/24 n3 ede
true

n4 clusl up/up 10.10.0.11/24 n4 eda
true

n4 clus?2 up/up 10.10.0.12/24 n4 ede
true

12 entries were displayed.



cluster::> system cluster-switch show

Switch

Cl
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

C2
NX3132V

Serial Number:
Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

CL1

Serial Number:

Is Monitored:
Reason:

Software Version:

Version Source:

CL2
CN1610

Serial Number:

Is Monitored:
Reason:

Software Version:

Version Source:

Type Address Model

cluster-network 10.10.1.103

FOX000001
true

Cisco Nexus Operating System (NX-0S)

7.0(3)I4(1)
CDP

cluster—-network 10.10.1.104

FOX000002

true

Cisco Nexus Operating System (NX-0S)

7.0(3)I4(1)
CDP

cluster-network 10.10.1.101 CN1610
01234567

true

1.2.0.7
ISDP

cluster—-network 10.10.1.102

01234568

true

1.2.0.7
ISDP

4 entries were displayed.

3. YIREHBICN1610 IR B BNTEIF « ARHEBR ¢
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cluster::> system cluster-switch delete -device CL1

cluster::> system cluster-switch delete -device CL2

- AR LR Eclus1Mclus4RES -aut-revert] ~ IFEST !

e

cluster::*> network
—-revert true
cluster::*> network
—-revert true
cluster::*> network
—-revert true
cluster::*> network

—-revert true

- EREEEEENREIARS ¢
MR R E IR

interface

interface

interface

interface

modify -vserver

modify -vserver

modify -vserver

modify -vserver

nodel

nodel

node?2

node?2

-1if

-1if

-1if

-1if

clusl

clus4

clusl

clus4

—auto

—auto

—auto

—auto
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cluster::> system cluster-switch show

Switch Type Address
Model
Cl cluster-network 10.10.1.103
NX3132V
Serial Number: FOX000001
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)

Version Source: CDP
C2 cluster-network 10.10.1.104
NX3132V

Serial Number: FOX000002
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP

2 entries were displayed.

6. MRERIEEBNEI(EZ ~ 55U A AutoSupport IEEFIAERELA !

I A AR ERREAutoSupport RFEEE 1L FAEfi 2L *-type all -most MAn=end
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Cisco Nexus 5596 A Ha2sfgEs

%t Nexus 5596 32558 ZE Nexus 3132Q-V THASE T /ERTZ
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2. EETARREHPERERVMERAE A ¢

MR ERRURHERE (DUNBFREND) o

WA IR A B ILMEE T (F ~ DIEEEZRRIEBERTES -

MR B RRA)
gEmEfl
LTS EZERE
cluster:
Local
Node Port
nl /cdp
ela
e0b
elc
el0d
n2 /cdp
ela
e0b
elc
e0d

RN SENRER

Discovered

Device

CL1
CL2
CL2
CL1

CL1
CL2
CL2
CL1

8 entries were displayed.

3. S EREN T ERRIEEARRE
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ll‘i:

MR IR R

ZMEREEENT

:> network device-discovery show

Interface

Ethernetl/1
Ethernetl/1
Ethernetl/2
Ethernetl/2

Ethernetl/3
Ethernetl/3
Ethernetl/4
Ethernetl/4

Platform

N5K-C5596UP
N5K-C5596UP
N5K-C5596UP
N5K-C5596UP

N5K-C5596UP
N5K-C5596UP
N5K-C5596UP
N5K-C5596UP
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cluster::*> network port show —-role cluster

(network port show)

Node: nl

Ignore

Health

Port
Status

Broadcast Domain Link MTU

Speed (Mbps)

Admin/Oper

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Broadcast Domain

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

8 entries

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

were displayed.

a. BETARMEE TEAE ¢ + MThetwork interface show]

up 9000
up 9000
up 9000
up 9000
Link MTU
up 9000
up 9000
up 9000
up 9000

auto/10000

auto/10000

auto/10000

auto/10000

Health

Status

Health

Status
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cluster::*> network interface show -role cluster

(network interface show)

Current
Vserver
Port

Logical
Is

Interface

Status

Network

Admin/Oper Address/Mask

Cluster

ela

eOb

elc

el0d

ela

eOb

elc

el0d

nl clusl
true

nl clus2
true

nl clus3
true

nl clusé4
true

n2 clusl
true

n2 clus2
true

n2 clus3
true

nZ2 clusé4
true

up/up

up/up

up/up

up/up

up/up

up/up

up/up

8 entries were displayed.

b. FETRRREINBEIAIEAEN - + TRAF

10.

10.

10.

10.

10.

10.

10.

10.

ERXIERRRT

10.

10.

10.

10.

10.

10.

10.

10.

.1/24

.2/24

.3/24

.4/24

.5/24

.6/24

.7/24

.8/24

Current

Node

nl

nl

nl

nl

n2

n2

n2

n2



&

WU T EMRERTREEMPEE IR RHEIRIPAMIL

cluster::*> system cluster-switch show

Switch Type Address
Model

CL1 cluster—-network 10.10.1.101
NX5596

Serial Number: 01234567
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version
7.1 (1)N1(1)
Version Source: CDP
CL2 cluster-network 10.10.1.102
NX5596
Serial Number: 01234568
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version
7.1 (1)N1(1)
Version Source: CDP

2 entries were displayed.

4. EREENES L ~ g2 Elifs clus1flclus2 EHY T-aut-revert) 2884 TR

AEER T EIECY



6.

44

&

cluster::*> network interface modify -vserver

-revert false

cluster::*> network interface modify -vserver

-revert false

cluster::*> network interface modify -vserver

-revert false

cluster::*> network interface modify -vserver

-revert false

nodel

nodel

node?2

node?2

-1if

-1if

-1if

-1if

clusl

clus2

clusl

clus2

—auto

—auto

—auto

—auto

RIBFEGRIRE K « HESDRTAY31382Q-VAXHAss L ELEEERNRCFHIIAEG « WEITHERIEE BE] ~ HIANfEA
ETNEZE ~ FERRAILSE o

HER IS R A R MBI S AR  WIRICHEEARRCFAIRE « SHEE TS

a. gifF"Ciscol AAEEE Az 23 "TENetApp 2 iR iL®EL | o
b. FBEZEMRIETEE RIS PR REES AR A ©

o

TEHEEERABIRCF ©

8 :

d. 7f * 5RPA * HE LAY * 448 * - BRRESH > ARIKER - T8 * EELASTRTHE RCF o
e. THBEZRZAHIBRRIRES

5526 ONTAP 8.x U ERTHR AR S EIRER IR 2 HREIES _ Download HHE » AREERGE

AYRRZS ©
EAESHIEHRES -

i
A=z {//_é

B TERONTAP EMERRICER TE) HE_

BEEE — A B FEHRINexus 55963 123 tERARY L apiEHR ¢

AR T ESE

=]
==]


https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch

&

cluster::*> network
-source-node nl -
destination-node nl
cluster::*> network
-source-node nl -
destination-node nl
cluster::*> network
-source-node n2 -
destination-node n2
cluster::*> network
-source-node n2 -
destination-node n2

7. ERTEEEMNEEIN
TR ERT

interface migrate

-destination-port

interface migrate

-destination-port

interface migrate

-destination-port

interface migrate

-destination-port

W EAFEETRN1FN2 ~ (ELBEEFR AR LHITLIFISE ¢

—-vsServer

ela
-vserver

el0d
-vserver

ela
-vserver

el0d

Cluster

Cluster

Cluster

Cluster

-1if

-1if

-1if

-1if

nl clus2

nl clus3

n2 clus2

n2 clus3

45
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LUT IR ITA) TR ESE) s

cluster::*> network interface show -role cluster

(network interface show)

Current

Node

nl

nl

nl

nl

n2

n2

n2

n2

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Port Home
Cluster

nl clusl up/up 10.10.0.1/24
ela true

nl clus2 up/up 10.10.0.2/24
ela false

nl clus3 up/up 10.10.0.3/24
e0d false

nl clus4 up/up 10.10.0.4/24
eld true

n2 clusl up/up 10.10.0.5/24
ela true

n2 clus2 up/up 10.10.0.6/24
ela false

n2 clus3 up/up 10.10.0.7/24
eld false

n2 clus4 up/up 10.10.0.8/24
eld true

8 entries were displayed.

RPA B RS IR T MBS CL2RVER S B ISR ¢

AR IE IR DY
Ll
TH e < ERARN1 N2 LRVSEEIFIR ~ (B ARARIFRA BiFL L RVERE !
cluster::*> network port modify -node nl -port eOb
cluster::*> network port modify -node nl -port eOc
cluster::*> network port modify -node n2 -port eOb
cluster::*> network port modify -node n2 -port eOc

—up-admin
—-up-admin
—-up-admin

—up-admin

false
false
false
false



A
A
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EHThRZASONTAP
B LAERE network interface check cluster-connectivity p< ARBIEEELFHZEUS

B ABEETEEER

network interface check cluster-connectivity start #l network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

AR I Y 1EBIT show <2

clusterl::*> network interface check cluster-connectivity show

Al SRR LB RHEER o

Source

LIF

Destination

LIF

Packet
Node Date
Loss
nl
3/5/2022 19:21:
3/5/2022 19:21:
n2
3/5/2022 19:21:
3/5/2022 19:21:
Fi5 ONTAP hiZs
HHFTAE ONTAP Hizs « &

18 -06:00
20 -06:00
18 -06:00
20 -06:00

cluster ping-cluster -node <name>

nl clus2
nl clus2

n2 clus2
n2 clus2

n2 clusl
n2 clus2

nl clusl
nl clus2

none

none

none

none

E B LUIFEMA cluster ping-cluster -node <name> MEEARFEIHY



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl efa 10.10.0.1
Cluster nl clus2 nl eO0b 10.10.0.2
Cluster nl clus3 nl e0c 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 eOc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10.0.4 to Remote 10.10.0.8

Larger than PMTU communication succeeds on 16 path(s)

RPC status:

4 paths up, 0 paths down (tcp check)

clic el leleNeNeleNeleNe el
DR D W WW W NNNR R R R
O O 0O 0O O O O O OO0 O O o O O
Jd oy U1 0 - o U1 © ~J o U1l @ ~J o O

4 paths up, 0 paths down (udp check)

1. BARAYEA ™ Nexus 5596 323228 CL1 LAY ISL EIFHIE 41 5 48 :



&

T & FIBERUN IR REINexus 559635 #283CL1 EAYISLEREIR415E48 ©

(CL1)# configure

(CL1) (Config) # interface el1/41-48
(CL1) (config-if-range)# shutdown
(CL1) (config-if-range) # exit
(CL1) (Config) # exit

(CL1) #

MR EREEMNexus 501055020 ~ :54ISLISEE =M EIZIRIERE o
2. FCL1FMIC2Z R EEBFISL o

e

M EEAIEERCLAMC2Z A IETEREREAISL !

C2# configure

C2 (config)# interface port-channel 2
C2
C2
C2
C2
C2
C2
C2
C2
C2
C2

config-if)# switchport mode trunk

config-if)# spanning-tree port type network

config-if)# mtu 9216

config-if)# interface breakout module 1 port 24 map 10g-4x
config)# interface el/24/1-4

config-if-range) # switchport mode trunk

config-if-range) # mtu 9216

config-if-range) # channel-group 2 mode active
config-if-range) # exit

~ o~ o~ o~ o~ o~ o~~~ —~

config-if)# exit

B TRIE ?
"R EIFIR" o

REEZIR > DUEE 5596 5XIRSRZHEE 3132Q-V 3383

%% FEIRB TSR TSR » LUEN Nexus 5596 RHAZRFEEE Y Nexus 3132Q-V 33

1. 7EPRAEHEIRE L BRERENexus 55963383 CL2HIPRA B4R o

50



R BMVELR - 1SN A B _ ER R E IS E IS IE EHEIE E Nexus 3132Q-VATHAZZC2 o
2. fNexus 559633H223CL2IK FRR A 4&E4R ©

1538 ER/ICisco QSFPEZZESFP+HE4E4R « i&#Cisco 3132Q-VATIASIC2_ L AYEIEIB /2415 FIR
ENexus 5596 ~ CL1_-HyEEIR45F48 o

3. R\ HEeth1/45-487E H#1T4HREHFEA lchannel group 1 mode activel CGBEEHE1IEREAT)
4. 1£7EHNexus 5596 X 125CL1 L RIBNISLIEIZIE45548 ©

e

T AR ER BBV ISLIERIR45FE48 !

(CL1)# configure

(CL1) (Config) # interface el/45-48
(CL1) (config-if-range) # no shutdown
(CL1) (config-if-range) # exit

(CL1) (Config) # exit

(CL1) #

5. E&z%Nexus 5596 #125CL1 EMISLEE A Tup (EE) )

How port-channel Summary |

[e}
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&

Hi%iBeth1/45F eth1/48FERE (P) ~ RNERBBEEPMISLERSES Tupy (EE)

Example
CL1# show port-channel summary
Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/41 (D) Ethl/42 (D)
Ethl1/43 (D)
Ethl/44 (D) Ethl1/45 (P)
Ethl/46 (P)
Ethl1/47 (P) Ethl/48 (P)

ER:83132Q-VATH83C2 EMISLEES Tup (EE) )

How port-channel Summary |



&

HiEReth1/24/1 ~ eth1/24/2 ~ eth1/24/3Feth1/24/AFERET (P) ~ RniEiZiR@mERHISLEIER
% Tups (IE®)

C2# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (D) Ethl/32 (D)
2 Po2 (SU) Eth LACP Ethl/24/1 (P) Ethl/24/2 (P)

Ethl/24/3 (P)
Ethl/24/4 (P)

7. EFRAEERL L~ FRUEREE3132Q-VRIASRC2MN A R E BIEERE ¢
HERREIRIRIEDK

e

LT 5B mENREn 1 In2_ E ZRAEN RIS E IR ¢

cluster::*> network port modify -node nl -port eOb -up-admin true
cluster::*> network port modify -node nl -port elOc -up-admin true
cluster::*> network port modify -node n2 -port eOb -up-admin true
cluster::*> network port modify -node n2 -port eOc -up-admin true

8. EFIAEHIRL L « BRERTIC2H BB ERE T Efs :
AEER 7T EEE



&

T EHBERBENEEILHR « IEEREMAN1Mn2 LR IERE !

cluster:
cluster:
cluster:
cluster:

x>
3>
DF>
x>

network
network
network

network

interface
interface
interface

interface

revert
revert
revert

revert

. BEMMAREREERERAEHEERASETERE

54

MERE T E R

-vserver Cluster -1if
-vserver Cluster -1if
-vserver Cluster -1if

-vserver Cluster -1if

nl clus2
nl clus3
n2 clus?2
n2 clus3



&

LR EBHIEET « clus2 ERIifs IR REH FERR « WEATRINR lis Home) #HRHY MPorty HEAIAKRE
7 Ttruey ~ BIERIZHERIfs - 1R TREXRF ER MRy ~ BILIFERER o

cluster::*> network interface show -role cluster

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
elb true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
eld true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

8 entries were displayed.

10. BpE R R EE RS R ¢

MERRE IR R
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&

LT EMERRTA TMERERIREN SolNER  REMANEERELNE ER)

cluster::*> network port show -role cluster
(network port show)
nl

Node:

Ignore

Health
Port
Status

Broadcast Domain Link MTU

Speed (Mbps)

Admin/Oper

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Broadcast Domain

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

were displayed.

up 9000
up 9000
up 9000
up 9000
Link MTU
up 9000
up 9000
up 9000
up 9000

auto/10000

auto/10000

auto/10000

auto/10000

Health

Status

Health

Status



FHhRA<ONTAP

B LAERE network interface check cluster-connectivity p< ARBIEEELFHZEUS
& REEETFEEERN

network interface check cluster-connectivity start #l network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

*OER D BT show R ZAT ~ SREREM LI RSFEER

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss
nl
3/5/2022 19:21:18 -06:00 nl clus2 n2 clusl none
3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2 none
n2
3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none
3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none
Fi5 ONTAP hiZs

HH A ONTAP HrZs ~ I ATLUER cluster ping-cluster -node <name> ISEEBAIFFEINGS

cluster ping-cluster -node <name>

57



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl efa 10.10.0.1
Cluster nl clus2 nl eO0b 10.10.0.2
Cluster nl clus3 nl e0c 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 eOc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10.0.4 to Remote 10.10.0.8

Larger than PMTU communication succeeds on 16 path(s)

RPC status:

4 paths up, 0 paths down (tcp check)

clic el leleNeNeleNeleNe el
DR D W WW W NNNR R R R
O O 0O 0O O O O O OO0 O O o O O
Jd oy U1 0 - o U1 © ~J o U1l @ ~J o O

4 paths up, 0 paths down (udp check)

1. ERERHSENR L - BERE—(EZEA Nexus 5596 8z CL1 HRIRINE :
RN ERE

58



2. BRI

&

cluster::*> network
-source-node nl -
destination-node nl
cluster::*> network
-source-node nl -
destination-node nl
cluster::*> network
-source-node n2 -
destination-node n2
cluster::*> network
-source-node n2 -

destination—-node n2

=mm

TR ERT

MU EEAIBEREIREN18In2 L IETE R ERVEHHESILIF !

interface migrate

-destination-port

interface migrate

-destination-port

interface migrate

-destination-port

interface migrate

-destination-port

—-vsServer

e0b

—-vsServer

elc

—vserver

e0b

—vserver

elc

Cluster

Cluster

Cluster

Cluster

-1if

-1if

-1if

-1if

nl clusl

nl clusé4

n2 clusl

nZ2 clusé4
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THSEARETFAIENEE L ERBERETIMBRC2 LRFNBEELEETR

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
elb false

nl clus2 up/up 10.10.0.2/24 nl
e0b true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
elc false

n2 clusl up/up 10.10.0.5/24 n2
eOb false

n2 clus2 up/up 10.10.0.6/24 n2
e0b true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
elc false

8 entries were displayed.

3. FEFRBEIRE L - RARHERECLARVEIRLERR
AEEREIZIRIEDL
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LT 5B EnREn 1 n2_ E ZRARARVIE E &R

cluster::*> network port modify -node nl -port
cluster::*> network port modify -node nl -port
cluster::*> network port modify -node n2 -port
cluster::*> network port modify -node n2 -port

4. RARAEAHAY3132Q-VAZHESC2 L AYISLIEIEIE24 ~ 317132 :
T REA4 |
g

5 & F2E RN RIBEEAISL 24 ~ 317032 :

C2# configure

C2 (Config) # interface el/24/1-4
C2
C2
C2
C2
C2
C2
C2#

config-if-range) # shutdown
config-if-range) # exit
config)# interface 1/31-32
config-if-range) # shutdown
config-if-range) # exit

~ o~ o~ o~ o~ o~

config-if)# exit

S. TEFAENRS b ~ BEREIEE Nexus 55963128 CL1IIFR B ABLR ©

ela -up-admin
e0d -up-admin
ela -up-admin
e0d -up-admin

ERSIEBIEAR « FrA B LBy hEf B IR EAEE ENexus 3132Q-VALHERC1 ©

6. #Nexus 3132Q-V C2EIZIBE1/24 FQSFPHENEIZAR o

false
false
false
false

T@ﬁﬁi‘i?ﬁﬁ’]ClscoQSFPy‘nﬁﬁﬁ“ﬁEﬁ EIFAEAR ~ 19 C1_ERE1/31FE1/32EIHIREZ T C2 ERIE1/31HIE1/32

BIRIR o
7. BIREREIR24 FAVAERS ~ WABFRC2 LR FRERIREE2

61



C2# configure

C2 (config) # no interface breakout module 1 port 24 map 10g-4x
config)# no interface port-channel 2
config-if)# int el/24
config-if)# description 40GbE Node Port

# spanning-tree port type edge

config-if)# spanning-tree bpduguard enable

config-if)# mtu 9216

config-if-range) # exit

C2 (
C2 (
C2 ( )
C2 (config-if)
C2 ( )
C2 ( )
C2 (

C2 (config) # exit

C2# copy running-config startup-config
(H#HFHAHAHFEHEHF R AR AR HHH A A F AR E R AR HH] 1005
Copy Complete.

8. EC2_EERENISLIEZIE31F132 ~ fEFAHAY31382Q-VAZiass © [REAH,

fama

LU EE5IzRBAYN{AI7E31382-V3s #2288 C2 E EyEnISL 317032 :

C2# configure

C2 (config) # interface ethernet 1/31-32

C2 (config-if-range)# no shutdown

C2 (config-if-range) # exit

C2 (config)# exit

C2# copy running-config startup-config

[#H4## 44 HF S H S 4] 1009
Copy Complete.

B TRIE ?
"SERTEEE" o

SERE Nexus 5596 33323158 F Nexus 3132Q-V 3THRIMIEE
SERL R BRLISERL Nexus 5596 Zi2st58EE Nexus 3132Q-V RXHAZFHITEZE o

1. ERsBISLEAR R B IER up 1£3132Q-VAZHagsc2 k.

lHow port-channel Summary |
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EiziReth1/31 eth1/32fEFER [ (P) 1 ~ RNERBBETHIMEISUEREITS Tupy (EH)

Cl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

2. EFAAENRE L « BARUEIREM3138Q VRIASRCINMARE EIEERE |
HERREIRIRIEDL

g

DR 85I #8mTE31382Q- VAT AR C1 L An 1 In2Fr 2L P B SR e BB IEEE ¢

cluster::*> network port modify -node nl -port ela -up-admin true
cluster::*> network port modify -node nl -port e0d -up-admin true
cluster::*> network port modify -node n2 -port ela -up-admin true
cluster::*> network port modify -node n2 -port e0d -up-admin true

3. B EEE IR AS |

MERRE IR R



4. EFREER L - REENEEISERBETERER

64

&

cluster::*> network port show -role cluster

(network port show)

Node: nl

Ignore

Health

Port
Status

Broadcast Domain Link MTU

THIEEHI R EREEFTA31382Q- VA esC1 EFA AR LR R EEEEIRIGZA Tup (IE

Speed (Mbps)

Admin/Oper

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Broadcast Domain

up 9000
up 9000
up 9000
up 9000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

8 entries

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

were displayed.

Link MTU
up 9000
up 9000
up 9000
up 9000

auto/10000

auto/10000

auto/10000

auto/10000

®) )

Health

Status

Health

Status
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s

M EfERERREMREN N2 EE T EHRNS EREfs

cluster:
cluster:
cluster:
cluster:

:*> network
:*> network
:*> network
:*> network

S BENEHESAINE !

MERE T E R

interface
interface
interface

interface

revert
revert
revert

revert

—VsServer

—vserver

—vserver

—vVserver

Cluster
Cluster
Cluster
Cluster

-1if
-1if
-1if
-1if

nl clusl
nl clus4
n2 clusl
n2 clusé4
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LUFEEFBERn 1 FIn 2B E T ENEARES Tups A Tis home. )

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
elb true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
e0d true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
eld true

8 entries were displayed.



FHhRA<ONTAP

B LAERE network interface check cluster-connectivity p< ARBIEEELFHZEUS
& REEETFEEERN

network interface check cluster-connectivity start #l network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

*OER D BT show R ZAT ~ SREREM LI RSFEER

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss
nl
3/5/2022 19:21:18 -06:00 nl clus2 n2 clusl none
3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2 none
n2
3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none
3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none
Fi5 ONTAP hiZs

HH A ONTAP HrZs ~ I ATLUER cluster ping-cluster -node <name> ISEEBAIFFEINGS

cluster ping-cluster -node <name>
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cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl efa 10.10.0.1
Cluster nl clus2 nl eO0b 10.10.0.2
Cluster nl clus3 nl e0c 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 eOc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10.0.4 to Remote 10.10.0.8

Larger than PMTU communication succeeds on 16 path(s)

RPC status:

4 paths up, 0 paths down (tcp check)

clic el leleNeNeleNeleNe el
DR D W WW W NNNR R R R
O O 0O 0O O O O O OO0 O O o O O
Jd oy U1 0 - o U1 © ~J o U1l @ ~J o O

4 paths up, 0 paths down (udp check)

1. [step7|HEERELETIE = Nexus 3132Q-VEERTIE « LUBRHEE o
2. BEARRETREEERIARRAEA ¢
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MERRIE B IR R
T 48 & & f5 1B show -role cluster]
48& 1\ Eshow -role cluster.

MR RSN
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cluster::> network device-discovery show

Local Discovered

Node Port Device Interface Platform
nl /cdp

ela C1l Ethernetl/1/1 N3K-
C31320-V

e0b c2 Ethernetl/1/1 N3K-
C31320-V

elc C2 Ethernetl/1/2 N3K-
C3132Q-V

e0d C1 Ethernetl/1/2 N3K-
C31320-V
n2 /cdp

ela C1 Ethernetl1/1/3 N3K-
C31320-V

e0b c2 Ethernetl/1/3 N3K-
C3132Q-V

elc C2 Ethernetl/1/4 N3K-
C3132Q-V

e0d C1 Ethernetl/1/4 N3K-
C31320-V
n3 /cdp

eda Cc1 Ethernetl/7 N3K-
C31320-V

ede C2 Ethernetl/7 N3K-
C3132Q-V
n4 /cdp

eda Cc1l Ethernetl/8 N3K-
C3132Q-V

ede C2 Ethernetl/8 N3K-
C3132Q0-V

12 entries were displayed.

cluster::*> network port show -role cluster
(network port show)
Node: nl

Ignore



Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000 -
;Ob Cluster Cluster up 9000 auto/10000 -
;Oc Cluster Cluster up 9000 auto/10000 -
;Od Cluster Cluster up 9000 auto/10000 -
Node: n2
Ignore

Speed (Mbps)

Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000 -
;Ob Cluster Cluster up 9000 auto/10000 -
;Oc Cluster Cluster up 9000 auto/10000 -
;Od Cluster Cluster up 9000 auto/10000 -
Node: n3
Ignore

Speed (Mbps)

Port IPspace Broadcast Domain Link MTU Admin/Oper

eda Cluster Cluster up 9000 auto/40000 -

ede Cluster Cluster up 9000 auto/40000 -
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Node: n4

Ignore

Health
Port
Status

Health
IPspace
Status

Cluster

Cluster

Broadcast Domain Link MTU

Cluster

Cluster

12 entries were displayed.

Speed (Mbps)

Admin/Oper

auto/40000

auto/40000



cluster::*> network interface show -role cluster

(network interface show)

Current
Vserver
Port

Logical
Is

Interface

Status

Network

Admin/Oper Address/Mask

Cluster

ela

e0b

elc

e0d

ela

e0b

elc

e0d

eda

ede

eda

ede

nl clusl
true

nl clus2
true

nl clus3
true

nl clus4
true

nZ2 clusl
true

n2 clus2
true

n2 clus3
true

n2 clus4
true

n3 clusl
true

n3 clus2
true

nd4 clusl
true

n4 clus2
true

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

12 entries were displayed.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

.1/24

.2/24

.3/24

.4/24

.5/24

.6/24

.7/24

.8/24

.9/24

.10/24

.11/24

.12/24

Current

Node

nl

nl

nl

nl

n2

n2

n2

n2

n3

n3

n4

n4
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cluster::*> system cluster-switch show

Switch
Model

Cl
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

C2
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

CL1
NX5596

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

CL2
NX5596

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

Type Address

cluster—-network 10.10.1.103

FOX000001

true

Cisco Nexus Operating System (NX-0S)

7.0(3)I4(1)
CDP

cluster—-network 10.10.1.104

FOX000002

true

Cisco Nexus Operating System (NX-0S)

7.0(3)I4(1)
CDP

cluster—-network 10.10.1.101

01234567

true

Cisco Nexus Operating System (NX-0S)

7.1(1)NI(1)
CDP

cluster—-network 10.10.1.102

01234568

true

Cisco Nexus Operating System (NX-0S)

7.1(1)NI(1)
CDP

4 entries were displayed.



3. MNREHHINexus 5596k BENTER « sAAFEIER ¢

MR R IR MER

g

T3 EEHEERUNEIFERNexus 5596 :

cluster::> system cluster-switch delete

-device CL1

cluster::> system cluster-switch delete -device CL2

4. BE&Eclus1Mclus2sR E AT SEERL B ENER AT o

e

cluster::*> network
—-revert true
cluster::*> network
—-revert true
cluster::*> network
—-revert true
cluster::*> network

—-revert true

o. N EEEEENREIRGS
MR R E IR

interface

interface

interface

interface

modify -vserver

modify -vserver

modify -vserver

modify -vserver

nodel

nodel

node?2

node?2

-1if

-1if

-1if

-1if

clusl -auto

clus2 -auto

clusl -auto

clus?2 -auto
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cluster::> system cluster-switch show

Switch Type Address
Model

Cl cluster—-network 10.10.1.103
NX3132V

Serial Number: FOX000001
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP

C2 cluster-network 10.10.1.104
NX3132V
Serial Number: FOX000002
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP

2 entries were displayed.

6. WNREEEIFBENEIEZE ~ 55U A AutoSupport T5IH SR ERTERA LETHAE !

I AR ENEAAutoSupport ASEEE ML FE & EE*-type all -most MAn=end ]

ETERIE ?
"RIE RS BRI ERIE" 0

CEX RS EREELHMRIERE

REIMBEEREEENMMAEETEMIE

BEETIIERIES R » REMIEXRIES=EREEE T Cisco Nexus 3132Q-V =&
R A HAZS RV B BN AHAE & ©
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@ KIZFHEH) R ME R - SEEENERM{E 40 GbE FHET FEERZIE * E4A* 1 * ede*
o "Hardware Universe"{gtF & B EEEHEMNEEAER o

FIEFRETYIEG

* n1_clus1 BF—EEZTIEE n1 FUEERIAES C1 WEREEENE (LIF) °

* ni_clus2 BE—EEZEREIMNEE C2 WFEE LIF > ARER n1 o

* n2_clus1 25— EEZZEEE n2 AUEEIRES C1 WEELIF o

* n2_clus2 BEBEHEERAS C2 WEZEFEE LIF » BREI n2 o

. 11? $(E3"bE 0 40 GbE FEIHEMHBET D E XTI (RCF) RER » A Cisco®@i AU IR 2 EHBIER

@ 2 EEFREHAONTAP 21854 M Cisco Nexus 3000 5ATHASRMIA S ; ONTAP [RIERE
FREA s BRISFEASIEES ©

c BE AT EIEMERE « UEESRISSNENEEERTHEE -

c B—EREEBBEEEECT o

c B EREEBEEREC2o

T FRSHAMEKIRSREERE -
ETRIE ?
"EEERRE" o

EREEINGEEBEETRIAEE
AR TP RERRIMERE  UEBEEEMBTIHAEE -

1. ¥R AutoSupport tLEEERIA T M%&) That - 550U AutoSupport TS REE I BEHER I 24

Y4

IR 4 EARLAutoSupport R5EEE DU FAEEL*-type all -slEMAn=xh]

_X_EMEERERAVRHER R (LU R EfD) o

@ BB M ZIE A S HITIEE T « WETEHERBINS B EhELER
fl o AutoSupport

2. S EREN T ERRIEEARRE
a. BTERERIREM -

AR EIRIR R
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cluster::*> network port show -role cluster

(network port show)
Node: nl

Ignore

Health Health

eda Cluster
ede Cluster
Node: n2

Ignore

Health Health
Port IPspace
Status Status

ede Cluster

Broadcast Domain Link MTU

Cluster

Cluster

Broadcast Domain Link MTU

Cluster

Cluster

4 entries were displayed.

b. EETRARIEE TENEHR
MER T ERETR

Speed (Mbps)

Admin/Oper

auto/40000

auto/40000

Speed (Mbps)

Admin/Oper

auto/40000

auto/40000



&

3. IRIREHITER ~ FEDHTAI31382Q-VAcHags L EXELE

cluster::*> network interface show -role cluster

(network interface show)

Status

Network

Admin/Oper Address/Mask

Current

Node

Logical
Current Is
Vserver Interface
Port Home
Cluster

nl clusl
eda true

nl clus2
ede true

n2 clusl
eda true

n2 clus2
ede true

4 entries were displayed.

EFNEHS ~ ERRALSE -

IHERFE

SA BB RIS o NRIE

up/up 10.10.0.1/24
up/up 10.10.0.2/24
up/up 10.10.0.3/24
up/up 10.10.0.4/24
#EHIRCVAIBRIR ~ I3
TEEFHLRRCFFPRERERS

a. FifE"Ciscol, KAEEE A 23 "TENetAppZIRILRL | o

b. FETEZBERRMEHEE T AR FIFT R A EBB IR A o

C. THIEERAHRCF °

d. 72 * =REA *

. THEEhRAHIRGERES

4. 1 * 5RFA * B _EEEER * AR ¢ - ERER

BTRE ?
EXKE ?ﬁtiﬁ °

ﬁiﬁﬁ

BRTRYP R

TR

2B > UBEEEXRBREBEETRIEE
IR LERE

BB EE - BRIRES

4> RBIKE *

EGHY > PARIKER ¢

nl

nl

n2

n2

ETUENIEGBE] ~ fIEER

Al BHITTIYIDER

MAEXRREEREES

T * BEE LAIETR TE RCF ©

TE - BEEERHETR T RCF ©

BRI URE -

1. #ENexus 3132Q-VZ#12RC1MIC2 £ ~ ZAFAEREEAERECIFIC2 « BEFREZFHISLERE -
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&

T5EHEETEFARCFZIEMIAEAE ~ ENexus 3132Q-VEEXARCIFC2_ H{EAEER1530
NX3132 RCF vl1.1l 24pl0g 26p40g.txt :

Cl# copy running-config startup-config

O 0 i i i N 0N O

Copy complete.

Cl# configure

Cl(config)# int el/1/1-4,el/2/1-4,el/3/1-4,el1/4/1-4,e1/5/1-4,el/6/1-
4,e1/7-30

Cl (config-if-range)# shutdown

Cl (config-if-range)# exit

Cl (config) # exit

C2# copy running-config startup-config
[HAFHHHHSHHHAHHH A H A H AR H RS HREHAHH] 1003

Copy complete.

C2# configure

C2 (config)# int el/1/1-4,el/2/1-4,e1/3/1-4,el/4/1-4,el1/5/1-4,el1/6/1-
4,el/7-30

C2 (config-if-range)# shutdown

C2 (config-if-range) # exit

C2 (config)# exit

2. (ERAZIBMNEL « KC1 LREIEIR1/31F011/32E B E C2_ L AIMERIEIEIE -
3. FESRISLIEIZIBTECIFIC2 LIEEEME ©

How port-channel Summary |
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Cl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

C2# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
S — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

4. BMRIER FAVDARKERE ¢

How cup neighbor ]



&

Cl# show cdp neighbors
Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge

S - Switch, H - Host, I - IGMP, r - Repeater,

V - VoIP-Phone, D - Remotely-Managed-Device,

s — Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
C2 Ethl/31 174 R ST s N3K-C3132Q-V
Ethl/31
C2 Ethl/32 174 R ST s N3K-C31320Q-V
Ethl/32

Total entries displayed: 2

C2# show cdp neighbors
Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge

S - Switch, H - Host, I - IGMP, r - Repeater,

- VoIP-Phone, D - Remotely-Managed-Device,

s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
Cl Ethl/31 178 R ST s N3K-C31320Q-V
Ethl/31
Cl Ethl/32 178 R S I s N3K-C31320Q-V
Ethl/32

Total entries displayed: 2

o. BB EEREERIRERAED
MER R ERRS
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iy

oGRS MR IR AR R SRS o

cluster::*> network device-discovery show
Local Discovered

Node Port Device Interface
nl /cdp

eda n2 eda

ede n2 ede
n2 /cdp

eda nl eda

ede nl ede

- Rrclus 1T ERREER S clus2 B ISEIRIR

AR T ESE

WEEREERANITICR S ©

T

- BRsE

Platform

FAS9000
FAS9000

FAS9000
FAS9000

cluster::*> network interface migrate -vserver Cluster -1if nl clusl

-source-node nl

-destination-node nl -destination-port ede

cluster::*> network interface migrate -vserver Cluster -1if n2 clusl

-source-node n2

-destination-node n2 -destination-port ede

=ENEBE

MERE A E R
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cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ede false

nl clus2 up/up 10.10.0.2/24 nl
ede true

n2 clusl up/up 10.10.0.3/24 n2
ede false

n2 clus2 up/up 10.10.0.4/24 n2
ede true

4 entries were displayed.

8. RAPAMIEENRL_ RIS EERclust LIF :
HERREIRIRIEDL

cluster::*> network port modify -node nl -port ed4a -up-admin false
cluster::*> network port modify -node n2 -port ed4a -up-admin false
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FHhRA<ONTAP

B LAERE network interface check cluster-connectivity p< ARBIEEELFHZEUS
& REEETFEEERN

network interface check cluster-connectivity start #l network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

*OER D BT show R ZAT ~ SREREM LI RSFEER

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss
nl
3/5/2022 19:21:18 -06:00 nl clus2 n2 clusl none
3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2 none
n2
3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none
3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none
Fi5 ONTAP hiZs

HH A ONTAP HrZs ~ I ATLUER cluster ping-cluster -node <name> ISEEBAIFFEINGS

cluster ping-cluster -node <name>
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cluster::*> cluster ping-cluster -node nl
Host is nl
Getting addresses from network interface table...

Cluster nl clusl nl eda 10.10.0.1
Cluster nl clus2 nl ede 10.10.0.2
Cluster n2 clusl n2 ed4a 10.10.0.3
Cluster n2 clus2 n2 ede 10.10.0.4

Local = 10.10.0.1 10.10.0.2
Remote = 10.10.0.3 10.10.0.4
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)
Detected 1500 byte MTU on 32 path(s):
Local 10.10.0.1 to Remote 10.10.0.3
Local 10.10.0.1 to Remote 10.10.0.4
Local 10.10.0.2 to Remote 10.10.0.3
Local 10.10.0.2 to Remote 10.10.0.4
Larger than PMTU communication succeeds on 4 path(s)
RPC status:
1 paths up, 0 paths down (tcp check)

N e

1 paths up, 0 paths down (ucp check)

1. {RERES n1 ERY E4A T B4R

BRI BEZHITHRIAEEE « LEANexus 3132Q-V_ETIBHVELR ~ 1E3THASRCY (AEEHIhAERR1/7)
BYRI40 GbEFEIFIBEZEn1 _ERIE4A

@ i%’rfﬂﬂ%%ﬁ%%ﬁ?@%ﬁ%ﬁﬁ@Cisco%ﬁ.’%?‘&?ﬁ%&ﬁ% » PRE AR BV 4B 4R & JA R Ciscosz IR AU A s 48

2. {eEnREn2 ERIEAAIR AR ©
TEIUSEHITHRIAERS ~ LEAZENER « MEAAZEIZECIERIR1/8_ LI T —ERI 40 GbEZEIRIE o
3. BFC1 LAYFRE E M ERFREAVERHE o
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T5EHEET{EFARCFZIEAIAEAE ~ ENexus 3132Q-VEEHASRCAFC2_ B AEER 1530
NX3132 RCF vl1.1l 24pl0g 26p40g.txt :

Cl# configure

Cl(config)# int el/1/1-4,el/2/1-4,e1/3/1-4,el/4/1-4,e1/5/1-4,e1/6/1-
4,el1/7-30

Cl (config-if-range)# no shutdown

Cl (config-if-range) # exit

Cl (config) # exit

4. EEEME ERAE —(EEEEREE4A
AR EIRIRIEDL

g

cluster::*> network port modify -node nl -port eda -up-admin true
cluster::*> network port modify -node n2 -port ed4da -up-admin true

o. EnsEmEERE LMVRERTIIERD

AR IR
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cluster::*> network port show -role cluster
(network port show)

Node: nl
Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
eda Cluster Cluster up 9000 auto/40000 -
ede Cluster Cluster up 9000 auto/40000 -
Node: n2
Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
eda Cluster Cluster up 9000 auto/40000 -
ede Cluster Cluster up 9000 auto/40000 -

4 entries were displayed.

6. $HHHEENR - BERFMABENEEREESEH TR !

Mk T EE
RETEEH
M EfIRERBENLIFERREH FERE o

cluster::*> network interface revert -vserver Cluster -1if nl clusl

cluster::*> network interface revert -vserver Cluster -1if n2 clusl
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7. ESIFA N RE L RERRREHEERE

MR T E R

Hit TERERR) HRFRYIEIFRE BRI

RNEIFIRHARER o

mETREf

HEFE IR

lis Homel ME{iFfERETR Ttruel

cluster::*> network interface show -role cluster

(network interface show)

Status

Network

Admin/Oper Address/Mask

o NREETRIER TR

Current

Node

Logical
Current Is
Vserver Interface
Port Home
Cluster

nl clusl
eda true

nl clus2
ede true

nZ2 clusl
eda true

n2 clus2
ede true

up/up

up/up

up/up

up/up

4 entries were displayed.

8. FEESEENEL FVEBEERRER

MEREERRS

N
R

1=
=1

7

10.10.0.1/24

10.10.0.2/24

10.10.0.3/24

10.10.0.4/24

nl

nl

n2

n2

AN
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cluster::*> network device-discovery show

Local Discovered

Node Port Device
nl /cdp

eda Cl

ede n2
n2 /cdp

eda Cl

ede nl

O. EHEMMNEEE L ~ Bclus2BEEEBEAA !
AT ESE

T

Interface

Ethernetl/7
ede

Ethernetl/8
ede

Platform

N3K-C3132Q-V
FAS9000

N3K-C3132Q-V
FAS9000

cluster::*> network interface migrate -vserver Cluster -1if nl clus?2

-source-node nl

-destination-node nl -destination-port eda

cluster::*> network interface migrate -vserver Cluster -1if n2 clus?2

-source-node n2

-destination-node n2 -destination-port eda

10. RARAMIESNEE ERYEEEEEFIBclus2 LIF :
HERREIBIRIEN
T E5IEE M EENEs - ERARMTE EEIEIE

cluster::*> network port modify -node nl -port ed4e -up-admin false

cluster::*> network port modify -node n2 -port ede -up-admin false

M. ERsBEELIFIREE ¢

MERE T E R
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13.

14.

&

cluster::*> network interface show -role cluster

(network interface show)

Logical Status
Current Is
Vserver Interface
Port Home
Cluster

nl clusl up/up
eda true

nl clus2 up/up
eda false

n2 clusl up/up
eda true

n2 clus2 up/up
eda false

4 entries were displayed.

WEENEEN1 EMedetl T4B4S o

Network

Admin/Oper Address/Mask

10.10.0.1/24

10.10.0.2/24

10.10.0.3/24

10.10.0.4/24

Current

Node

nl

nl

n2

n2

"T‘EJL,(Q%‘-‘%'_EPE’J & ~ W{FANexus 3132Q-V_EZIEHVELR ~ 1E3THASSC2 EAIAT40 GhEERHIE (A&
Bl AEIEIE1/7) EiZEEn1 EHede

REENEEN2_EMededl THE4R ©

TAIASZRITRIAER « LERAIERER  iedeEIZE

HEC2 LR ARFA E R ERERVEIRIR o

RETEEH

T7 g G EARCF &4
NX3132 RCF v1.1 24pl0g 26p40g.txt :

C2# configure

C2 (config)# int el/1/1-4,el/2/1-4,el1/3/1-4,el1/4/1-4,e1/5/1-4,el1/6/1-

4,el1/7-30

C2 (config-if-range)# no shutdown

f& ~ 7ENexus 3132Q- VEREEZ B C1A1C2 L RY AR 1530

C2 (config-if-range) # exit

C2 (config) # exit

H1%181/8 LRI T —{Ev] FH40 GbEEIZIR o
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15. TS AR RS —(EHREEiZiRede
RSB IZIRIEDL
THIEARERIEERBRIEEEIZIR

cluster::*> network port modify -node nl -port ede -up-admin true
cluster::*> network port modify -node n2 -port ede -up-admin true

16. $t¥HEEMR - ERFIABEHNEEEE LS ~ ITFm -
AEER 7T EEE
e FIREREENLIFIERREE T EHE o

cluster::*> network interface revert -vserver Cluster -1if nl clus2
cluster::*> network interface revert -vserver Cluster -1if n2 clus2

7. R ANSRELEEHERENEEREHTEIRE
EEE =

it TERIERE) WHRRYNFREERE « Tis Home) MR Mrues o MREETHES MR -~
RNEIZIREARER o
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cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
eda true

nl clus2 up/up 10.10.0.2/24 nl
ede true

n2 clusl up/up 10.10.0.3/24 n2
eda true

n2 clus2 up/up 10.10.0.4/24 n2
ede true

4 entries were displayed.

18. EpEFT AR EE EERIB R RN Tups RRE -

48 & & B show -role cluster]



&

cluster::*> network port show -role cluster
(network port show)

Node: nl
Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
eda Cluster Cluster up 9000 auto/40000 -
ede Cluster Cluster up 9000 auto/40000 -
Node: n2
Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
eda Cluster Cluster up 9000 auto/40000 -
ede Cluster Cluster up 9000 auto/40000 -

4 entries were displayed.

ETRERIE ?
"SERISER"

SR E R E SR R EREE A IR R R EE
IR T BRI B ASREEREE MR R RS

pg
1. BT EEER S EREERRFERN R E ISR ERIRRT

MER R ERRS
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cluster::*> network device-discovery show

Local Discovered

Node Port Device
nl /cdp

eda Cl

ede C2
n2 /cdp

eda Cl

ede C2

2. BT ERRREGEIEREERHES ¢

MR RSN

Interface

Ethernetl/7
Ethernetl/7

Ethernetl/8
Ethernetl/8

Platform

N3K-C3132Q-V
N3K-C3132Q-V

N3K-C3132Q-V
N3K-C3132Q-V
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cluster::*> system cluster-switch show

Switch Type Address
Model

Cl cluster—-network 10.10.1.101
NX3132V

Serial Number: FOX000001
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP

C2 cluster-network 10.10.1.102
NX3132V
Serial Number: FOX000002
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP

2 entries were displayed.

3. (FREMER ERVE R EIRSSERRRTE

MEmEIRm R

network options switchless-cluster modify -enabled false

4. BE3Y switchless-cluster HEIEEEH o

network options switchless-cluster show
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B LAERE network interface check cluster-connectivity p< ARBIEEELFHZEUS
& REEETFEEERN

network interface check cluster-connectivity start #l network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

*OER D BT show R ZAT ~ SREREM LI RSFEER

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss
nl
3/5/2022 19:21:18 -06:00 nl clus2 n2 clusl none
3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2 none
n2
3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none
3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none
Fi5 ONTAP hiZs

HH A ONTAP HrZs ~ I ATLUER cluster ping-cluster -node <name> ISEEBAIFFEINGS

cluster ping-cluster -node <name>
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cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl eda 10.10.0.1
Cluster nl clus2 nl ede 10.10.0.2
Cluster n2 clusl n2 ed4a 10.10.0.3
Cluster n2 clus2 n2 ede 10.10.0.4

Local = 10.10.0.1 10.10.0.2
Remote = 10.10.0.3 10.10.0.4
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 32 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10.0.1 to Remote 10.10.
Local 10.10.0.2 to Remote 10.10.
Local 10.10.0.2 to Remote 10.10.0.4

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

1 paths up, 0 paths down (tcp check)

N e
o o o
w W

1 paths up, 0 paths down (ucp check)

1. MRERIEBEEIEZE - 50U AutoSupport LB REHELF :

FAMREREEAutoSupport Re=Eeith 0l FAERZE*-type all -most MAn=end

B TRRIE?
"R E AR RN ERE"
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