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1. RESEZENENEEHEEAMREE o
SEEIZEEERTA Link Ml healthy #AM Health Status°
a. FMEREEERM :
48R E1ZIBshow -IPSpace Cluster]

s

clusterl::*> network port show -ipspace Cluster

Node: nodel

F4gE& /T mEshow -vserverss £ |

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000
healthy false
Node: node2
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000
healthy false

b. BERARAE f R HISE T ENRARVE N ¢



FEEETEMELIF up/up A Status Admin/Oper # true A Is Home °

T

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel
e3a true

nodel clus2 wup/up 169.254.49.125/16 nodel
e3b true

node2 clusl up/up 169.254.47.1%94/16 node2
e3a true

node2 clus2 up/up 169.254.19.183/16 node2
e3b true

2. SESME ENREEFBHIUTIIAN (RBRENAE)  FAGTERZRANREIMNES
network device-discovery show -protocol

mETEE

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /cdp
e3a Cl (6ba:ad:4f:98:3b:3f) 0/1 -
e3b C2 (6a:ad:4f:98:4c:a4) 0/1 -
node?2 /cdp
e3a Cl (ba:ad:4f:98:3b:3f) 0/2 -
e3b C2 (6ba:ad:4f:98:4c:a4) 0/2 -

3. BEEIBHBNITHESIER AT (ERHMREBHERRRE)
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Cl# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 124 H AFF-A400
e3a
node?2 Ethl/2 124 H AFF-2400
e3a
C2 0/13 179 S I s CN1610
0/13
C2 0/14 175 S I s CN1610
0/14
C2 0/15 179 S I s CN1610
0/15
C2 0/16 175 S I s CN1610
0/16

C2# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 124 H AFF-A400
e3b
node?2 Ethl/2 124 H AFF-A400
e3b
Cl 0/13 175 S I s CN1610
0/13
Cl 0/14 175 S I s CN1610
0/14
Cl 0/15 175 S I s CN1610
0/15
Cl 0/16 175 S I s CN1610

0/16






FHhRA<ONTAP

B LAERE network interface check cluster-connectivity p< ARBIEEELFHZEUS
& REEETFEEERN

network interface check cluster-connectivity start #l network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

* R AEHEMNERBWIT show sn P LUBEREHAE R

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Ffi5 ONTAP hias

HH A ONTAP HZs ~ AT LR cluster ping-cluster -node <name> HSEEBAIFFEINGS

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...

Cluster nodel clusl 169.254.209.69 nodel e3a
Cluster nodel clus2 169.254.49.125 nodel e3b
Cluster node2 clusl 169.254.47.194 node2 e3a
Cluster node2 clus2 169.254.19.183 node2 e3b

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. 72388 C2 + - FAREIREMRAREERIRAERE « WEREBEREEHENT -

O =k

(C2)# configure

(C2) (Config)# interface 0/1-0/12
(C2) (Interface 0/1-0/12)# shutdown
(C2) (Interface 0/1-0/12)# exit
(C2) (Config) # exit

2. {§FCisco 9336C-FX2 1 9336C-FX2-T ZiEAVE E BB MR EFEIFIB N ER LS C2 BEMKIAZ
cs2 ©

3. BEETERERRREIL

48 E%E1ZBshow -IPSpace Cluster,
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clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

Node: node?2

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

4. EENRLAVERRLZRE « BEHR LNBREERRERUTI AN EREREIAR

network device-discovery show -protocol

11



&

clusterl

Node/
Protocol
Platform

::*> network device-discovery show -protocol cdp

P:

ChassisID)

CN1610

C9336C-F
node?2

CN1610

C9336C-F

Local Discovered

Port Device (LLD

/cdp

e3a Cc1l (ba:ad:

e3b cs2 (b8:ce:
X2

/cdp

e3a C1l (ba:ad

e3b cs?2 (b8:ce:
X2

4f:

fo:

:4f:

f6:

98:

19:

19:

o. {EXZHaE% CS2 L - MEsTFRA MRt B IRIRIOERE) ¢

12

T4EER /T Eishow -vserverds£E |

s

clusterl::*> network interface show

Current
Vserver
Port

Cluster

e0b

eOb

eOb

Logical
Is
Interfac

nodel clusl
false

nodel clus2
true

node2 clusl
false

3b:

la:

38

1b:

3f)

Te)

3f)

96)

Interface

0/1

Ethernetl/1/1 NOK-
0/2

Ethernetl/1/2 NI9K-

-vserver Cluster

Status Network Current
Admin/Oper Address/Mask Node
up/up 169.254.3.4/16 nodel
up/up 169.254.3.5/16 nodel
up/up 169.254.3.8/16 node?2
up/up 169.254.3.9/16 node?2

e0b

node2 clus2

true



6. 7EXX#8S C1 £ - FAREIREIMR S IR EIRE « UERHEEEE S

(Cl)# configure

(Cl) (Config) # interface 0/1-0/12
(Cl) (Interface 0/1-0/12)# shutdown
(Cl) (Interface 0/1-0/12)# exit
(C1) (Config) # exit

7. {EMHCisco 9336C-FX2 1 9336C-FX2-T STENEE BER S MZ EFE BN ERIRIE C1 BEMHITIRES
csl o

8. EREREMRARAERS ©
T48ERE1Z1Bshow -IPSpace Cluster

FERETNEEEIZIR up BRI Link # healthy WA Health Status©
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9. WENRARVERRLIRE « SR LNEEEHERAHRUTIANERERE
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clusterl::*> network

Node: nodel

Ignore

Health

Port IPspace
Status

e3a Cluster
healthy false
e3b Cluster

healthy false

Node: node?2

Ignore

Health

Port IPspace
Status

e3a Cluster
healthy false
e3b Cluster

healthy false

port show -ipspace Cluster

Broadcast Domain Link MTU

Cluster up 9000

Cluster up 9000

Broadcast Domain Link MTU

Cluster up 9000

Cluster up 9000

network device-discovery show -protocol

Speed (Mbps)

Admin/Oper

auto/100000

auto/100000

Speed (Mbps)

Admin/Oper

auto/100000

auto/100000

AHhES -

Health

Status

Health

Status
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clusterl::*> network device-discovery show -protocol cdp

Node/
Protocol
Platform

C9336C-FX2

C9336C-FX2
node?2

C9336C-FX2

C9336C-FX2

Local

Port

e3b

/cdp
e3a

e3b

Discovered

Device (LLDP:
csl (b8:ce:f6:
cs2 (b8:ce:fo6:
csl (b8:ce:fo6:
cs?2 (b8:ce:f6:

ChassisID)

1598

19:

19:

19:

la:

1b:

la:

1b:

Te)

96)

Te)

96)

10. 72323488 CS1 #1 CS2 £ ~ NP A RS EE R E ) ¢

4% 8118 show -IPSpace Cluster

Interface

Ethernetl/1/1

Ethernetl/1/2

Ethernetl/1/1

Ethernetl/1/2

N9K-

NO9K-

NO9K-

N9K-

15
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clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
eOb Cluster

healthy false

Node: node?2

Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
eOb Cluster

healthy false

Speed (Mbps) Health

Broadcast Domain Link MTU Admin/Oper Status

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000

Speed (Mbps) Health

Broadcast Domain Link MTU Admin/Oper Status

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000

. BREmEERS B RS ERRSENE —EER -
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clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /cdp

ela csl (b8:ce:f6:19:1b:42) Ethernetl/1/1 NI9K-
C9336C-FX2

e0b cs?2 (b8:ce:f6:19:1b:96) Ethernetl/1/2 NI9K-
C9336C-FX2
node?2 /cdp

ela csl (b8:ce:f6:19:1b:42) Ethernetl/1/1 NI9K-
C9336C-FX2

eOb cs2 (b8:ce:f6:19:1b:96) Ethernetl/1/2 NOK-
C9336C-FX2

1. EEEESRERAETER :

clusterl::*> network interface modify -vserver Cluster -1if * -auto-revert
true

2. BB AREERISETEERIEEEHE
MERE T E R
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clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl wup/up 169.254.209.69/16 nodel
e3a true

nodel clus2 up/up 169.254.49.125/16 nodel
e3b true

node2 clusl wup/up 169.254.47.194/16 node2
e3a true

node2 clus2 up/up 169.254.19.183/16 node2
e3b true

3. BEREREECITIE !
let -priv. adminy
4. NRIECE - BERIEZ ~ 550U AAutoSupport TS REFEUE -

IR 48 EEAutoSupport AR5 EE iU FA & 25 *-type all -most MAn=end ]
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N ™ r ™ [ B
[ Switch csl Switch cs2 ] [ Switch csl-new Switch cs2-new ]
v, \ J \

RAREIETLIE
ltl:frth HERFFEAONTAP X1RIE<H "Nexus 90005732 Ha23" 85 % ; ONTAP FRIESBREA « TG AT
7 o

IIERFRE TIIEA

* X3 CS2 BFtHAHAZE CS2 B - #RY o
° FARAEE SR EMBAERIR - W AFRRRIAPIAERIE « LBRRETEE -
" AR EL SR SR HEREEMAIRIASE CS2-new
° R1E ~ BNEAEE CS2 ZMMVABAR S CS2 HhENELR « WMEFELFE CS2-new ©
* s CS1 ML CS1-new XX ©
° FAREREREMBNERIR - W ARRRIRAPIA ERIE « LBRRETBE -
" AR EL SRS SEBEEMAIRIASE CS1-new ©
° JR1E - BNEGEL CS1 ZRIMEBLZ S CS1 HhEfiELR « WEFELZE CS1-new ©

FEICRRFEAR « REEMERIRSIEE (SL) < BERARCFRAEETA LY
() misUsss - ATEREREEETRE « TIRFRIENTRERRS FOSHE « SHBEAE
BRI EEB IR o

TEM B HEBRE

1. AR AutoSupport ILEERRET TX#EINEE) ~ 55U AutoSupport T&&REIEEAutoSupport SZ1EIHAEM A
EiZ*-type all -most MAn=xh] sERE I BENEIIZE

Hp_x BHERERAFHERR (LUNRFRELD) o

@ I E A B AR AT 238 A B ITICAEE T ~ LUETEH#ERARING B gL F
fl o AutoSupport

2. BEREMBERER « WERRRTTEEREA vy
" PR RERR"
HIRERRRR (*>) o
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DER2 | REEHRNELR
1. e RHRss b~ HESRISLE&EREYF ~ MATECS1-newHICS2-newdZ s > fEI1E HIEE :
How port-channel Summary |

g

csl-new# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/35 (P) Ethl/36 (P)

cs2-new# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/35(P) Ethl/36 (P)

2. ETERERARERSR . SEMM CRREERR

MEREERRS



3. HEESEREERENEENIEER

22

&

clusterl:

Node/
Protocol
Platform

C5596UP

C5596UP
node?2

C5596UP

C5596UP

Local
Port

e0b

/cdp
ela

e0b

Discovered

Device

csl

cs2

csl

cs2

ae

B

7

(=3
fi

a. MSFTAREERIBEIERER !

48R E1ZBshow -IPSpace Cluster,

o}

ChassisID)

:*> network device-discovery show -protocol cdp

Interface

Ethernetl/1

Ethernetl/2

Ethernetl/1

Ethernetl/2

N5K-

N5K-

N5K-

N5K-



&

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000
healthy false
Node: node2
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
ela Cluster Cluster up 9000 auto/10000
healthy false
eOb Cluster Cluster up 9000 auto/10000
healthy false

b. HEBFIARENE (4£6) MANHEHTERHEL :

T4gE& /T Eshow -vserverss £ |



&

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel
ela true

nodel clus2 up/up 169.254.49.125/16 nodel
e0b true

node2 clusl wup/up 169.254.47.194/16 node2
ela true

node2 clus2 up/up 169.254.19.183/16 node2
elb true

C. R RERTRTMERERSENEN

TR E R Mddshow -isBaHE ~ AIE(ERtrue



4,

5.

&

clusterl::*> system cluster-switch show -is-monitoring-enabled

-operational true

Switch Type

Model

csl cluster—-network
C5596UP

Serial Number: FOXXXXXXXGS
Is Monitored: true
Reason: None

Address

10.233.205.92 N5K-

Software Version: Cisco Nexus Operating System (NX-0S) Software,

Version
9.3(4)
Version Source: CDP

cs?2 cluster-network

C5596UP
Serial Number: FOXXXXXXXGD
Is Monitored: true
Reason: None

10.233.205.93 N5K-

Software Version: Cisco Nexus Operating System (NX-0S) Software,

Version
9.3(4)
Version Source: CDP

FRREEMESNEEERNE

FRIEFHNBEERIIE - EEEaRATESBOETERER - cfISRBEEENNEREL « BRI

RIFIEREE

MEER T EE K -vserver#& &-IIF *-auta-fRevert{i

()  eREmERmAETRE ONTAP RIERE ISR R A M il -

ERERIRE CS2 £« FFERE * FrE * iESERIRNERR  LEREREREEm -
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cs2# configure

cs2 (config) # interface ethl/1-1/2
cs2 (config-if-range)# shutdown
cs2 (config-if-range) # exit

cs2 (config) # exit

cs2#

6. B EELHIIETCAIERETEETIAS CS1 FAAFIEmEREIR o SaJ AR B X4TEAIRERT o
F4gE& 7T Hshow -vserveris £ |

g

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.3.4/16 nodel
ela true

nodel clus2 up/up 169.254.3.5/16 nodel
ela false

node2 clusl up/up 169.254.3.8/16 node?2
ela true

node2 clus2 up/up 169.254.3.9/16 node?2
ela false

7 BERERTRIER -
TEERT

FEREER

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false
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8. MMRBELGRERE

EuEETESR

ETSEE AR CS1 8 © 10 » HEEEFLEER »

A LURHEAR[OE 3388 CS2 » WA -

a. FTFERE| - P * R NEREERRIERIE

cs2# configure

cs2 (config) # interface ethl/1-1/2
cs2 (config-if-range)# no shutdown
cs2 (config-if-range) # exit

cs2 (config) # exit

cs2#

b. EgE R EE

[=]n}

RS E AR EEREMNES CS1 LRFEIERVERHE - 5058

F4gE& /T Eshow -vserver# £ |

e

clusterl:

Logical

Current Is

Vserver Interface

Port

:*> network interface show
Status

sBANTE - MRFEREE

Admin/Oper Address/Mask

BB BRI o

-vserver Cluster
Network

Current

Node

Cluster

ela

ela

ela

nodel clusl
true

nodel clus?2
false

node2 clusl
true

node2 clus2
false

up/up

up/up

up/up

up/up

169.254.

169.254.

169.254.

169.254

3.4/16

3.5/16

3.8/16

.3.9/16

nodel

nodel

node?2

node?2

anfe 2
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clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

9. BR LIF BEERENNE > FREMBEABIEFIH -4 0
10. PR REMBEREIRILEERR CS2 TRV EIM CS2-new 33 o

© REMAMERBRIEE CS2 Mg

. -‘I i . 4 i .
[ Switch cs1 Switch cs2 ] [ Switch cs1-new Switch cs2-new ]
A N > N

1. SRR ECS2-newH AR ER AT ¢

M48ER & 1Z1Bshow -IPSpace Clustery
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clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

Node: node?2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

FRERRNREERIBES L
12. pEREERIR FANAEN

lnetwork device-dDiscovery show -protocol cup ]
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clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel /cdp

ela csl Ethernetl/1 N5K-
C5596UP

e0b cs2-new Ethernetl/1/1 N9K-
C9336C-FX2
node?2 /cdp

ela csl Ethernetl/2 N5K-
C5596UP

e0b cs2-new Ethernetl/1/2 N9K-
C9336C-FX2

ERBNREEFIRE TRCS2-newi 2R 1R A HD T iRE,

13. fE32HAZE CS2-new's AVERRLIRIESESHARS B IRIR R ¢

cs2-new# show interface brief
cs2-new# show cdp neighbors

14. 7ELERMES CS1 L - FARIERRE * PRA * MiRGEREEIRIRRERIR  DIEAHBEERE Sl -

csl# configure

csl (config) # interface ethl/1-1/2
csl (config-if-range)# shutdown
csl (config-if-range) # exit

csl (config)# exit

csl#

FRrEEE4AHIEREE CS2 #ixkiRds o
15, Bl EELHREIEBEET IR CS2-new EMFITEIZIE o SAIAEE B &I ERRER
T48& 7T Eishow -vserver#s£E |
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clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interfac Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.3.4/16 nodel
e0b false

nodel clus2 up/up 169.254.3.5/16 nodel
e0b true

node2 clusl up/up 169.254.3.8/16 node?2
eOb false

node2 clus2 up/up 169.254.3.9/16 node?2
e0b true

16. BRsE R TIER !
MRERT

mEEE

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

17. R EMBEGERN CS1 BEIH CS1-new 33HaL ©

o BEMBEREBIZTEE CS1-new switch*



I
|
1
1
1
1
[

n' r© -
[ Switch csl A [ Switch cs2 ] [ Switch cs1-new Switch cs2-new ]
J \_ J .

18. FESRECS1-newHI R ESE AR

n-".

IR E 1% show -IPSpace Cluster]
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clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

Node: node?2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

FRERRNREERIBES L
19. tpEREERIR FANAEN

MEREERRS
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clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID)
Platform
nodel /cdp

ela csl-new
C9336C-FX2

eOb cs2-new
C9336C-FX2
node?2 /cdp

ela csl-new
C9336C-FX2

eOb cs2-new
C9336C-FX2

R R R IR R TR CS1-new IR R A BT IR B o

20. 383 CS1-new's RYERRLREEST ISR IEHEIRIEAR ¢

csl-new# show interface brief
csl-new# show cdp neighbors

21. FEERCS1-newlCS2-new > BMIISLIA BT IE&E(E -

lHow port-channel Summary |

34

Interface

Ethernetl/1/1

Ethernetl/1/2

Ethernetl/1/1

Ethernetl/1/2

N9K-

N9K-

NO9K-

N9K-



&

csl-new# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/35 (P) Ethl/36 (P)

cs2-new# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl1/35 (P) Ethl/36 (P)

SERS | ERaBAEAE
1. EEEEHBE ERABEER o
MR T EERR-vserverg& &-lif-auta-AER 7 E
2 BERELTERTEEREHTERE (ErkEEE—0ERH)

F4@E& 1\ Eshow -vserverss £ |



MRBEIEMR HMAREREHTEZE - BFHERTCH :
T4EE& T EE{E-vserver#E&E-IIF *)
3 BN EERTILE .

BERT
4. ERRIRIREE N EAELRRES] ¢
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FHhRA<ONTAP

B LAERE network interface check cluster-connectivity p< ARBIEEELFHZEUS
& REEETFEEERN

network interface check cluster-connectivity start #l network interface check

cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

()  s#epseEET show HLEREMR -

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2 clusl
none

3/5/2022 19:21:20 -06:00 nodel clus?2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Ffi5 ONTAP ks

HH A ONTAP HrZs ~ AT LR cluster ping-cluster -node <name> MSEEALFFESINGS

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node node2
Host is node2
Getting addresses from network interface table...

Cluster nodel clusl 169.254.209.69 nodel ela
Cluster nodel clus2 169.254.49.125 nodel e0b
Cluster node2 clusl 169.254.47.194 node2 ela
Cluster node2 clus2 169.254.19.183 node2 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. WMREEIEESEIEZE - 550U A AutoSupport sAEREFENE © system node autosupport
invoke -node * -type all -message MAINT=END

ETERIE ?
RIREBTHE » BRI B g @R o

BPEECHMI RS

NREEEEMEEIIASSEEIRIE > BIFJLUfEHCisco Nexus 9336C-FX2 1 9336C-
FX2-T A3 BRI ML A RSB EEIRIE ©

BERFERNRER S MBRERIBRIPTA R « BUREFERARE10Gb Base-T RIASEIRIB(FAE
SPREIRIE B SRES R IRILE -

CRENEM
© WS EITAESRAR

© EEREIIASERRE I ERRELIEHEF
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° A S EEEHEHER up*ikAR o
c FRTEREEENTE (LIF) BN up™iREs ~ AR EEEFRE o
° A2/ "Hardware Universe" AR FIAZIEONTAP BIRRZS ©
* Cisco Nexus 9336C-FX23Ha2s4HAE !
& IR BIREIREARINAE ©
 BHEEMBNEIEEEFEIE o
° Nexus 9336C-FX2 &R0 ¥ BiRE AT HABR AT HA SR B AT HA SR AR (F R BB AR S LB AR o

FH2R) "Hardware Universe" BB H0EAAE A ~

* HABSRNELL (ISL) 4BAREIEFE9336C-FX23THABS Ay 15181/35%01/36 ©
* 9336C-FX23 23 BT E 5 ~ FEIE ¢
° 9336C-FX23 AR EE I TR ITARABIEREE o

o 2FMARERE (RCT) ZERAEXRMKRS o EMILE BT (BIU0 ~ SMTP ~ SNMPHISSH) #E1ER

iR ERRTE o

BRI
RS GIER TR E MR RE

* 9336C-FX2HazzHI BB CS1MICS2 ©

* &ESVMRYATEAnode1HInode2 °

* lifsBaTiB D B2 EEE1 EMnode1 clus1flnodel clus2 ~ WK EiZ52_EMInode2 clus1#Inode2 clus2 o
lcluster1 @ * @ > IRMEBIEHEERNLTE -

* bR REAN R EEZIESe0aMe0b ©

552/ "Hardware Universe" UESTF A= EEIZBIMEREN o

g Rgiat
TER | EERE
1. gNERAutoSupport ILEERBT X1 hAE ~ 550U BAutoSupport TR REE IE B 8hEIL 26 -
IR MR EIRLAUutoSupport RSEEE M 1Y FE & EL*-type all -Message MAn=xh

Hepx B HEER ERAFHER R (DUNBFREN) o

@ LB RE AR M 2 IR ABMTILAEE T(E ~ UEEAEERBEIT BEEILZ
fl o AutoSupport

2. BHETRERESEAER « WERFIRTCBERFTA Ty
FE P HERR"
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HIFERTRR ([*>1) o

T2 | REBIZBNER
1. IEMVRERINIERCS1MICS2 LIFAMAEMERMBVERIE (GRISUERIR) -
FRNMEFRISLERHR o
e ]

DUFSEMIRET ~ RHa2RCS1 LRVERRAH IR 1 234815 -

csl# config

Enter configuration commands, one per line. End with CNTL/Z.
csl (config)# interface el/1/1-4, el/2/1-4, el1/3/1-4, el/4/1-4,
el/5/1-4, el/6/1-4, el/7-34

csl (config-if-range)# shutdown

2. EZzHISLANISL EMi{E9336C-FX232#228CS1FICS2 2 I B i@ IFIB S B EIE181/351/36 L IEEE(E ©

lHow port-channel Summary |
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THIEBHIFRRIHABICS1 LRYISLERHE B RARY ¢

csl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl1/35 (P) Ethl/36 (P)
5 SRR 23CS2 L AVISLIEIZIE B BREK ¢

(cs2)# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/35 (P) Ethl/36(P)
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How cup neighbor ]
L SR EBRERER A2 RENEH ©

mETEEf

TH AT HIHESCS 1 ERVARAERE

csl# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
V - VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
cs2 Ethl/35 175 R S I s N9K-C9336C
Ethl/35
cs2 Ethl/36 175 R ST s N9K-C9336C
Ethl/36

Total entries displayed: 2

TH AT HIHEECS2 ERVARTERE

cs2# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
V - VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-ID Local Intrfce Hldtme Capability Platform
Port ID
csl Ethl/35 177 RS TIs N9K-C9336C
Ethl/35
csl Ethl/36 177 R S I s N9K-C9336C
Ethl/36

Total entries displayed: 2



4. BREFTAREERERREREF:

48R E1ZIBshow -IPSpace Cluster,

=il
)

FETEE

o BEFMAREEMRESNIEREF

F48ER /T Eishow -vserverss £ |

clusterl::*> network port show -ipspace Cluster

Broadcast Domain

Cluster

Cluster

Broadcast Domain

Speed (Mbps) Health
Link MTU Admin/Oper Status
up 9000 auto/10000
up 9000 auto/10000

Speed (Mbps) Health
Link MTU Admin/Oper Status

Node: nodel

Port IPspace
ela Cluster
healthy

e0b Cluster
healthy

Node: node2

Port IPspace
ela Cluster
healthy

e0b Cluster
healthy

Cluster

Cluster

4 entries were displayed.

up 9000 auto/10000

up 9000 auto/10000

FEEETEEREELIF true BAM Is Home WA Status Admin/Oper EHNAEHN o

BB Tlinky  (B45) - MHealth Status) (B&AIRAR) BUBETRA MHealthy) (2R
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clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel
ela true

nodel clus2 up/up 169.254.49.125/16 nodel
e0b true

node2 clusl up/up 169.254.47.194/16 node2
ela true

node2 clus2 up/up 169.254.19.183/16 node2
elb true

4 entries were displayed.

6. B R EFrARELEE L REEEER :
T4EER /T Eshow -vserver# ££-IhaE S4B B EEIE

g

clusterl::*> network interface show -vserver Cluster -fields auto-

revert

Logical
Vserver Interface Auto-revert
Cluster

nodel clusl true

nodel clus?2 true

node2 clusl true

node2 clus2 true

4 entries were displayed.

b

7. 11 LR EEEIReOatl THEAR « AR EMA9336C-FX2RIABZIRAVEE BT « KeOalBEER
23CS1 LRVEIZIRT o
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o "ZFHaZ2Hardware Universe" Bl B4R RUEAHE T o
"X a2eHardware Universe"

8. {tENRL2 LAV ERERIRe0atl THEAR AR EAI9336C-FX2IAB T IRMBEEL « HeOaBIREEE
23CS1 LAYERIR2 o

9. FERERIMIRCS1 LRUAFIA ERERLAVERRE o

T

THERFETIHERCS1 L ERRERE1NE/34 :

csl# config

Enter configuration commands, one per line. End with CNTL/Z.
csl (config)# interface el/1/1-4, el/2/1-4, el1/3/1-4, el1/4/1-4,
el/5/1-4, el/6/1-4, el/7-34

csl (config-if-range)# no shutdown

10. BESBFrAEEEHRELREMEREF LR THE) &RT TR

T48& 7T Eishow -vserverss £ |
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&

MR EEfIRET ~ BiBG1AIERL2_ VR BIifsEREREN « H TRX B SRAHE !

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel ela
true

nodel clus2 up/up 169.254.49.125/16 nodel e0b
true

node2 clusl up/up 169.254.47.194/16 node2 ela
true

node2 clus2 up/up 169.254.19.183/16 node?2 e0b
true

4 entries were displayed.

. BERHREPERGIKERAERER ¢
MR

g

TSR T EEPHRNBRERTNERENR :

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

2 entries were displayed.

12. EEREE1 E RV EEEIZIReObIN TABAR « SRR (B H9336C-FX23Z AR L IEME B 4847 « KeObEIEEHETIR
23CS2 LRYEIEIB1 o
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13. RENEL2 VB EEIZIBeObIN T484R ~ AR EA9336C-FX2RX 23 T IEMNE E B4R - 1Fe0biEZ
23CS2 L HyEIEIE2 o

14. FEEEXMIRCS2 L RIFAFIA ERERLAVERZE o

e

THISBHIFERIHABRCS2 F ERUREIFIR1/15E1/34 ¢

cs2# config

Enter configuration commands, one per line. End with CNTL/Z.
cs2 (config)# interface el/1/1-4, el/2/1-4, el1/3/1-4, el/4/1-4,
el/5/1-4, el/6/1-4, el/7-34

cs2 (config-if-range)# no shutdown

15 BB A EEIRERRIEREF

4@ E& #1318 show -IPSpace Cluster ]
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&

LUF A EnR 1 A ERG2 LA R BB A E R ¢

clusterl::*> network port show -ipspace

Broadcast Domain

Cluster

Cluster

Cluster

Broadcast Domain

Speed (Mbps) Health
Link MTU Admin/Oper Status
up 9000 auto/10000
up 9000 auto/10000

Speed (Mbps) Health
Link MTU Admin/Oper Status

Node: nodel
Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
e0b Cluster
healthy false
Node: node2
Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
e0b Cluster
healthy false

Cluster

Cluster

4 entries were displayed.

SEE3 | ERSRARRE
1. BRsEFmENTEES R s Homel

F48E& 1\ Eshow -vserverss £ |

1]

(FAENHE) BE:

() EEsEmEssE0RRIA AR -

48

9000 auto/10000

up

9000 auto/10000

up



&

LT & HEERET B lifs#BfEnode1FInode2_k ~ A Tis Home) #&ARAH :

clusterl::*> network interface show -vserver Cluster

Current Is
Vserver

Home

true

true

true

Logical

Interface

nodel clusl

nodel clus2

node2 clusl

node2 clus2

Status

Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

4 entries were displayed.

2. s miEENRL S B S EIGSRME —EER

How cup neighbor ]

169.

169.

169.

169.

254.

254

254.

254.

209.69/16

.49.125/16

47.194/16

19.183/16

Current

Node

nodel

nodel

node?2

node?2

Port

ela

eOb

ela

e0b
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50

&

LUT s T mES AR EEER

(csl)# show cdp neighbors

Router, T - Trans-Bridge, B - Source-Route-

S - Switch, H - Host, I - IGMP, r - Repeater,

4

D - Remotely-Managed-Device,

s — Supports-STP-Dispute

Capability Codes: R -
Bridge

- VoIP-Phone
Device-1ID Local Intrfce
Port ID
nodel Ethl/1
ela
node?2 Ethl/2
ela
cs2 Ethl1/35
Ethl/35
cs2 Ethl/36
Ethl/36

Total entries displayed: 4

(cs2) # show cdp neighbors

Capability Codes: R - Router, T

’

Hldtme Capability Platform

133 H FAS2980

133 H FAS2980

175 R S I s N9K-C9336C
175 R S I s N9K-C9336C
Trans-Bridge, B - Source-Route-

Switch, H - Host, I - IGMP, r - Repeater,

D - Remotely-Managed-Device,

s - Supports-STP-Dispute

Bridge
s -

- VoIP-Phone
Device-1ID Local Intrfce
Port ID
nodel Ethl/1
eOb
node?2 Ethl/2
elb
csl Ethl/35
Ethl/35
csl Ethl/36
Ethl/36

Total entries displayed: 4

Hldtme Capability Platform

133 H FAS2980
133 H FAS2980
175 RS TIs NI9K-C9336C
175 RS TIs N9K-C9336C



3. MR EPRRINVMEREEEMEN ¢

Inetwork device-dDiscovery show -protocol cup ]

g

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
node?2 /cdp

ela csl 0/2 NOK-
C9336C

e0b cs2 0/2 N9K-
C9336C
nodel /cdp

ela csl 0/1 N9K-
C9336C

e0b cs2 0/1 NOK-
C9336C

4 entries were displayed.

4. HEREEEA
MEEIR - B EERT
(D N L PIAE R E AL BRI FE A BETTRL © FFF 3D ESmEIR R A% -
Fama

THEA R RE L ETEEREEFA ¢

clusterl::*> network options switchless-cluster show
Enable Switchless Cluster: false

o. ERFE RS PEIRLAN S AR ¢
MR
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&

THEARETEEPHRMNBRERTNERENR -

clusterl::*> cluster show

Node Health Eligibility
nodel true true
node?2 true true



FHhRA<ONTAP

B LAERE network interface check cluster-connectivity p< ARBIEEELFHZEUS
& REEETFEEERN

network interface check cluster-connectivity start #l network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

* R AEHEMNERBWIT show sn P LUBEREHAE R

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Ffi5 ONTAP hias

HH A ONTAP HZs ~ AT LR cluster ping-cluster -node <name> HSEEBAIFFEINGS

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. BREEFREE[D admin -
let -priv. admin]
2. NREE)FBHENEIEZR « 550U AutoSupport TF5H B3R E B LETHAE -

FAMEREEAutoSupport Re=E it 0l FAERZE*-type all -most MAn=end

ETRRIE?
IR BR TR - AL "ECE AR R IE" o
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