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a. FEMAEREIREY -
48R E1ZIBshow -IPSpace Cluster,

g

clusterl::*> network port show -ipspace Cluster

Node: nodel
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000
healthy false
Node: nodeZ2
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000
healthy false

b. BEETBRME M REIEE TEHEAIE ¢
F4gE& 7T mEshow -vserverss £ |

FERETREELIF up/up AR Status Admin/Oper M true TR Is Home ©
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clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl wup/up 169.254.209.69/16 nodel
e3a true

nodel clus2 up/up 169.254.49.125/16 nodel
e3b true

node2 clusl wup/up 169.254.47.194/16 node2
e3a true

node2 clus2 up/up 169.254.19.183/16 node2
e3b true

2. SEESM ENREEHBMEUTIIARN (RERNAE)  FAGTEGERAMNRERIASE !
network device-discovery show -protocol

e

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /cdp
e3a cl (ba:ad:4f:98:3b:3f) 0/1 -
e3b c?2 (ba:ad:4f:98:4c:a4) 0/1 =
node?2 /cdp
e3a cl (ba:ad:4f:98:3b:3f) 0/2 -
e3b c?2 (ba:ad:4f:98:4c:a4) 0/2 =

3. BEEBBENHSBIER AT (EHERHERRRE)

"How cup neighbor
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cl# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel 0/1 124 H AFF-A400
e3a
node?2 0/2 124 H AFF-2400
e3a
c2 0/13 179 S I s CN1610
0/13
c2 0/14 175 S I s CN1610
0/14
c2 0/15 179 S I s CN1610
0/15
c2 0/16 175 S I s CN1610
0/16

c2# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel 0/1 124 H AFF-A400
e3b
node?2 0/2 124 H AFF-A400
e3b
cl 0/13 175 S I s CN1610
0/13
cl 0/14 175 S I s CN1610
0/14
cl 0/15 175 S I s CN1610
0/15
cl 0/16 175 S I s CN1610

0/16
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B LAERE network interface check cluster-connectivity p< ARBIEEELFHZEUS
& REEETFEEERN

network interface check cluster-connectivity start #l network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

* R AEHEMNERBWIT show sn P LUBEREHAE R

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Ffi5 ONTAP hias

HH A ONTAP HZs ~ AT LR cluster ping-cluster -node <name> HSEEBAIFFEINGS

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...

Cluster nodel clusl 169.254.209.69 nodel e3a
Cluster nodel clus2 169.254.49.125 nodel e3b
Cluster node2 clusl 169.254.47.194 node2 e3a
Cluster node2 clus2 169.254.19.183 node2 e3b

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. 72388 C2 + - FAREIREMRAREERIRAERE « WEREBEREEHENT -

configure

Config)# interface 0/1-0/12
Interface 0/1-0/12)# shutdown
Interface 0/1-0/12)# exit
Config)# exit

FH o~ ~ ~ ~ F

2. fEFINVIDIA SN2100% EBVE S ER - iR BB E TR C2B ERITIAZISW2
3. FEMERERIREIE

48R @ 1E 18 show -IPSpace Cluster]



4. EENRLAVERRLRE « BEHR LNBREEBRRERUTIARNERERE

10

&

clusterl::*> network

Node: nodel

Ignore

Health

Port IPspace
Status

e3a Cluster
healthy false
e3b Cluster

healthy false

Node: node?2

Ignore

Health

Port IPspace
Status

e3a Cluster
healthy false
e3b Cluster

healthy false

port show -ipspace Cluster

Broadcast Domain Link MTU

Cluster up 9000

Cluster up 9000

Broadcast Domain Link MTU

Cluster up 9000

Cluster up 9000

network device-discovery show -protocol

Speed (Mbps)

Admin/Oper

auto/100000

auto/100000

Speed (Mbps)

Admin/Oper

auto/100000

auto/100000

AHhES -

Health

Status

Health

Status
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clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID)
Platform
nodel /11dp
e3a cl (6a:ad:4£:98:3b:3f)
e3b sw2 (b8:ce:f6:19:1a:7e)
node?2 /11dp
e3a cl (6a:ad:4£:98:3b:3f)
e3b sw2 (b8:ce:f6:19:1b:96)
5. FEASHEISW2 b ~ FEBFT S EDRL RIS DA
net show interface
FEE G
cumulus@sw2:~$ net show interface
State Name Spd MTU Mode
Summary
UP swp3 100G 9216 Trunk/L2
Master: bridge (UP)
UP swp4 100G 9216 Trunk/L2
Master: bridge (UP)
UP swplb 100G 9216 BondMember
Master: cluster isl (UP)
UP swplb6 100G 9216 BondMember

Master: cluster isl (UP)

Interface

0/1
swp3

0/2
swp4

LLDP

e3b

e3b

swl (swplb)

swl (swpl6)

6. 7E358% C1 L - FARTEIRRIEN R R ERRAVEE « WERIEBEEE SR -

11



configure

Config)# interface 0/1-0/12
Interface 0/1-0/12)# shutdown
Interface 0/1-0/12)# exit
Config)# exit

H o~ ~ ~ ~ F

7. fEFANVIDIA SN21003 EREEER « R EEERIBLEIABCIBEM M sw
8. ERiE R EERVRARARRE

T48ER & 1Z1Bshow -IPSpace Clustery

FEEE TN EEIZIR up WM Link M healthy @A Health Status©

12
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clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

Node: node?2

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

9. WENRARVERRIIRE « BEERS LNEEEHEREHUTI AN ERETREINES

network device-discovery show -protocol

13
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clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /11dp

e3a swl (b8:ce:f6:19:1a:7e) swp3

e3b sw2 (b8:ce:f6:19:1b:96) swp3
node?2 /11dp

e3a swl (b8:ce:f6:19:1a:7e) swp4

e3b sw2 (b8:ce:f6:19:1b:96) swpé

10. 7E3ZH#aBRswI1FISW2 E ~ FESDFR A BB R IE B H B RkE) ©

net show interface

14
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cumulus@swl:~$ net show interface

State Name Spd MTU
Summary

UP swp3 100G 9216
Master: bridge (UP)

UP swp4 100G 9216
Master: bridge (UP)

Up swplb 100G 9216
Master: cluster isl (UP)

UP swpl6 100G 9216

Master: cluster isl (UP)

cumulus@sw2:~$ net show interface

State Name Spd MTU
Summary

UP swp3 100G 9216
Master: bridge (UP)

UP swp4 100G 9216
Master: bridge (UP)

UP swpl5 100G 9216
Master: cluster isl (UP)

UP swpl6 100G 9216

Master: cluster isl (UP)

. EEMERRS B S ER RS EE —EER :

net show 1lldp

Mode

Trunk/L2

Trunk/L2

BondMember

BondMember

Mode

Trunk/L2

Trunk/L2

BondMember

BondMember

LLDP

e3a

e3a

SW2

SW2

LLDP

e3b

e3b

swl

swl

(swplb)

(swpl6)

(swplb)

(swpl6)

15
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W T EMERTMEASNEEGR

cumulus@swl:~$ net show 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 nodel e3a

swpd 100G Trunk/L2 node?2 e3a

swplb 100G BondMember sw2 swplb
swpl6 100G BondMember sw2 swpl6

cumulus@sw2:~$ net show 1l1ldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 nodel e3b

swp4 100G Trunk/L2 node?2 e3b

swplb 100G BondMember swl swplb
swpl6 100G BondMember swl swpl6

f%?3 %M EI5'.:| ﬁm"';\‘
1. ZEELE SR LRAEHER !

clusterl::*> network interface modify -vserver Cluster -1if * -auto-revert
true

2. ERiBFRA AR IfsE R AR O B H I EIER
AR A ERET

16
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clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl wup/up 169.254.209.69/16 nodel
e3a true

nodel clus2 up/up 169.254.49.125/16 nodel
e3b true

node2 clusl up/up 169.254.47.194/16 node2
e3a true

node2 clus2 up/up 169.254.19.183/16 node2
e3b true

3. BHEREREERIEIE :
let -priv. adminy

4. WNRICEE F BENEIIEZ ~ 55U AutoSupport THIFEREREA :
IR #REIELAutoSupport ASEEE 0L FE & E5*-type all -most MAn=end
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© XHags C1 RIS sw1 BXfX o
° FAFERE REMMEIZIR o WERFRFEERE « LUBRERETIETE °
° A% ~ ENRAEIC1 ZFEMVEBAR S IECT1HERR « M ERTIERE Esw1 ©
TER1 | EERE
1. tNSRAutoSupport LELERERMAT 2381 IhAE ~ 55U A AutoSupport TS 5REE 1IE B8N R -
F A4 EIZEAutoSupport RFEEE AL FA & 2L *-type all -Message MAn=xh |
Hrh x RAEERFERIVRHERE (CUNEABERD) o
2. BEREREFLER « WERFIRTEBERFTA y* .
"y B PR
HIRERTER (*>) o
3. FHREELHRE LNEHER !

MR T E1E X -vserver& -IIF *-auta-fRevertf{i ]

T2 | REBIRBNER
1. ESEEENERNEENEENRRE -

SEEBRAEAT Mlinky (E4) - THealth Status) (BE2AKRARER) BIEETRA Healthys (BEKNR
)

o

a. BTERERBREM -

T48ER & 1ZIBshow -IPSpace Cluster
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&

clusterl::*> network

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000
healthy false
Node: node2
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000
healthy false

port show -ipspace Cluster

b. BEETAEREE N EREIEE TSN :
T4gE& /T mEshow -vserverss £ |

FERETREELIF up/up BAI Status Admin/oOper MEEBERMERAI Is Home °©



&

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl wup/up 169.254.209.69/16 nodel
e3a true

nodel clus2 up/up 169.254.49.125/16 nodel
e3b true

node2 clusl wup/up 169.254.47.194/16 node2
e3a true

node2 clus2 up/up 169.254.19.183/16 node2
e3b true

2. SEMF ENEEBEREGUTIARNERERANREINR (RBHRNEEKRE)

network device-discovery show -protocol 1lldp

e

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /11dp
e3a cl (ba:ad:4f:98:3b:3f) Ethl/1 -
e3b c?2 (ba:ad:4f:98:4c:a4) Ethl/1 =
node?2 /11dp
e3a cl (ba:ad:4f:98:3b:3f) Ethl/2 -
e3b c?2 (ba:ad:4f:98:4c:a4) Ethl/2 =

3. BEEBBENHSBIER AT (EHERHERRRE)

"How cup neighbor



&
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cl# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-
Bridge

S - Switch, H - Host, r - Repeater,

- VoIP-Phone, D - Remotely-Managed-Device,

s - Supports-STP-Dispute
Device-ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 124 H AFF-A400
e3a
node?2 Ethl/2 124 H AFF-A400
e3a
c2 Ethl/31 179 S N3K-C3232C
Ethl/31
c2 Ethl/32 175 S N3K-C3232C
Ethl/32
c2# show cdp neighbors
Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-
Bridge

S - Switch, H - Host, r - Repeater,

V - VoIP-Phone, D - Remotely-Managed-Device,

s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 124 H AFF-A400
e3b
node?2 Ethl/2 124 H AFF-A400
e3b
cl Ethl/31 175 S N3K-C3232C
Ethl/31
cl Ethl/32 175 S N3K-C3232C
Ethl/32



FHhRA<ONTAP

B LAERE network interface check cluster-connectivity p< ARBIEEELFHZEUS
& REEETFEEERN

network interface check cluster-connectivity start #l network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

* R AEHEMNERBWIT show sn P LUBEREHAE R

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Ffi5 ONTAP hias

HH A ONTAP HZs ~ AT LR cluster ping-cluster -node <name> HSEEBAIFFEINGS

cluster ping-cluster -node <name>



1.

clusterl:

:*> cluster ping-cluster -node local

Host 1s node?2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69
Cluster nodel clus2 169.254.49.125
Cluster node2 clusl 169.254.47.194
Cluster node2 clus2 169.254.19.183
Local = 169.254.47.194 169.254.19.183

Remote =

Ping status:

4294967293

Basic connectivity succeeds

Basic connectivity fails on

Detected 9000

Local
Local
Local
Local

169.
1609.
169.
169.

byte MTU on 4

254.
254.
254.
254.

19.
19,
47.
47 .

183 to
183 to
194 to
194 to

nodel
nodel
node?2

node?2

169.254.209.69 169.254.49.125
Cluster Vserver Id

on 4 path (s)

0 path (s

)

path(s) :

Remote
Remote
Remote
Remote

169.254.
169.254.
169.254.
169.254.

Larger than PMTU communication succeeds on
RPC status:

2 paths up,
2 paths up,

ERMES C2 L - FifERE

(c2)# configure

Enter configuration commands,

H o~ ~ ~ —~

Config)# exit

2. fEFANVIDIA SN2100Z 1R HY3E

3. MR ERIRE

24

ERMEEERIBNE

G
FENEY

0 paths down
0 paths down

Config) # interface

config-if-range) # exit

B4R ~ R

M48ER & 1Z1Bshow -IPSpace Cluster]

ENRhEm IR

(tcp check)
(udp check)

1B1E

e3a
e3b
e3a
e3b

209.69
49.125
209.69
49.125
4 path(s)

ZIE ~ DIEREREREEMEH -

one per line. End with CNTL/Z.

config-if-range)# shutdown <interface list>

EXIRIFC2BEFIIAEISW2 o



&

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

Node: node?2

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

4. EENRLAVERRLZRE « BEHR LNBREERRERUTI AN EREREIAR

25
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clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /11dp
e3a cl (fa:ad:4£f:98:3b:3f) Ethl/1
e3b sw2 (b8:ce:f6:19:1a:7e) swp3
node?2 /11dp
e3a cl (fa:ad:4£f:98:3b:3f) Ethl/2
e3b sw2 (b8:ce:f6:19:1b:96) swpé
S. (EXRIABISW2 I ~ FESRFR A RiRh = E IR E B RS :
net show interface
g Enfl
cumulus@sw2:~$ net show interface
State Name Spd MTU Mode LLDP
Summary
UP swp3 100G 9216 Trunk/L2 e3b
Master: bridge (UP)
UP swp4 100G 9216 Trunk/L2 e3b
Master: bridge (UP)
UP swplb 100G 9216 BondMember swl (swpl))
Master: cluster isl (UP)
UP swplb6 100G 9216 BondMember swl (swpl6)

Master: cluster isl (UP)

6. 7E358% C1 L - FARTEIRRIEN R R ERRAVEE « WERIEBEEE SR -

26



(cl)# configure
Enter configuration commands, one per line. End with CNTL/Z.

Config)# interface
config-if-range) # shutdown <interface list>
config-if-range) # exit

(cl) (
(cl) (
(cl) (
(cl) (Config) # exit
(cl)#

7. {EANVIDIA SN2100Z IR E 4847 ~ 1S AL B E EIZIR L EIASSCIR EM R ZIsw ©

8. ER-EREEMVRARARRE ¢
48R & 1Z1Bshow -IPSpace Clustery

FERE TS EERE up BAM Link MEAME Health Status e

27



9. WENRARVERRLIRE « SR LNEEEHERAHRUTIANERERE

28

&

clusterl::*> network

Node: nodel

Ignore

Health

Port IPspace
Status

e3a Cluster
healthy false
e3b Cluster

healthy false

Node: node?2

Ignore

Health

Port IPspace
Status

e3a Cluster
healthy false
e3b Cluster

healthy false

port show -ipspace Cluster

Broadcast Domain Link MTU

Cluster up 9000

Cluster up 9000

Broadcast Domain Link MTU

Cluster up 9000

Cluster up 9000

Speed (Mbps)

Admin/Oper

auto/100000

auto/100000

Speed (Mbps)

Admin/Oper

auto/100000

auto/100000

AHhES -

Health

Status

Health

Status



&

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /11dp

e3a swl (b8:ce:f6:19:1a:7e) swp3

e3b sw2 (b8:ce:f6:19:1b:96) swp3
node?2 /11dp

e3a swl (b8:ce:f6:19:1a:7e) swp4

e3b sw2 (b8:ce:f6:19:1b:96) swpé

10. 7E3ZH#aBRswI1FISW2 E ~ FESDFR A BB R IE B H B RkE) ©

net show interface



&

cumulus@swl:~$ net show interface

State Name Spd MTU Mode LLDP
Summary

UP swp3 100G 9216 Trunk/L2 e3a

Master: bridge (UP)

Up swp4 100G 9216 Trunk/L2 e3a

Master: bridge (UP)

UP swplb 100G 9216 BondMember sw2 (swplb)
Master: cluster isl (UP)

UP swplb6 100G 9216 BondMember sw2 (swpl6)

Master: cluster isl (UP)

cumulus@sw2:~$ net show interface

State Name Spd MTU Mode LLDP
Summary

UP swp3 100G 9216 Trunk/L2 e3b

Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2 e3b

Master: bridge (UP)

UP swplb 100G 9216 BondMember swl (swpl))
Master: cluster isl (UP)

Up swplb6 100G 9216 BondMember swl (swpl6)

Master: cluster isl (UP)

. EEMERRS B S ER RS EE —EER :

net show 1lldp

30
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W T EMERTMEASNEEGR

cumulus@swl:~$ net show 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 nodel e3a

swpd 100G Trunk/L2 node?2 e3a

swplb 100G BondMember sw2 swplb
swpl6 100G BondMember sw2 swpl6

cumulus@sw2:~$ net show 1l1ldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 nodel e3b

swp4 100G Trunk/L2 node?2 e3b

swplb 100G BondMember swl swplb
swpl6 100G BondMember swl swpl6

f%?3 %M EI5'.:| ﬁm"';\‘
1. ZEELE SR LRAEHER !

clusterl::*> network interface modify -vserver Cluster -1if * -auto-revert
true

2. ERiBFRA AR IfsE R AR O B H I EIER
AR A ERET



&

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl wup/up 169.254.209.69/16 nodel
e3a true

nodel clus2 up/up 169.254.49.125/16 nodel
e3b true

node2 clusl up/up 169.254.47.194/16 node2
e3a true

node2 clus2 up/up 169.254.19.183/16 node2
e3b true

3. BEREREECITIE !
let -priv. adminy
4. NRIECE - BERIEZ ~ 550U AAutoSupport TS REFEUE -

IR 48 EEAutoSupport AR5 EE iU FA & 25 *-type all -most MAn=end ]

T RIE ?
RINIRBIS TR > ISR L. e E S AR (2R ER T o

fEFANVIDIA SN21005 AR E T ML ThsE

MRCARANEHREMNEEIRIR « AJUEANVIDIA SN210032 A28 12 E L HiR
R|MAFERE « UWERTELEANRYMIERFRLAS o

TEANRERFBURIN SEIEG SR LRSS AMETBHREERERE  isEEfR L2EE —(EXREEEE -

sCERRVIZ P B ISP A (R G E S B E IRIB VN, ~ (BUNRENRLEAAE 10GBASE-T RJ45EIFIRIRE
EERSMIRERE ARSI IRILRER -

REEK

LR RERERS

MR -

(U
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2. FRERSRETRHER « TERRIRTCEGERRA Tyl o Tet-priveisE R

HIRERER (*>1) o

TER2 | REBRIBNER
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Cumulus Linux 4.4.x

1. FEMRE IR swIFISW2 L= AFEE R ERHE (FRISLERE) o
ISR SEFISLERR o
TH L G AZEsw1FISW2_ERYERRES A IE IR !
cumulus@swl:~$ net add interface swpls0-3, swp2s0-3, swp3-14 link
down

cumulus@swl:~$ net pending
cumulus@swl:~$ net commit

cumulus@sw2:~$ net add interface swpls0-3, swp2s0-3, swp3-14 link
down
cumulus@sw2:~$ net pending

cumulus@sw2:~$ net commit

2. EgsEmIEISN210035 2 83sw1FISW2 2 FIRYISLATISL B RS EIZ IR R B 1E X 25swp15F0swp 16 L FIEX :

net show interface

TH &SRR sw1 F SW2 £/ ISL EiZIR ARIEVIRAS :



cumulus@swl:~$ net show interface

State Name Spd MTU Mode LLDP Summary
UP swplb 100G 9216 BondMember sw2 (swpl5) Master:
cluster isl (UP)

UpP swplb6 100G 9216 BondMember sw2 (swpl6) Master:

cluster isl (UP)

cumulus@sw2:~$ net show interface

State Name Spd MTU Mode LLDP Summary
UP swplb 100G 9216 BondMember swl (swpl5) Master:
cluster isl (UP)

UP swplb 100G 9216 BondMember swl (swpl6) Master:

cluster isl (UP)

Cumulus Linux 5.x
1. (FHEHEERRES sw1 1 SW2 ERIFRE IR IR (JF ISL EBR) o
R IZZRISLEEIE o

THa < EFRARRSsw1TISW2_ERYEIRLH A S ¢

cumulus@swl:~$ nv set interface swpls0-3,swp2s0-3,swp3-14 link state
down

cumulus@swl:~$ nv config apply

cumulus@swl:~$ nv config save

cumulus@sw2:~$ nv set interface swpls0-3,swp2s0-3,swp3-14 link state
down

cumulus@sw2:~$ nv config apply

cumulus@sw2:~$ nv config save

2. EEMESN210033H#288sw1FISW2 2 FHIISLANISL E R 1518 B B 11 3 H183swp 15 swp 16 _EBIEY :

nv show interface



T5EEHIRETRIHEE sw1 1 SW2 LR ISL E iR A FRGIKAS -

cumulus@swl:~$ nv show interface

Remote Port

Interface MTU Speed
Type Summary

+ swpld 9216

SWp

+ swplb 9216 100G
ISL Port swpl5 swp

+ swpl6 9216 100G
ISL Port swpl6 swp

State Remote Host
down

up ossg-rcfl
up ossg-rcf2

cumulus@sw2:~$ nv show interface

Intra-Cluster Switch

Intra-Cluster Switch

Remote Port

Interface MTU Speed
Type Summary

+ swpld 9216

SWpP

+ swplb 9216 100G
ISL Port swpl5 swp

+ swplb 9216 100G
ISL Port swpl6 swp

1. SFTAEREERBHIERE

MERRE IR R

State Remote Host
down

up ossg-rcfl
up ossg-rcf2

FEEETBEEIZIE up WA Link ME#EEE Health Statuse©

Intra-Cluster Switch

Intra-Cluster Switch
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&

clusterl:

:*> network port show

Node: nodel

Ignore

Health
Port
Status

e3a
healthy
e3b
healthy

Node: node2

e3a
healthy
e3b
healthy

Speed (Mbps)
Health
IPspace Broadcast Domain Link MTU Admin/Oper
Status
Cluster Cluster up 9000 auto/100000
false
Cluster Cluster up 9000 auto/100000
false
Speed (Mbps)
Health
IPspace Broadcast Domain Link MTU Admin/Oper
Status
Cluster Cluster up 9000 auto/100000
false
Cluster Cluster up 9000 auto/100000
false

2. EEPTARELSRESESEF:
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&

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl wup/up 169.254.209.69/16 nodel
e3a true

nodel clus2 up/up 169.254.49.125/16 nodel
e3b true

node2 clusl up/up 169.254.47.194/16 node2
e3a true

node2 clus2 up/up 169.254.19.183/16 node2
e3b true

3. FHEELATREMNBEHER !
MR EIE R -vserverg& &-IIF *-auta-fRevert{z ]

s

clusterl::*> network interface modify -vserver Cluster -1if * -auto
-revert false

Logical
Vserver Interface Auto-revert
Cluster

nodel clusl false

nodel clus2 false

node2 clusl false

node2 clus?2 false

4. [EENRL1 ERVEREE IR e3atl T AR « AR fEFSN21003 2R FT T IRAVE B B4R « i¥e3aii%
2msw1 LRYEIRIES o

#= R A

13

o "ZF#a22Hardware Universe" Sl B4RV 4AE T o
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S. ENEL2 P EEIEIBe3atl TR ~ ABFEASN21003THABSFT T BB EE4T - 1§e3aiEs
23sw1 L RYEIFIRS o
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Cumulus Linux 4.4.x

1. 12388 sw1 £~ BUFAPTA ENRNE 2RV R o
THap SRR HAER sw1 ERYBFAA EE ENRLRYERR o

cumulus@swl:~$ net del interface swpls0-3, swp2s0-3, swp3-14 link
down

cumulus@swl:~$ net pending

cumulus@swl:~$ net commit

2. [[STEST] 7£32#283 sw1 L ~ FEsZFn A EIEH ERE) ¢

net show interface all
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cumulus@swl:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
DN swplsO 10G 9216 Trunk/L2 Master:
br default (UP)
DN swplsl 10G 9216 Trunk/L2 Master:
br default (UP)
DN swpls2 10G 9216 Trunk/L2 Master:
br default (UP)
DN swpls3 10G 9216 Trunk/L2 Master:
br default (UP)
DN swp2s0 25G 9216 Trunk/L2 Master:
br default (UP)
DN swp2sl 25G 9216 Trunk/L2 Master:
br default (UP)
DN SWp2s2 25G 9216 Trunk/L2 Master:
br default (UP)
DN swp2s3 25G 9216 Trunk/L2 Master:
br default (UP)
UP swp3 100G 9216 Trunk/L2 nodel (e3a) Master:
br default (UP)
Up swp4 100G 9216 Trunk/L2 node2 (e3a) Master:

br default (UP)

Up swplb 100G 9216 BondMember swplb Master:

cluster isl (UP)
UP swpl6 100G 9216 BondMember swpl6 Master:

cluster isl (UP)

Cumulus Linux 5.x

1. 7E35HA85 sw1 b~ RUBFRA IR EERYERE o
THIar <L BEITE RS sw1 _ERUFAFAA EH EiRERVERE o

cumulus@swl:~$ nv set interface swpls0-3,swp2s0-3,swp3-14 link state

up
cumulus@swl:~$ nv config apply
cumulus@swl:~$ nv config save

2. [[step9] E3CHA2E sw1 L ~ FESEFR A SR EREN !



nv show interface

cumulus@swl:~$ nv show interface

Interface State Speed MTU Type Remote Host
Remote Port Summary

swplsO up 10G 9216 SWpP odg-a300-1la

ela

swplsl up 10G 9216 sSwWp odg-a300-1b
ela

swpls?2 down 10G 9216 SWp

swpls3 down 10G 9216 SWpP

swp2s0 down 25G 9216 SWp

swp2sl down 25G 9216 SWp

SWp2s2 down 25G 9216 SWp

swp2s3 down 25G 9216 SWp

swp3 down 9216 sSWp

swp4 down 9216 SWP

swpl4 down 9216 SWp

swpl5 up 100G 9216 SwWp ossg-int-rcfl0
swplb

swpl6 up 100G 9216 SWp O0ssg—-int-rcfl0
swpl6

1. SFTERSERBIERS

r48ER & 1E1Bshow -IPSpace Cluster,



2. BT EREPHRGAERERER ¢

44

&

LUF A EnR 1 A ERG2 LA R BB A E R ¢

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Health
IPspace
Status

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

e3a
healthy
e3b
healthy

Cluster
false

Cluster
false

Node: node2

Ignore

Health

Health

Cluster

Cluster

up 9000 auto/100000

up 9000 auto/100000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

e3a
healthy
e3b
healthy

TEERT

Cluster
false

Cluster
false

Cluster

Cluster

up 9000 auto/100000

up 9000 auto/100000



&

THEARETEEPHRMNBRERTNERENR -

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

Rk

- (EERRL1 LRSI IR e3bIN B4R « AR EFSN21003 BRI STIRAVE B BT « Ie3bBIEERERM

FaSW2_ERYEIZIRS o
- (EEIRL2 RS BRI IRe3bIN T ABAR « ABEFISN21003 BRI ST IRAVE B BAR © ie3bBIBEREM
2RSW2_ERVEZIRS o



Cumulus Linux 4.4.x

1. [[step14] 7E32#8% SW2 t - BUAPRTAEH ERAAVEIHR o
TFap < AR HZR SW2 L RUF E M ERRARVEERIE

cumulus@sw2:~$ net del interface swpls0-3, swp2s0-3, swp3-14 link
down

cumulus@sw2:~$ net pending

cumulus@sw2:~$ net commit

2. 1EXHEE SW2 L FERPATAEREHEE

net show interface all
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cumulus@sw2:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
DN swplsO 10G 9216 Trunk/L2 Master:
br default (UP)
DN swplsl 10G 9216 Trunk/L2 Master:
br default (UP)
DN swpls2 10G 9216 Trunk/L2 Master:
br default (UP)
DN swpls3 10G 9216 Trunk/L2 Master:
br default (UP)
DN swp2s0 25G 9216 Trunk/L2 Master:
br default (UP)
DN swp2sl 25G 9216 Trunk/L2 Master:
br default (UP)
DN SWp2s2 25G 9216 Trunk/L2 Master:
br default (UP)
DN swp2s3 25G 9216 Trunk/L2 Master:
br default (UP)
UP swp3 100G 9216 Trunk/L2 nodel (e3b) Master:
br default (UP)
UP swpé 100G 9216 Trunk/L2 node?2 (e3b) Master:

br default (UP)

Up swplb 100G 9216 BondMember swplb Master:

cluster isl (UP)
UP swpl6 100G 9216 BondMember swpl6 Master:

cluster isl (UP)

3. TEXRHASS swi l SW2 L - I WMEERE A —EEREISERIRES

net show 1lldp

TEEHIRER I HgRswIFISW2HEELER :



cumulus@swl:~$ net show 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 nodel e3a

swp4 100G Trunk/L2 node?2 e3a

swplb 100G BondMember sw2 swplb5
swpl6 100G BondMember sw2 swplb6

cumulus@sw2:~$ net show 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 nodel e3b

swp4 100G Trunk/L2 node? e3b

swplb 100G BondMember swl swplb
swpl6 100G BondMember swl swpl6

Cumulus Linux 5.x

1. [[step14] 7E32#8% SW2 t - BIFAPTA EH ERGAVEIHR o
T5er< RITE A HAB SW2 LRI E M BN R AYE IR ¢

cumulus@sw2:~$ nv set interface swpls0-3,swp2s0-3,swp3-14 link state

up
cumulus@sw2:~$ nv config apply
cumulus@sw2:~$ nv config save

2. 1EXIAEE SW2 L FERATAEREHEE !

nv show interface



cumulus@sw2:~$ nv show interface

Interface State Speed MTU Type Remote Host
Remote Port Summary

swplsO up 10G 9216 SWp odg-a300-1a

ela

swplsl up 10G 9216 SWp odg-a300-1b
ela

swpls2 down 10G 9216 SWp

swpls3 down 10G 9216 SWp

swp2s0 down 25G 9216 SWp

swp2sl down 25G 9216 SwWp

sSwWp2s2 down 25G 9216 SWp

swp2s3 down 25G 9216 SWp

swp3 down 9216 SWp

swp4 down 9216 SWp

swpléd down 9216 SWp

swplb up 100G 9216 SWp O0ssg—-int-rcfl0
swplb

swpl6 up 100G 9216 SWp ossg-int-rcfl0
swpl6

TER S sw1 A SW2 | ~ FESTMEEIRERA —EE R 2 S E R8s

nv show interface --view=1lldp

THIEFIRERI AT sw1 Fl SW2 FEEER !

cumulus@swl:~$ nv show interface --view=1lldp

Interface Speed Type Remote Host
Remote Port

swplsO 10G SWpP odg-a300-1la
ela
swplsl 10G SWp odg-a300-1b



ela

swpls2 10G SwWp

swpls3 10G SWp

swp2s0 25G SWp

swp2sl 25G SWpP

SWp2s2 25G SWp

swp2s3 25G sSWp

swp3 SWp

swp4 sSwp

swpléd sSwp

swplb 100G SWP ossg-int-rcfl0
swplb

swplo6 100G SWpP ossg-int-rcfl0
swpl6

cumulus@sw2:~$ nv show interface --view=1lldp

Interface Speed Type Remote Host
Remote Port

swplsO 10G SWp odg-a300-1la

ela

swplsl 10G SWp odg-a300-1b
ela

swpls?2 10G SWp

swpls3 10G SWp

swp2s0 25G SWp

swp2sl 25G SWp

SWp2s2 25G SWp

swp2s3 25G SwWp

swp3 SWp

swp4 sSwp

swpléd sSwp

swplb 100G SWp ossg-int-rcfl0
swplb

swpl6 100G SWp ossg-int-rcfl0

swpl6



1. ETREPHRRIINVEREEEREN
network device-discovery show -protocol 1ldp

T

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel /11dp
e3a swl (b8:ce:f6:19:1a:7e) swp3 —
e3b sw2 (b8:ce:f6:19:1b:96) swp3 -
node?2 /11dp
e3a swl (b8:ce:f6:19:1a:7e) swp4 —
e3b sw2 (b8:ce:f6:19:1b:96) swpé -

2. P AREERIRERIERERF !

T48ERE1E1Bshow -IPSpace Cluster.



&

LUF A EnR 1 A ERG2 LA R BB A E R ¢

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

Node: node2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

TER3 : BusaHRs
1. EFEEELHRE LRAEHER :

net interface modify -vserver Cluster -1if * -—-auto-revert true

52



&

clusterl::*> net interface modify -vserver Cluster -1if * -auto

-revert true

Vserver

Logical
Interface

Auto-revert

Cluster

2. BRBFRAENEESEET lruel & s Homel

net interface show -vserver Cluster

il

G) =

RETE

nodel clusl
nodel clus2
node2 clusl
node2 clus?2

RE—ENR R BESTRY

true
true
true

true

LT &8 B lifs#B1Enode1Inode2_k ~ A Tis Homel #&ARAH :

clusterl::*> net interface show

Current Is
Vserver

Home

true

true

true

3. HERREEEFR !

Logical

Interface

nodel clusl

nodel clus2

node2 clusl

node2 clus2

Status

-vserver Cluster

Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

169.254.209.69/16

169.254.49.125/16

169.254.47.194/16

169.254.19.183/16

Current

Node

nodel

nodel

node?2

node?2

Port

e3a

e3b

e3a

e3b
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MEmeEEs « BN RERT

e

THEH PR RE L EREEREEFA :

clusterl::*> network options switchless-cluster show
Enable Switchless Cluster: false

4. BprE R e PENRERL B AUARAE
MRERT

e

THEHRTREETHRNREN RN EREN -

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false
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FHhRA<ONTAP

B LAERE network interface check cluster-connectivity p< ARBIEEELFHZEUS
& REEETFEEERN

network interface check cluster-connectivity start #l network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

* R AEHEMNERBWIT show sn P LUBEREHAE R

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Ffi5 ONTAP hias

HH A ONTAP HZs ~ AT LR cluster ping-cluster -node <name> HSEEBAIFFEINGS

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is nodel

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel e3a
Cluster nodel clus2 169.254.49.125 nodel e3b
Cluster node2 clusl 169.254.47.194 node2 e3a
Cluster node2 clus2 169.254.19.183 node2 e3b
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. BREEFREE[D admin -
let -priv. admin]
2. NREE)FBHENEIEZR « 550U AutoSupport TF5H B3R E B LETHAE -

FAMEREEAutoSupport Re=E it 0l FAERZE*-type all -most MAn=end

ETRRIE?
IR BR TR - AL "ECE AR R IE" o
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