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date-and-time [node-
name:iscsi.session.stateChanged:notice]:
iSCSI session state is changed to Connected
for the target iSCSI-target (type:

dr auxiliary, address: ip-address).
date-and-time [node-
name:iscsi.session.stateChanged:notice]:
iSCSI session state is changed to Connected
for the target iSCSI-target (type:

dr partner, address: ip-address).
date-and-time [node-
name:iscsi.session.stateChanged:notice]:
1SCSI session state is changed to Connected
for the target iSCSI-target (type:

dr auxiliary, address: ip-address).
date-and-time [node-
name:iscsi.session.stateChanged:notice]:
iSCSI session state is changed to Connected
for the target iSCSI-target (type:

dr partner, address: ip-address).

d. EERAINEERPENEFHNDERRERMFlash * (FFFlash) &
I8 o

MRRAFIRTEEESR 558 Tys o

4. BARRREHERENSTR

b. {#F Tprontenv] <t
C. MNRIRIBEHBARUTERE « BEAR & RIESHLTE  SFE_HIMUEHK -
d. {8 lshavenv) F<RHEFEE o

S. T—{EEURIISHIRGARRE
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6. ERAERIERFTH  #A boot_ontaps &< ©

MNRIEET... Rik..x
BART HET—5 o
EFEZHE. . a. BALIEBLLERES o

ﬁ M#EFA B Eshow) LT BRMMEERBITETE

§u‘}|

7. BEERERERESER L -
8. " "shorage R &5 & IM1E-fromnode" i < SRIEENE ©
0. EEERTFITH ~ EA Mnetint-isEEHR HLEEEENTE

MRBEFEANEHETE R~ AER Metint BER <R ELENTEEREEFEZE o
10. BEZEBEBEEENEDR - REBUT Tvrsion -vi HLIIBEONTAP Rz
M. MREER [EFESEREEREAE-BENiEtue) HTERBENIRE ©
#EIE2 | LI EIEEMetroCluster BYINREAR AR IR FAE IIRIEBR R
T JATEONTAP USBHABR ISR IERIRR ~ T ER-EIRIREAEY o
A2 R € aiZiMetroCluster FIR Z4HRE R ©

FER
1. EHARRIERFITH  RUSBIRPIEIEIEFAMEIRIEIRA . Tboot_recovery

MR EEUSBRES HE T8 ©

2. HIRGRTES ~ SFEARGETE « JERTER LS FENARTRHTERRE o
3. BEMEZE  FRBERER :

a. AR TEEREDERE 51 Tny -

b. RIFIRTNEMBE « % Ty FAERITLRIEREE -

EZERTFERFRTRREREERS o

4. ZIFFAES « s37EEF Press Ctrl-C for Boot Menu (3ZCtrl-C# ABIEINGER) 1 2%, TCtrl-C) ~ b

7ERET Boot Menu (FEMEINAER) 1 FRPEBUEIRG o
5. ERRIREHRNERNETER o
a. WERBEHAERRNERTFIT
b. {EF Tprontenv) FLIBEIBIESHRTE o
C. MRINFEHCRMTAIARTE « FAEAX £ IRIFEHLE  EHE aImMUENR -
d. £/ Tshavenv) Sm<RHEEE
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e. EHRENENRS o

HABRTE L EIEL MetroCluster 4RV SRS | FAS9000

STERRIEI T E E AR > HliTMetroClustert/#2(F - FAS9000 & R{E IR FENRIBNEASE
[Ri2F - AR BEEENIRARINE -

T E(2E AR a2 MetroCluster BY R TEE4HAE ©

1. BRSSP A ENRE R R ERER S TRUAE. ARRE : MetroCluster TRERERRL

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. ESBFRASVM_EREE L BE58h - MetroCluster Svserver show

3. BB ERIEEFMBITNERBELIFBEE S EMINTEAK - MetroCluster iZFEIEZELIF show,
4 REEFEPNEAERFER "MetroCluster B[R L HITHIA ©

5. BRI EE B 58 © MetroCluster T REET

EREEN TFEUH ARREE « THREEEERNERITH !

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

BRERN TER) ARARE  BIRISERTHA/EE
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cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MBI EERRERBEREASETH » A LUEA MetroCluster show config-repl# Bres@® ikfEshow) &
LREEEITHIELEMEE o

6. EFEII1ERISnapMirrors{SnapVault N EERI4REE o
ZIFNN%E - FAS9000

e AR BNEAS LAVINE - FAS9000RAAHES IE FHNRENRISERIRIERT - NIEEHREL
BRAS IS o

REBCHTREESHL > STRERNZBURERFNE - MREFRELCHRARERAMETIHEERS > 5HR
BICERENIRRE EIE F RPN E ©
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NEZHREEER (OKM)
it ONTAP FIHINEERBEFRAZEHEEER (OKM) #HRE -

Az Al
ARG EEBEFUTEN

* EWABEHENZIEEER AR EREE
* "Onboard Key Manager {5 E A"

* EAUTAHRRCESHES ERINVBHBEEMNAENER | "AkRENESREERONEELER

RARSSZAREERIE -

1. BB IR A IR B B R3S o
2. EONTAPERENEE h > BEIRHFERVEEIA

HRZ<ONTAP FEEULER
20439.8 T EEHTHRASONTAP BEHEEIF 10 ©

TR IR R &L A

Please choose one of the following:

1) Normal Boot.

2) Boot without /etc/rc.

3) Change password.

4) Clean configuration and initialize
all disks.

5) Maintenance mode boot.

6) Update flash from backup config.
7) Install new software first.

8) Reboot node.

9) Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery
secrets.

(11) Configure node for external key
management.

Selection (1-11)2? 10
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FRZSONTAP ZEANIEIETE
EHRRZSONTAP ZEENPEEIETE recover onboard keymanager

RET R TRER S A

Please choose one of the following:

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize
all disks.

(5) Maintenance mode boot.

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

Selection (1-19)7?
recover onboard keymanager

- MEHRTRES > SRS IC RS BHEE SRR
s fET

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

- MARELENVEREERMR o
B AR R S AR EEBARS
BmE AR
Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

- SREIABOER -

a. fh 1 BEGIN BACKUP 7% END BACKUP 1THIFRE AR » SI3EMRITSE o
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s

Enter the backup data:

—————————————————————————— BEGIN

BACKUP————————————— -
01234567890123456789012345678901234567890123456789012345678901
23

12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
34567890123456789012345678901234567890123456789012345678901234
56
45678901234567890123456789012345678901234567890123456789012345
67
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA



AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAA

AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARARA
AA
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAARAAAAAARAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAAANAAAAANAA
AA

——————————————————————————— END
BACKUP--————————— = —————

b. MARNBLERE > HWMROEHE -
RIEBZTR » R TR ¢

Successfully recovered keymanager secrets.



s

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b db g
khkkkkhkhkkhk ki hrkkhkkhkkkkkhx

* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to
synchronize the key database after the node reboots.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i b b b b b b b b b b Y

R b b b b b b b b b b b b b b b b o d

@ MRETHBHEERARUTAR » SBNEEBIRIE | Successfully recovered
keymanager secrets ° EITHIEHEPRUMEETRSR ©

6. BEZEIR 1 R ENRE BRI E AONTAP ©



10.

s

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

R IR I e I b dh db I b I b db b Ib b 4

* Select option " (1) Normal Boot." to complete the recovery

process.
*

R R i e S i b I b b b b 2h b b dh b Sb b 2 dh b b S b dh b b S b dh b b dh b db b db db b b b b 2h b b dh b db b b db b b Sb i db b 4

R b b b b b b b b b b b b b b b b b

(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

FESDIEH ST QB T E ¢

Waiting for giveback..(Press Ctrl-C to abort wait)

R S ERHHIEHIZS

FRERIRIEHES

storage failover giveback -fromnode local -only-cfo-aggregates true
RN HEEHE -

Z£EA CFO RER&E > AT SHEES !

security key-manager onboard sync

HIRRTE - WARELENRRSZ IR E RSN TS

23
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Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted
volumes are not brought online automatically, they can be
brought online manually using the "volume online -vserver

<vserver> -volume <volume name>" command.

(D NRED T > AIEEEERTE » FEIEHMASE - MREP KK > AIGEE0EE
RN Z AT EEEREE o SA70MEAEIRIF - HRISESMEEERP RINALE o

. BRFMESRHEEREY !
security key-manager key query -restored false
ZEn L TEEEHAGAR - MRBREAER > FEERT @SS > HIRBEREDALE
RAR A TERSFHIERS

12. BRIERREGIZR

storage failover giveback -fromnode local

13. IRIEFHEERIEINEE > FER !
storage failover modify -node local -auto-giveback true
14. YNERELF AutoSupport ~ 5B BENELZA) :
system node autosupport invoke -node * -type all -message MAINT=END
SMEREIREBIERER (EKM)
€ ONTAP F#INRERIZR MNP iR EIEIZ TUAERE o

a2 Al
WA —EREERFHD P URELUTIESE !

* */cfcard/kmip/servers.cfg' #§2&8% KMIP {alfiR23 it FNERHIR
* */cfcard/kmip/certs/client.crt X (FPiHEE)

* */cfcard/kmip/certs/client.key X1 (FFixHZE)

* /cfcard/kmip/certs/CA.pem t€% (KMIP fafk23 CA /&:8)



R RIBHERIE

1. BB B R AR S B A PRI 28
2. EIEIHIE 11 EONTAPE ENEE

RET G TR RS A

3. HIRIETRES > AN EWERIFERE ¢

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.

Maintenance mode boot.

Install new software first.

Reboot node.

Configure Advanced Drive Partitioning.

) Set Onboard Key Manager recovery secrets.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7)
(8)
(9)
(10
(1

1) Configure node for external key management.
Selection (1-11)2 11

R

Do you have a copy
{y/n}
Do you have a copy
{y/n}
Do you have a copy
Do you have a copy

of the

of the

of the
of the

4. HIRRTRE > FRAT P IR EIRES E

3]

/cfcard/kmip/certs/client.crt file?

/cfcard/kmip/certs/client.key file?

/cfcard/kmip/certs/CA.pem file? {y/n}
/cfcard/kmip/servers.cfg file? {y/n}

a. MAZPIRE:E (clientcrt) HEREMRNS » & BEGIN 78 END 17 ©
b.

BMAZPImESIE (clientkey) HEZEMAZR > 85 BEGIN #1 END 17 ©
B A KMIP {@hRkes CA(s) (CA.pem) tEZ AR » B31E BEGIN #1 END 17 ©

A AKMIP{EIARR 83 Pt o

A KMIP [EARESEIZE (32 Enter SRIEFATEREIZIE 5696) o

25
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Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....
kmip init: configuring ports

Running command '/sbin/ifconfig e0M'

kmip init: cmd: ReleaseExtraBSDPort eOM

WRigiBIZTeRY » WERM TR ¢
Successfully recovered keymanager secrets.

T

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....
Performing initialization of OpenSSL

Successfully recovered keymanager secrets.

- BEESTE 1R ENEE L ERIENIE A ONTAP ©
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* Select option " (1) Normal Boot." to complete the recovery
process.

*

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b S b i g
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(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

6. MR =RHEHRIEINEE > FER -
storage failover modify -node local -auto-giveback true
7. YNSRERA AutoSupport ~ FEER BRI A :

system node autosupport invoke -node * -type all -message MAINT=END

S PEZ 43R [E] NetApp - FAS9000

s IKIREHHEMEY RMA SREAFBYERPR - iREETHR[O4NetApp - 2R "SHREEE
7" BEZENFSHER - FASO000RMRIERFEREIRIRERRER - M ZEBFEH
IRASIRIE ©

EIRREVEAR S FIE | Bz OEENREEE | FAS9000

B R e EREAutoSupport —HIHRFEE (ASUP) B ~ I5HIBAHERARR « M AEIHR
PG SRR PRV REVEAE ~ BRIFEBMHEEFE  WN5RAutoSupport REXFLEINEE ~ &R
LUE B EERYEELEDS R PR IREUEA o S a] AFTIE s E 1 TBRIX9170AIZOME
ENEAR ~ MNSRICEASNS 224 AR B L S TEAFF SVAT00 %4 ~ RIFRZUCREA -

27


https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma

FYaZ Al
* T EE AR AR R R N ERFRUT AR E IR PR o
* INRAIQIREVEARRIAERAIET ~ 5B 20 "HST IR IR EEAR" o
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I | RS RAARR

AR IARIERES R EFETERI SRR « WL BRAZEIEGEE « WERSERSEER
BRI SRERERUEN -

RIRERI(E

* NRIEE SAN R47% » Bl Bl EHRFEEEHI2S SCSI ﬂféﬁ']%#fzﬂé cluster kernel-service
show © cluster kernel-service show 5% (1 priv EMEETR) ZREEREIILATE « "(hERE ZEEM
A EAREE ~ UK ZEREAVEZEAREE ©

BESCSI7TIEEIEF AR AR ENNEMEREI PRI o EREEMUATER - T HEEEET
B o

- B EA AL EBIRRES RIS E AP AR - MBREREIATAY  RED TSI
T R RTTAERTIRINE « AL AT RS AN AIEERE ; B2 HH
HEERS" o

1. MREABT TZ481 08 ~ AMUATIH BRI B8 EZEAutoSupport AutoSupport

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

T%AutoSupport Bl R8T B BN 1L 22 B/

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. (=REHRE
a. EREEEFISRNERSHAUTHS !
storage failover modify -node impaired node name -auto-giveback false

b. A yELEIRT MCESEFREIOE?) K
3. BZBAEHI BB EHARER

NRZHEOEFBRERRT... AE..

AR AIET—%

IEEERIRE. .. &Ctrl-C ~ ABTEHIRRTEOEE Ty, o
ARSI 2R SR E E LR IARVIESES |

storage failover takeover -ofnode
impaired node name -halt true

--halt true_ 2 EHTEA Loader IR MFIT ©
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EEIE2 | PEf2R IR E EiRiMetroCluster I ARZ
EERRFIERIEHIZS « KN BFIETERIZIAVAREE ~ WL EEFUIAIESIZS ~ RS AIEHIZFEBNTIE
B SSREERR A IR I E R o
RAMEIETE
* RN BERRERFERFRITERERESRFE - TEAREIERISHEEE -

1. #EMetroCluster TRIEFE 1 AREE - ¥EIZIEMIZEHISR ST EBIIRE NEFE ) ZHI23MetroCluster
TRIEE]

2. REDHEEIAME « BIRE T REEET

WMREEHIZIZIE... R&...

[SA=EE:! BET— o

EEN=EpE REEREHIZSRITHE NI EEMetroCluster @ T T3]
)

HARBEEIR - LESE éﬁﬁ?@ﬂ SIREE ~ auﬁ BIHE ~ sAMRRILREIRE « ABEHE—R - IR

FiMetroCluster TEREIH @n iﬁ@??ﬁ% © SRR R ST R BRFT ©
LEITIH ~ THERITRR

3. #MetroCluster TEEBRIEEHIT Mfi1E PEERAggregate] T < ~ UEHRIT ERESEE o

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

WRBFEWE R ~ o LUIEIEMetroCluster £ T-overre-etoes) S¥EMEL NEFR) < o IRKE
fEFRLLERZE %Eﬂ%ﬁﬁiﬁi&ﬂ@\ﬁ 53R~ LUBALEIB1E R -

4. {EFMetroCluster flexoperationshowdp & HERIEE B 5T ©

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

Ifl'fT

o

5. {8 Tshorage Aggregate show, #B<HRIGEE S EERVARES



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. A MetroCluster fifiiE PEERIREESRE A< RIEERESEE -

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MRBEWS R ~ (BATLUEIZEEFEMetroCluster -overrover-etoes2E(E Y, NEE) 7% o MR
FEARAILERZSY - RGBT ERTMAHRETR - LUFHLIEBEEE -

7. fEMetroCluster BRYMtEEE EfEA TF1EfEEshow) @< ~ HEHMEEIFEETTH !

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -

8. TERIBRRVIEHIREAE L ~ INTERMAESS -

FER2 | BIREHTIE IREVELR

NVMe SSD Flash Cache %48 ( Flash Cache Z{|REVEZE) 2IRILAVIELE - EFUIMRNVRAMIEAERNIER - &2
EIAT I REVEAR A ERE R RS EEEC L « AR KBS EN T RIEFEITER °

FsAZ Al

THRFERALOANTERERMT - REWFERME :

* EXREBEBERARITRRREZ REEERNTEERR o

* EXARERNAE -

* EAE S EIRREUEE 2 AT « BIREIREL BRI B A SSRTARS ©

* EIRREVRAEN S B4R RHRREVEAEER) « (BRI LR B RNERIERRE
* EEREPNFA MO AIERERE ; TR « SR RRERIT S IRERP]T -
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1. IR RIEH ~ FHIEREE o
2. 7EilfEe T « BB MREVEAEESENRBERLED - B REURAE
3. TERRIRENELR

@ MRECEERBPIIEEM RIS « SFRIFEQRAE - ABRPITT—F o

280200090

00
()20}

M=

(1] FE TSR -
(2] RIS AACAMEREE o

a. T IREVEAE [EE R B R2 iR o

@ sANERMRSEA A FERECH/0 CAMIZ AR HIREVEAE - R5EFAA FE&RII/O CAMIZ
HERHEZENVRAM101R4E « MIFIREVELR -

b. HEECAMIEIE « HEIREVELRBHLA B HNVRAM104E4E ©
C. ECAMIBIEEIEA S EEHL « BTAIENVRAM1 0t 4H FRASBRIRENARAR ©

ENVRAM101E B TS FRIREUEARRT ~ SR STIRRAARA o

4. RELIREVEAE
a. RREVEAEHVBASENVRAM 1 0RRARRIFEFLETES ©
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b. S IREVIEABITIEALE « EEICAMIEF LA o
c. FERSCAMIEIE « EEIMEEI o

FER3 | AEEEHAX9170AZ CMEENTRAH

1TBIRENAZCMEED (X9170A) {ZAICAFF IR HIEERIAIINAE o M OMRENMEAREIEEAIIN o #2OVRENEREE
U &S EHEIE6-1BINVRAMIRAEIEE - EEEIRTGTIE % OMBENELE « SEI e E1 - RRKBRFEY
BRIE R E B o

Bth 2 B
* (EMRGLEHITONTAP R BHHRAEITIAL « 7 AR IR OMBEDAE o
* XO170AREENEAB T AT ST o
* B EIRRTUSIRENRAE 2 AT  BIRENRE AR I B AR TOIARS
* (SR AREITIEX1 7O RENEAR « SRR —E -
* BERBTIRE TS AL RIESE TR« CUERERIT B -
1. IMBIEH I © SEIEREEH, o
2. INRICEBIRAFEAVL OMBENELR B HAABER

220800090

o
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]
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e o

CMEENELACAMIELE o
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a. FEEEFENEGBERLEDSHIERAE
b. $# FZCMEENRAE IE E A% R RUI% R o

@ sA/NERMRIRANA FEMRECAYI/O CAMAZSH AR HiZ CMRENEAR - RSRFBFEHI/O0
CAMiZEH &R HEZENVRAM10/E4E ~ MIFZCMRENTRAE o

C. IEECAMIEIE « BRIt OMEENEAR RSB HNVRAMA 01&4H ©
d. B CAMIEIREREY A MERHT ~ UHENVRAM101E48 FhFE PRz OMEENIEAR ~ W4 HTE—
ENVRAM1 O1EAB R BRAZIOMBENIEAB BT ~ sATS A SZIBIZ OMBENTEAR o

3. ZEERZOMEENEAR ¢

a. MREELEBIZCMEENEZR ~ S5 1EHEIE6-1PRPRTTA1EAE ©

b. iz CMEENEAR RS ENVRAM10E 4B AV BE FLET S ©

C. FZCMBENEAREHE A s HEICAMIBFELEEA o

d. FeECAMIEIE « EEISREEIML ©
R4 | FIAFRUZ EFEENIESIZS
FEIFRUZE - S BEHEENEHIZ3E4E o

EEONTAP RE AR ~FE IO ~ 55%A Tbyes o
LER5 | 1T EE1ZEMetroCluster AR ZRRE P HACI E SRS
T EEE RN EEi2EMetroCluster FYRTTERAHAE o

1. ERsEFnA MBS T &R TBUB1 #RAE : MetroCluster EERENES )

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

34



HSPFRBSVM LM EMRFEF B5EM - MetroCluster 'Svserver show

R EEFEMPITHNEF EBLIFBEE S EMINSTR  'MetroCluster BRIEELIF show,
RIFEEETHEAEEER TMetroCluster IR 2T o

. FERYBAEEBSER © MetroCluster TREER

o &~ W BN

ERERN [FEUHR KRR « PHREEERDERN TS -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

ERERN EE) KRR ~ BIRISTRTHRIEE !

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MRYBLAEERERRIABETTR ~ EAILUER MetroCluster show config-repl# Bres[Eld ikfEshow] &
DIIREEITHAVE RS o

6. EFIEI1EISnapMirrora{SnapVault F5EEERIERRE o

T ER6 | IREIEZTFERIE G NetApp

MEHFEMHIRMAIE R « i IEZHREINetApp o W "SRG E SR BFHAEN - FA2RER °

EATHAREVIEAE © FAS9000

NVMe SSD REGIRENELE ( Flash Cache S{IREXVELE) £ FAS9000 R 47tiEE 6 BY
NVRAM10 1&E4HAT /5 o #ES189.4B3850NTAP ~ Ra U BRI ARXZIERES ~ HHERAE
ERREEZREAT IR o

FsAZ Al
THREERAOANTERERMT « REWFERME :
* EXARBERAREREZIRBIEENFERR
* EXAXERNEE o
* BIRREEEN A B REH R REUEEMER ~ (BRILUIRB RREBSRME ©
* REFRMPIFAEEMTHEROAEREF ; TR » B AR ERMTSZEERT
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1. IR RIEH ~ FHIEREE o
2. 7EilfEeH « BB REVEAEESEENRBERLED - B REURAE
3. FEfFIFREVERIEELUETER « Y1 TFFIm ¢

a. BRANEMIRASBIEHIRE : ONTAP

i EEIZENEL PR IREUEAER E « SH4RIEMFSE - TSystem Node run local sysconfig -ave] (%
IR ENELIT A sysconfig -ave)

i. EEIRERBRT  BEFETHNVBENVMeIEE - THERFIRT ST HEROIE ly, © T&4%
Pt BB AE A EHARNEEEREE node _name -slot slid_number | F3Ia<$ & EHEZE1 _EAYIHEIEG-2
LUHEHR ~ WEERAZ2FHRHE .

::> system controller slot module replace -node nodel -slot 6-2

Warning: NVMe module in slot 6-2 of the node nodel will be powered
off for replacement.
Do you want to continue? (yln): "y

The module has been successfully powered off. It can now be
safely replaced.

After the replacement module is inserted, use the "system
controller slot module insert" command to place the module into
service.

i {55 F3 A AR B3 BB IR A showdp < R EIEARAS o
NVMelBEREEE R ET RN REEENE BRI PER IFHER -

b. FERREMIRALEFRRZ | ONTAP

. £ B1RENEE PRt RERAE R £ ~ Z2HREIRAMESE ¢ [System Node run local sysconfig -av6l (%
IRENEE BT A sysconfig -ave)

ii. EEIREREBRD « EHEEBRBENVMeEE « LERRIRTELEERLIRE ly) @ TRFE
il AR R AT PRENRL BN RE BN RS R TB- B AIBARSE ) T < MR LaVEE6-2LUMHBER -
WERAI ZE2BFRAE -

::> system controller slot module remove -node nodel -slot 6-2
Warning: SSD module in slot 6-2 of the node nodel will be powered
off for removal.

Do you want to continue? (y|n): "y

The module has been successfully removed from service and powered
off. It can now be safely removed.
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BRI o

IREVIEAECAMBRIE o

a. #ZTREVEAE IE BRI B RERI% R

@ sANERMRSEA A FERECH/0 CAMIZIHARR HIRENRAE - #R5EAIA FERII/O CAMAR
HEREEENVRAM101EAE ~ MIFIREEA o

b. TEECAMIEIE « EEIREVEHRIAEHNVRAM101E4] o
C. IRCAMIEIBEERI TS REEHL « BIRTHENVRAM 101 AH RFZFRIREVIELE o
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FENVRAM1OIEAB TS FRIREVRARRT ~ SBF5 0 XRa R4 ©

O. LEIREVIEA ¢
a. RIREVEAARVIBAEEINVRAM 1 0RR AR FEFLEES ©
b. HHIREVEAREHEATIR - EFICAMIBFLEFRA ©
C. e CAMIEIE « ERISHE R
6. EF TRFIEHIZREE R insert) sy LA EHRIREUEAE LA « Y1 TFFIR :

Toar < EEEBERL1 EAVEEC-2 LRI « TR EMEAEAR ¢

::> system controller slot module insert -node nodel -slot 6-2

Warning: NVMe module in slot 6-2 of the node localhost will be powered
on and initialized.
Do you want to continue? (y|n): "y

The module has been successfully powered on, initialized and placed into
service.

(U

7. R TRGIZERIZHEERBshow) 8n < RERZIEEINAE o
MRy L BLREEO E 16 E20REHRES ERK) ~ WREERE A HIRE -

8. HEREMRIREURARE LR E M ~ ABURE SIS BERLEDARSRE | syssconfig -av
slid_number

@ N RGN E MR e B REE AR SR BV IR ERAEZR ~ Bsp St P S BB 4 fs o
9. MNEHBEMBIRMAIERFI « BEHPEZH3EEINetApp o N "SHE S E E BHAEN « 2B E@ °
"k
1Fa
HFEEIREEE © FAS9000

AMHRIFIE At A IERENF ; T GRS ERERPT

* TR LR EAR RS ONTAP R4tz B AIFRA RRASAITNAE o
* IR EERTE - HINEMAEE « TR SESHMAREPEETRIRTS THEA S0 72 S o

RERA#ZEHI 28 - FAS9000
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EIA - RARAIERIER

IERFERR AAMEMIERN RS - BRERBEEREEMENFEEN > 5520 "ESRMILHEERET
RIRFRIR T 2215 - NetApp FGREE" o

FRtEZ Al

* AT ERERLERERME
° ONTAP WA AR EESVE ©
° SEEEFIZZH9 BMC 1ZEXEES] ©

c ERECHEAVENT AMLHELETER

* FMATREMIER :
° MUTHM "RAERERTIBE" o
° 1% ONTAP AR EEZENRFAREA o
° FRIRAEAIRERE "Active |Q BEEREER" o 58 NRA L BRIFEENEMHIE « ARG LM LED

o

1. 3538 SSH BARE « SifEAAM TS EENECHEN / T1EE - REETNERHREA
2. FILFRER R | EH47FEX NetApp R _LRIER] ©

3. H{ESMNERER TIE o

4. UNSRESA AutoSupport > SEINGIEIZRERIL > W5 ISTEEA R RREGRAVESR

system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"

5. BBIFRA S EEREH SP / BMC fidlt :
system service-processor show -node * -fields address

6. #5REZEE Shell :
exit

7. R E—F 8t E R EREIEERY IP (it > 3538 SSH B A SP/BMC » MUBEIEERE ©
MREERNREES | BB  FEAERNEEEIRSTRE LGS o

8. {EIL UM B PR ME ER -

system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true

HHATE StrictSync #20 N EH SnapMirror [B)F1R{EEEE | system node halt -node

(:) <nodel>,<node2> -skip-lif-migration-before-shutdown true -ignore
—quorum-warnings true -inhibit-takeover true -ignore-strict-sync
-warnings true

39


https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/
https://activeiq.netapp.com/

0. BB TIIEER  FREFETHSEZFIREA *y*
Warning: Are you sure you want to halt node <node name>? {y|n}:
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1. #&MetroCluster RIEE | #KEE « HIETFZIEMITHIS ST EEHYAE NEE) #£Hl28MetroCluster © T
RIEE]
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3. f&MetroCluster TFEEEMIT [fR1E PEERAggregate] < - UEMRT ERESHS ©

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.
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controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. A Tshorage Aggregate show] &< HKIGEESEEAIARAE o

controller A 1::> storage aggregate show

Aggregate Size Available Used% State #Vols Nodes
Status

aggr_ b2 227.1GB 227 .1GB % online 0 mccl-az2
raid dp, mirrored, normal...

6. {FH MetroCluster fiii18 PEERIRESRE) HLREERESHE o

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MNREEWE R ~ Eo] LUEEIE{EHMetroCluster -overrover-etoes2 8 E#HEH T
ERZ2H¥ AR ERTMAESES R « UBFIHEEIEE o

7. #EMetroCluster BRUtEEEE FfEF TELE(EEshow) @< -~ BEHMEEIFEESTH !

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -
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@ MREEEHIET « BIEFIZMEAEFRKEONTAP 15 ~ FB#A Thalty ~ ABESHAR
RTRFTHA boot ONTAP) ~ MfEHIRIRREHE Crl-Cy ~ ABERILTER -
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FRETTHRIHAIRREEBFEZARE) o
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

HERFTAESVM LM EMREP B5ERK - MetroCluster TSvserver show ]
RS ERIEEMPITHNEMESLIFRER ST EMINTA - MetroCluster ZFEIRELIF show.
WEEEERIMEMAEZAFER TMetroCluster 3BR ] SLHITHIA o

RUBAEEBSER - MetroCluster TREEMR]

a &~ w0 DN

EREEN TFEUH ARREER « THREEEERNERITH !

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

BEEEN TEE) KRS « BIoISTRHAESE !

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MRUPILEBERREFREIABETT © EAILUER MetroCluster show config-repl# Bres[@E ikfkshow] &
LIRIBEIEITHRIEEEARES o
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show © cluster kernel-service show 5% (1 priv EMEETR) ZREEREIILATE « "(hERE ZEEM
A EAREE ~ UK ZEREAVEZEAREE ©

BESCSI7TIEEIEF AR AR ENNEMEREI PRI o EREEMUATER - T HEEEET
B o

- B EA AL EBIRRES RIS E AP AR - MBREREIATAY  RED TSI
T R RTTAERTIRINE « AL AT RS AN AIEERE ; B2 HH
HEERS" o

1. MREABT TZ481 08 ~ AMUATIH BRI B8 EZEAutoSupport AutoSupport

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

T%AutoSupport Bl R8T B BN 1L 22 B/

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. (=REHRE
a. EREEEFISRNERSHAUTHS !
storage failover modify -node impaired node name -auto-giveback false

b. A yELEIRT MCESEFREIOE?) K
3. BZBAEHI BB EHARER

NRZHEOEFBRERRT... AE..

AR AIET—%

IEEERIRE. .. &Ctrl-C ~ ABTEHIRRTEOEE Ty, o
ARSI 2R SR E E LR IARVIESES |

storage failover takeover -ofnode
impaired node name -halt true

--halt true_ 2 EHTEA Loader IR MFIT ©
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RAMEIETE
* RN BERRERFERFRITERERESRFE - TEAREIERISHEEE -

1. #EMetroCluster TRIEFE 1 AREE - ¥EIZIEMIZEHISR ST EBIIRE NEFE ) ZHI23MetroCluster
TRIEE]

2. REDHEEIAME « BIRE T REEET

WMREEHIZIZIE... R&...

[SA=EE:! BET— o

EEN=EpE REEREHIZSRITHE NI EEMetroCluster @ T T3]
)

HARBEEIR - LESE éﬁﬁ?@ﬂ SIREE ~ auﬁ BIHE ~ sAMRRILREIRE « ABEHE—R - IR

FiMetroCluster TEREIH @n iﬁ@??ﬁ% © SRR R ST R BRFT ©
LEITIH ~ THERITRR

3. #MetroCluster TEEBRIEEHIT Mfi1E PEERAggregate] T < ~ UEHRIT ERESEE o

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

WRBFEWE R ~ o LUIEIEMetroCluster £ T-overre-etoes) S¥EMEL NEFR) < o IRKE
fEFRLLERZE %Eﬂ%ﬁﬁiﬁi&ﬂ@\ﬁ 53R~ LUBALEIB1E R -

4. {EFMetroCluster flexoperationshowdp & HERIEE B 5T ©

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

Ifl'fT

o

5. {8 Tshorage Aggregate show, #B<HRIGEE S EERVARES
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. A MetroCluster fifiiE PEERIREESRE A< RIEERESEE -

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MRBEWS R ~ (BATLUEIZEEFEMetroCluster -overrover-etoes2E(E Y, NEE) 7% o MR
FEARAILERZSY - RGBT ERTMAHRETR - LUFHLIEBEEE -

7. fEMetroCluster BRYMtEEE EfEA TF1EfEEshow) @< ~ HEHMEEIFEETTH !

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -

8. TERIBRRVIEHIREAE L ~ INTERMAESS -
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3. CAMIBF LR BIEiRm T « ERIMREALE o
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a. [ EEHEHER - FEMER - EEEHEHEPERE - ARRHBEEHEME -

b. E&EZF Press Ctrl-C for Boot Menu (3ZCtrl-C¥ ABIEINGER) 1 BF - 5538 TCtrl-C) FKRAEIFAHLTE
r% °

C. HARERAITHAE R P ENE R E M A T 1A o
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* _replaced_EiELZMEVENSS - EAREFPEERZIEHE o
* Healthy&iZ5Z2 replace ENZERIHABTEESFE o

1. 9N replacem_ EEERBIREEHARIRTETT » sAELERR T ETREH AR TRETT ©
2. 1f health BiBL E ~ @B R4 ¢ cluster date show

HERMR R R IRIER ENREME °
3. EHARRRXIET T ~ 8E_replacement&iZh_EAY B EAFIEFR @ THow date (BEREER) 1
BHEAERFEAGMT. B % ©

4. MAEKE - BEEHREHE LB TEUGMTOAEAMM AL : Tet date mm/dd/ymm' (GREBHEE_A/B/FETE.
) |

S. ?Dﬁ%\g ETEEREE ERRELUGMTOABENIAIESR © Tettime hh : mm:ss) (FREBRFRI_hh i mm @ ss_
6. EFHAENIRRT ~ HEsR B BHEY FRYEEAFIRFR ¢ show date

RERERF I LAGMT. A3 %E o

TR 2 | BRI TEESISRAY HA ARARS
T AEREE RSB THAY HRES « URBEEMRBURSENRFAERE -
1. ERIEGISR RN MR ~ BSIPT AT RETMERA THAL #K%E © Tha-config show,
HARKRERIERTIAE FHIHAH—IE :
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MIEmG

i. EEREREBEE . Tha-config show)
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SR
1. F&E X %2 Config Advisor tETHAE ©
2. MABRRHKVENR « ABE—T TCollect Data (WEEHK}) 1 °

3. #H—T &R R3IRE - ARERL - FREMEHERMEEERT « BRI RERED « DUE

[EEEIRM R 4E4RRRE o
4. H—TEEMNESZER - FA%BIBZE Config Advisor IR ENetApphEait - #&E H hiE4g o

T2 | EEIRMAER
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MRERFFRJUNHAR S P - BITEREFERFETIRER « Izt ENRKIDE BEERGHIE - &
WIATER replaced ERFLFFHESIRMIDEE « ARBEHERSTEEF -

IHEIZFF(EE AR ONTAP HABC S R #IITHV R AR ©
1. AR replaced ENEAEMNHERER (BETR™>"RTA) - BREMEEER - ABREAFAERIRET
Thalt (fF1k) 1

2. 7 _replace_ BB AZETT « BEEE « MR AZFKIDFHERFT « ARIETREBER4AID ~ s58A T
A

3. FH%RF « HFE® LM Twaiting for orgE G EE]...; (EEZEEWE...) ST replace SHi%LF
G~ ARNREENMREECCEIIE RTINS EBEHRAID | TorageRIEHRERER] (torage®
TR EERER)

EaLHEEd  CEZZET RS  5sHZEEHE ENRARIDEE T « BERIERAEIDFIFID o 7
THEERFIF ~ node2B ST ER ~ FTHIZRERIDA 151759706 ©

nodel> “storage failover show’

Takeover
Node Partner Possible State Description
nodel node?2 false System ID changed
on partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for

giveback (HA mailboxes)

4. [EfEEER ~ S EREFEAZOIMEED ¢
a. BELHEMREIRER : Tet -privii s &R
BRI ICHEEE N EREIIR « MRILIEE TY) - HIRERERER ()
b. FFEZCMEED : TRFEREHITEIRE _nocal-node-name_&1EBHEEFE IR
C. IEBMWIEZA « FBFERF s T ©

EA] A T a2 R B Esavecorefn R HVERE ¢ Tystem&iZhrun -node-node-name_&1FE
f¥savecore -ss|

d. REIEIEEREL © et -priv. adminy

S MREMBERREREMEFHMRENE « BILAER T HEP—ERRFRER FFHHIREMED)
fE ~ RICEANEBNEIINIIREEME
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c EENESREENESE
- BESNTEREENESE
6. EIRERES :

a. EEnER « REBMEMNETRE | [RESHEREIRIE-E25_replace_node_name_]

_replacy_nodesi 18 HE7Z % Ml STk B o

MRABIDRIEFT ~ RFIETEEERMARID ~ F#A Tyl o

() oeEmR- CANEEERTR -

"SIONTAP BN EHIRAN (SR BEHREISRE) (High Availability Configuration Guide) "
a. SRR ~ SAMESPHARCH IER ~ MARLIEE | TBRnaiERE)
MEFAEREshow) mTHNBETEEITESIERHMEPEENRLARID -
7. BEE R R EIEEDECHARE ¢ Ttorage disk show -FRAH#E )

JB1Y_replaced ENRARIMARRFEREATBIRARID o TE TSI ~ nodet HEA FIMABRIRE R HTBIRARID
1 1873775277 :

nodel> “storage disk show -ownership®

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home
ID Reserver Pool

1.0.0 aggr0 1 nodel nodel - 1873775277 1873775277 -
1873775277 Pool0
1.0.1 aggr0 1 nodel nodel 1873775277 1873775277 -

1873775277 Pool0

8. MR R #IKAMetroCluster FI2—EAR2INAERVAEAE - ;HEITEIBAAVAREE | MetroCluster TRRZEEET
BfEA]

BiE - FELDERREZEMEEERE « RS EMMBSETERERENIKEE - MR FEDREES
[EE#ER o MetroCluster T{Z1EEiZEshow -Fields node-SystemID) &< G REMNRLID - HZI
ZAHREIMIE IE EARAEA LE o MetroCluster MetroCluster

9. INRENEEZMetroCluster LU ZHEINEEAEMEAVAERE « 55MetroCluster fRZHEARRTE ~ BN RERIATE
EEE2K#IEE FETE, « AIDREIDIB G BB RMIENRIAHERE -

MR T MIBEAFIIRE « RIABRITIEENF
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nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.
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2. RIEFEZ EIFRENRAID ¢ MetroCluster TEiZishow -Fields node-SystemID ~ dr-Partner
SystemID |

TELEEEHIS ~ Node B_12EEIEL « ER#IDA118673209 :

dr-group-id cluster node node-systemid dr-
partner-systemid

1 Cluster A Node A 1 536872914
118073209
1 Cluster B Node B 1 118073209
536872914

2 entries were displayed.

3. 11 T8 ENBL LR i) BXUIRTRFE ISR ALID . T8ER)
TEUEEEFIS ~ FAR#IDA118065481 :

Local System ID: 118065481

4. {EFATE disk show SR TEVSHARAR ID Bifl - EXERMERES#E (BRI FAS &4) ' disk

reassign -s old system ID
LG F ~ 5S4 ¢ THERERTER-s 118673209
AR ICHEAERT ~ eI LUERE Ty o

S. BRE B R IEMEDEC T B LERHARR ¢ THERshow -AJ

SBER replaced EfELAVREIREET replaced ERELAIFRRARID o £ FFIEERID « system-1#EH RUMERE
IRERETHTRY R ARID 118065481 :
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*> disk show -a
Local System ID: 118065481

DISK OWNER POOL SERIAL NUMBER HOME
disk name system-1 (118065481) PoolO J8YOTDZC system-1
(118065481)
disk name system-1 (118065481) PoolO J8YO9DXC system-1
(118065481)

6. It ER - D ERFERZOMER :
a. BELEMRERSER : let-priviisE &R

ERMIRTECEEEAERBRIRE « AL TY) o HIRERRIER (*>) o

b. Ex:B B AFZOMEEN ¢ System Node run -node-node-name_&EE¥savecorel (BR&HED
BEHNITHEIEE local-node-name & 1E S fsavecore)

U Rap <8RR Savecore IETEEITH ~ Bt E R Savecore5ERk ~ BEEHINIE o eI UER &
IRENEAHIT-node-local-node-name_S1EBHHEEFER-sii <] REILEFEFERIERE o </info> °
Cc. REEIEE#PRELR . et -priv. adminy

7. iNR replaced ENELRMNMEEER (BET>RT) - A RMEEER - ABAEHARIIRT ¢ Thalt
(f=1k)

8. Bt replace_§fi#h © Tboot_ontap)
9. 7£_replacement&iZiE 2 2 % ~ BT © MetroCluster &R

10. EzEMetroCluster 7EHI4HAE . MetroCluster T REEIELRE - NIAHRERRAE |

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

1. EgzEMetroCluster T%!|IEE FAIIHAEE : Data ONTAP



W]

 GEMEZEE LREEEARERNRET ¢ [System health alerts show) (RAEEERNETRE
)

b. FEs¥MetroCluster BeREFFLEINAE ~ WEEFIEEIER - MetroCluster  Tshow
c. #iTMetroCluster NAERZRIIEE © MetroCluster THITINAERZ

d. BE;RMetroCluster RMetroCluster Bi#ZE | FER | [FRERTER]

e. #1TConfig AdvisorsBRI{E NetApp Z1E48iL_ERY Config Advisor BEH -

"support.netapp.com/NOW/download/tools/config_advisor/" ¢

#1TConfig Advisor SEINAER ~ FAEIER T RAVEHASR « WkIRE P pYE R AR IRBVEMIR

& o

12. {REHAEEE
a. [EAERRIRTRTFIT - BEREMERER © Tet -priveiEzadvanci [

ERMIRTCEEEAERENR « CFEA Ty BE - TEIERERER () o

b. {EF-Simulate2&( "MetroCluster iEEttERE: | R ITLIHRIERE
c. REEBIREHPRELR - et -priv. adminy

STERAZGIER ¢ FAS9000

AETHRERIEF IR RARERETEEE « KR AEMRERFRE - BRENetAppf#F
NEZERE (MBERE) ~ UURZEMIZERIBNRE o LA —RIIIE - AR
IR ESTREEIFINE o

ZER1 | TEONTAP EHEIRARIS IR PR B A EIRRIIRE

IIRZAIREFEEAONTAP WERFEERE (ENRHHE) RERIINAE « AR _replace EIRGZLECHTHIIZEE - Bt
BARERENINEE - RETHNSEBREEZES B SRS

BRYAZ Al

MNRRAGERYETHZE ONTAP 9 - 10.1 SRESHRZS » sAERPNAARVETE "F ik T2 F > &5
ONTAP & _EHIEHE" o I RIETIETE RARIFIA ONTAP iz ~ :52R8"NetApp Hardware Universe" MBS E
ZEH

RAMEIETE

* ERRERESR A - RERERENTIEE I B _replace_fifh o BE « IRZHEMREEEFMH—
BANARENER « BIRASTHINAEETHREE -

ESh ~ FEERRS EERARERENINERSE S EEERIZESHY « RILTEAERIRTE _replace_Hifi L RER
MIRESIRNER
* BRIESRAAR2EFTHIR ©

* BHIORNWRIRMIFIURERESR - RIRIBR - FREERESNTRY - TERAMNREZRZE K
B4 \FR AT ERIRAIE R Z IR KA £IR ©

* MNRENBLEE Y MetroCluster R5EE4HRE « HitE FRFRE RSB Fi - BINIESE replace EBLTREREY
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EREREDR - A REETIR

1. MREREMNIZEEE - BELESEIRIRESIE "NetApp ZIEAIL" 72 TERSIEH#E] T THRHNZE)
BEEH ©

@ %%ﬁ'@ﬁ@é%@ﬁﬁ E’J¥Jﬁﬂ%$§“ . IH%E%L: X ERVEFE ML - INRITE30XR
RARKEIMEREZRAVBF IR  BHHSRMTIRERPT -
LRSERESR | [REREMS-RENRESR  RESR..
3. HREBIRERE
a. WERERANKEE | [REBE-ARERARY-Simulate
b. YNREBEEFERIER « ABIRREARRE | REBE-REM

DER2 : BEsELIF Y B Er TR

7£# _replacementEiEXEIARTE 2 Al ~ GREZ SRR ZE MR T N HEEZE E « YR AutoSupport BSF
T TBIOS) -~ :5E$% replacementBiBEHIFSE « AR ER BHINIE

SER
1. ER s N eSS E T FARSSMEIZIELR ¢ Tetwork interface show -is home-false |

NMBEEEAEGREIAR FREHEBEREHTFTEIEIR | network interface revert -vserver *
-1if *
2. EINetAppZIEERFIEM AR ©
c MREMAT TZIE) IHEE ~ BEE TR SMEREERFSR o AutoSupport AutoSupport
° YR AutoSupport RESFLEINAEE ~ FEEE "NetAppzik" UBEERFIR

3. BMEHREMNBEMNN - MFFHMEN « F2H "WEIER ONTAP FHEESBHITEER 2 RRE" MiHE
XE o

4. YNRAEEE AutoSupport 43 H%Fx B AR system node autosupport invoke -node * -type
all -message MAINT=END e e

S MNREMEHER - AEHNEA | [FEEAEREHENEEAE- B8 RhiEtruel
$EZ3 . MetroCluster ({EH2%) . 1z&EiZiMetroCluster Y MEH2E | 4RREPALOIESEE
LT EEE RN EE2EMetroCluster IR ZEEARAE o

. ERSEFRE NS RE RN TEUAL AREE © MetroCluster TEE/RENEL)
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

HERFTAESVM LM EMREP B5ERK - MetroCluster TSvserver show ]
RS ERIEEMPITHNEMESLIFRER ST EMINTA - MetroCluster ZFEIRELIF show.
WEEEERIMEMAEZAFER TMetroCluster 3BR ] SLHITHIA o

RUBAEEBSER - MetroCluster TREEMR]

a &~ w0 DN

EREEN TFEUH ARREER « THREEEERNERITH !

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

BEEEN TEE) KRS « BIoISTRHAESE !

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MRUPILEBERREFREIABETT © EAILUER MetroCluster show config-repl# Bres[@E ikfkshow] &
LIRIBEIEITHRIEEEARES o

6. EFEI(EAISnapMirrorgSnapVault R5EEERIARRE o
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* NRIEE SAN R47% » Bl Bl EHRFEEEHI2S SCSI ﬂféﬁ']%#fzﬂé cluster kernel-service
show © cluster kernel-service show 5% (1 priv EMEETR) ZREEREIILATE « "(hERE ZEEM
A EAREE ~ UK ZEREAVEZEAREE ©

BESCSI7TIEEIEF AR AR ENNEMEREI PRI o EREEMUATER - T HEEEET
B o

- B EA AL EBIRRES RIS E AP AR - MBREREIATAY  RED TSI
T R RTTAERTIRINE « AL AT RS AN AIEERE ; B2 HH
HEERS" o

1. MREABT TZ481 08 ~ AMUATIH BRI B8 EZEAutoSupport AutoSupport

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

T%AutoSupport Bl R8T B BN 1L 22 B/

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. (=REHRE
a. EREEEFISRNERSHAUTHS !
storage failover modify -node impaired node name -auto-giveback false

b. A yELEIRT MCESEFREIOE?) K
3. BZBAEHI BB EHARER

NRZHEOEFBRERRT... AE..

AR AIET—%

IEEERIRE. .. &Ctrl-C ~ ABTEHIRRTEOEE Ty, o
ARSI 2R SR E E LR IARVIESES |

storage failover takeover -ofnode
impaired node name -halt true

--halt true_ 2 EHTEA Loader IR MFIT ©
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* RN BERRERFERFRITERERESRFE - TEAREIERISHEEE -

1. #EMetroCluster TRIEFE 1 AREE - ¥EIZIEMIZEHISR ST EBIIRE NEFE ) ZHI23MetroCluster
TRIEE]

2. REDHEEIAME « BIRE T REEET

WMREEHIZIZIE... R&...

[SA=EE:! BET— o

EEN=EpE REEREHIZSRITHE NI EEMetroCluster @ T T3]
)

HARBEEIR - LESE éﬁﬁ?@ﬂ SIREE ~ auﬁ BIHE ~ sAMRRILREIRE « ABEHE—R - IR

FiMetroCluster TEREIH @n iﬁ@??ﬁ% © SRR R ST R BRFT ©
LEITIH ~ THERITRR

3. #MetroCluster TEEBRIEEHIT Mfi1E PEERAggregate] T < ~ UEHRIT ERESEE o

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

WRBFEWE R ~ o LUIEIEMetroCluster £ T-overre-etoes) S¥EMEL NEFR) < o IRKE
fEFRLLERZE %Eﬂ%ﬁﬁiﬁi&ﬂ@\ﬁ 53R~ LUBALEIB1E R -

4. {EFMetroCluster flexoperationshowdp & HERIEE B 5T ©

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

Ifl'fT

o

5. {8 Tshorage Aggregate show, #B<HRIGEE S EERVARES
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. A MetroCluster fifiiE PEERIREESRE A< RIEERESEE -

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MRBEWS R ~ (BATLUEIZEEFEMetroCluster -overrover-etoes2E(E Y, NEE) 7% o MR
FEARAILERZSY - RGBT ERTMAHRETR - LUFHLIEBEEE -

7. fEMetroCluster BRYMtEEE EfEA TF1EfEEshow) @< ~ HEHMEEIFEETTH !

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. TERIBRRVIEHIREAE L ~ INTERMAESS -

T2 | BIRETISRE
EEFIUEHIS AT - CRASRAGRBIRIEIAEAE « AEBIREHIS A LA o

1 INRITEARIEH ~ FHRIERERM o
2. fERABRVIERISR SN TER  WIBHBHRAVEIRE -
3. BCAMIBF LG IZRmE T - ERIMRHEALL o
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B

controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. HERBFASVM_EERFP B5ER - MetroCluster Svserver show

3. BB B ERIEEMPITHNEMEILIFRERSTEMINTEA - MetroCluster ZFERELIF show
4. WIFEEETRIEDEHEEER "MetroCluster EBR | f<LRITIH

5. HERRUIRMEEBS5ER - MetroCluster TREER]

EREEN TFEUH ARREER « THREEEERNERITH !

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

BEEEN TEE) KRS « BIoISTRHAESE !

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MRUPILEBERREFREIABETT © EAILUER MetroCluster show config-repl# Bres[@E ikfkshow] &
LIRIBEIEITHRIEEEARES o

6. EFEI(EAISnapMirrorgSnapVault R5EEERIARRE o

80



FER6 | R ZHERERAANetApp
MEHFEMFIRMAYS R « iR FEZ AR [EINetApp o W "SHEEHE SR RFMAEN - F2REE °

s @R ¢ FAS9000
HEEEATERFSIER TR EBEA « BN BHITREN TEIERF ©

() EMETBHERSArE . CHRERIMARE GRS RERa
BRI L%

e

1. RIS  SHERIEH o

2. AMEFMEERMAIBRETL « ARFE A RIBER - BRHERTEEFEIER LKA GE RS
Ik~ EITER (MBARE) -

3. EEFZAHBMNE - UEESERBRAE LNETRLED « LEHAEHAE R EFEA
4. WTRBEA LG e - KEBSEAREEPERAN « YERETUBFIERFBEKEAE

@ RREAARE - FHUAFHERBEMERES « URRAEFEPIEMERSS

(it S mimE ;cc
| il H-NL__T} JJJJJJ feTie]
L]

o
r‘;q”
e

(1] B

o REBEMERE—E o
6. #fE A RFRANEGEKTENRANE « AEREBARKE « HEIRAEL

i B R B IHAA KSR - RBERLEDEGPIMNK -
7. ASTENRETEIRATE « ARIIEREH SR L -

81


https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma

8. MEHFEMBIRMAIETRPIL ~ B FEZHREINetApp o W1 "SRG HE SR FHMEN « F2HEM °

A 1/0 154H : FAS9000
EEERIOEME « N AR T EN T IEIER o

* TR DGR IEAR RS ONTAP R4z IR BIFRA hRASAITHAE
* RMPRFRA EMTHEROAIEEEF 5 TR~ SO ARSI IR EBFT

T | B IBAVEESIES
RIBGE AMTERER TR R ER TR R R B2 B A0H o

82


https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma
https://mysupport.netapp.com/site/info/rma

I | RS RAARR

AR IARIERES R EFETERI SRR « WL BRAZEIEGEE « WERSERSEER
BRI SRERERUEN -

RIRERI(E

* NRIEE SAN R47% » Bl Bl EHRFEEEHI2S SCSI ﬂféﬁ']%#fzﬂé cluster kernel-service
show © cluster kernel-service show 5% (1 priv EMEETR) ZREEREIILATE « "(hERE ZEEM
A EAREE ~ UK ZEREAVEZEAREE ©
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1. MREABT TZ481 08 ~ AMUATIH BRI B8 EZEAutoSupport AutoSupport

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

T%AutoSupport Bl R8T B BN 1L 22 B/

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. (=REHRE
a. EREEEFISRNERSHAUTHS !
storage failover modify -node impaired node name -auto-giveback false

b. A yELEIRT MCESEFREIOE?) K
3. BZBAEHI BB EHARER

NRZHEOEFBRERRT... AE..

AR AIET—%

IEEERIRE. .. &Ctrl-C ~ ABTEHIRRTEOEE Ty, o
ARSI 2R SR E E LR IARVIESES |

storage failover takeover -ofnode
impaired node name -halt true

--halt true_ 2 EHTEA Loader IR MFIT ©
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[SA=EE:! BET— o

EEN=EpE REEREHIZSRITHE NI EEMetroCluster @ T T3]
)

HARBEEIR - LESE éﬁﬁ?@ﬂ SIREE ~ auﬁ BIHE ~ sAMRRILREIRE « ABEHE—R - IR

FiMetroCluster TEREIH @n iﬁ@??ﬁ% © SRR R ST R BRFT ©
LEITIH ~ THERITRR

3. #MetroCluster TEEBRIEEHIT Mfi1E PEERAggregate] T < ~ UEHRIT ERESEE o

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

WRBFEWE R ~ o LUIEIEMetroCluster £ T-overre-etoes) S¥EMEL NEFR) < o IRKE
fEFRLLERZE %Eﬂ%ﬁﬁiﬁi&ﬂ@\ﬁ 53R~ LUBALEIB1E R -

4. {EFMetroCluster flexoperationshowdp & HERIEE B 5T ©

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

Ifl'fT

o

5. {8 Tshorage Aggregate show, #B<HRIGEE S EERVARES



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. A MetroCluster fifiiE PEERIREESRE A< RIEERESEE -

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MRBEWS R ~ (BATLUEIZEEFEMetroCluster -overrover-etoes2E(E Y, NEE) 7% o MR
FEARAILERZSY - RGBT ERTMAHRETR - LUFHLIEBEEE -

7. fEMetroCluster BRYMtEEE EfEA TF1EfEEshow) @< ~ HEHMEEIFEETTH !

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -

8. TERIBRRVIEHIREAE L ~ INTERMAESS -

T2 | FHAIORAE
EEEIROBAR - FATEHABPHEIIEA AR KBNS TRIBEFET -

1 IMNRITEARIEH ~ FHIERERM o
2. P B ARIORABAERARYE IR

[e]

SR UA G EABMRAVARE ~ LUERIEERAVEIR ©
3. {EHEFEPRBIRB RO ¢
a. T HEAFINRIRBICAMIZER
CAMIZEREIEFAETZH -
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b. m TEHCAMIZH « EEIHEIKFAE -
|/ORRARIEHEFERARR ~ MEHEI/OHEIETS A 1/2250 o

c. yuBMEHEEmMRAIRRALA ~ RIORMBIEHAE PR o
AT UAEHEI/OTEABFRTERYHEAE o

o I/0 CAMIZ SR 4RIRANARSR
9 /0 CAMiZSHTE Z FEFRIHTE

4. BIOBAAMIE—E o

5. I EHRI/ORABECHE ARG « HEIBFERETNIO CAMZEIIAEL/O CAMINIES « 2A%IEI/IO CAMRTER
HEALRE ~ S 1EAESHE R -

6. RNEEEHLLEIOELE o

PR3 | EHIIORMAR « ERREESIES
EHRI/OBHA & ~ ICABEHEBIEHIS 1A -

() mmsVOBARKIEEANMARE « E4ASCEITERBMC -
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1. IR EHEAARI R R ESLA TR ~ SAEHREIBMC :
a. EHARRNIETFTH « EERERERER ¢ Tpriv set advanci FE )
b. EFFRIBMC : Tp reboot" (pEFRHHE)

2. THARRIETF TR - ENMEEIETRL - Toyel

()  BeERMEIPCle-RFIEMTTE « A% MBI -

3. MMREHERFKR E%EZT—EM GbE NICZ} A ERE _ EAY10 GbE%%E BEFNEREELR  AER MfEEER
Y Tnicadmin convert] #3< ~ S L EIIREAR 10 GbEEL

OREE: N

4. EEIRSIMEIEREE . [FEESHEBENE-HR_NEHRLE_
o MRFREHER  FEMMA | [RESERBENSRAK- 52 iEtruel

@ IR EHI R AR L EFEMetroCluster INFERZE ~ BRI T —IFra « RESIETIHR
[EI/RAL o

FTER4 | ITEEIZEMetroCluster AR 4RRE AR E SRS
It T E(EE AR EE2EMetroCluster BYRSEER4HAE o

TER
1. ERsEFnA MBS T EE TBUB1 #KEE © MetroCluster EERENES

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. EIFFASVM EEFHFFELS E5EMK . MetroCluster 'Svserver show |
3. ERBBEEEFBITHEM B HLIFBEERE SIS © TMetroCluster ZERIFZELIF show,
4. REFEEEDFAEIENEER MetroCluster iB/R ] fp S THIH o



5. BRI EEBE5ER . MetroCluster TREBTR

ERERN [FEUHR KRR « HREEERDERN TS -

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

EREEN [IEE) AARRE « BIRISTRR/EE ¢

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MBI EERRERBEREAETH » EAILUEA MetroCluster show config-repl# Bres[@® ikfEshow) &
LREEEITHIELEMEE o

6. EFEILIERISnapMirrors{SnapVault FEERI4REE o

FERS | WS EHERIR4GNetApp
INEHBEHBIRMARS RFT « SSHIES SR EINetApp © i "SR S HER EHHEEN  H20EE o

B4 LED USB 1#%H : FAS9000
AT LA EHALED USBAE4R ~ M AHERARTS ©

FAS90003¢AFF FASA700 LED USB##E4H R E 4R E T S FIFIBM RFAARAE - FHAEAREETR -

HER
1. #PREMLED USBIEAR :

1'-‘,"“-.‘._-

a. EITERE - AFLED USBRAEE (TS IEEA M -
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b. BAREHUEFIREELE o
C. RN e hIE « LIS HKEFRIERLEIRT - A28 EEEA -
2. LEEEAILED USBIEAR :

a. REMER AR ~ EIREAEIED A ERVERRE - FERAIMLEIGRIEE F T RE%EK -
b. FHEAAMEATIR « BRI BB ETTRMAL

ERAFEREREDERE - GRHFE -

R PE S ERE G NetApp
IMEAEIMIRMASE AT « ST ¢HEEINetApp o 1 "S¢HE S E S TR AEN « B2MEE -

B2 NVRAM 1&E2H5 NVRAM DIMM - FAS9000

NVRAM ZE4HE Z NVRAM10 # DIMM > & NVRAM 1248 Z M{E NVMe SSD REJ IR
EE4E (IRESIRENSIRENIEZE) o SR ERBFERINVRAMIEZH S NVRAMIEZEA
BIDIMM o

AEFIRMIER NVRAM 1548 > [AZBRG EAEEAEPASER - & NVRAM IRAEARTSFRIRPIREVEMR AR - %
DIMM B EE S » EMREIRPIREURAB IR > AR EHH NVRAM IRAREEIEAET o

RN RMIDZMRENVRAMIEBTTAEMZK « FULMNRERER « BIBR R FERIHIR G EEREMBIRRID

ez Al
* FREHEREER L AIEEEIE o
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°© BB BN RICERITHRERVENRS o
MHealthy) EREARRISENREAIHASIER M o

© L2 EE BB FEIS IR EIERAA EITINVRAMZ AR BB I 2R IEAR AP BR o IR BIKERIZFE
HUtERERTRIRMLER o TERIE Z AT STRR AR EMTEIKFI AE SIS R TR o
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* FUREFT  EAE B IHIREEEIRE
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EIH1 I RZSEARMR

AR IARIERES R EFETERI SRR « WL BRAZEIEGEE « WERSERSEER
BRI SRERERUEN -

RIRERI(E

* NRIEE SAN R47% » Bl Bl EHRFEEEHI2S SCSI ﬂféﬁ']%#fzﬂé cluster kernel-service
show © cluster kernel-service show 5% (1 priv EMEETR) ZREEREIILATE « "(hERE ZEEM
A EAREE ~ UK ZEREAVEZEAREE ©

BESCSI7TIEEIEF AR AR ENNEMEREI PRI o EREEMUATER - T HEEEET
B o

- B EA AL EBIRRES RIS E AP AR - MBREREIATAY  RED TSI
T R RTTAERTIRINE « AL AT RS AN AIEERE ; B2 HH
HEERS" o

1. MREABT TZ481 08 ~ AMUATIH BRI B8 EZEAutoSupport AutoSupport

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

T%AutoSupport Bl R8T B BN 1L 22 B/

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. (=REHRE
a. EREEEFISRNERSHAUTHS !
storage failover modify -node impaired node name -auto-giveback false

b. A yELEIRT MCESEFREIOE?) K
3. BZBAEHI BB EHARER

NRZHEOEFBRERRT... AE..

AR AIET—%

IEEERIRE. .. &Ctrl-C ~ ABTEHIRRTEOEE Ty, o
ARSI 2R SR E E LR IARVIESES |

storage failover takeover -ofnode
impaired node name -halt true

--halt true_ 2 EHTEA Loader IR MFIT ©
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* RN BERRERFERFRITERERESRFE - TEAREIERISHEEE -

1. #EMetroCluster TRIEFE 1 AREE - ¥EIZIEMIZEHISR ST EBIIRE NEFE ) ZHI23MetroCluster
TRIEE]

2. REDHEEIAME « BIRE T REEET

WMREEHIZIZIE... R&...

[SA=EE:! BET— o

EEN=EpE REEREHIZSRITHE NI EEMetroCluster @ T T3]
)

HARBEEIR - LESE éﬁﬁ?@ﬂ SIREE ~ auﬁ BIHE ~ sAMRRILREIRE « ABEHE—R - IR

FiMetroCluster TEREIH @n iﬁ@??ﬁ% © SRR R ST R BRFT ©
LEITIH ~ THERITRR

3. #MetroCluster TEEBRIEEHIT Mfi1E PEERAggregate] T < ~ UEHRIT ERESEE o

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

WRBFEWE R ~ o LUIEIEMetroCluster £ T-overre-etoes) S¥EMEL NEFR) < o IRKE
fEFRLLERZE %Eﬂ%ﬁﬁiﬁi&ﬂ@\ﬁ 53R~ LUBALEIB1E R -

4. {EFMetroCluster flexoperationshowdp & HERIEE B 5T ©

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -
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o

5. {8 Tshorage Aggregate show, #B<HRIGEE S EERVARES



controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. A MetroCluster fifiiE PEERIREESRE A< RIEERESEE -

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MRBEWS R ~ (BATLUEIZEEFEMetroCluster -overrover-etoes2E(E Y, NEE) 7% o MR
FEARAILERZSY - RGBT ERTMAHRETR - LUFHLIEBEEE -

7. TEMetroCluster BBt ZEE H(FER [Z1E{E¥show) %< ~ EMEEEEC TR ¢

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. TERIBRRVIEHIREAE L ~ INTERMAESS -

SEF2 . EHANVRAMIEAE
ZEEEEINVRAMIEAE « B H B RISFHERIEHE6T « RBEKRBISTENS BIEFET o

1. ARG RIEM « SEIEFEIEH o
2. ¥ Flash Cache 4B ER NVRAM 1481 E 80 NVRAM 1848 :
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o BEEmiatt (228 Flash Cache 1848 M)

e Flash Cache CAM Handle

a. 'R Flash Cache ##/HIFEINE&I%EH
(D % Flash Cache 848 LR RERERTE -

b. FCAMIEIERIMiEE « BRIEARRIE B HERNNVRAMIEL ©
C. HUFEAACAMIEE L « BEHUNVRAMEATBE « ARG EIBARNNVRAMIEAEIFHE o
d. HEIREFIREVIEARESESHE A NVRAM 1848 > SA1%%18 CAM {EFhEhs » B2 EIRARNIL o

3. {EtFEPRBIRERENVRAMARA]
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CAMIZEREIIEFETZH o

b. ) FESCAMIZSH « HEIHEINKFAIE -
NVRAMIEAE EEHEAERRAAR  2ABTE 282y o

C. FrEnEMBEmAIRTHLA ~ RNVRAMIEBIEF REN S o



o I/0 CAM#ZEHE MR ARSR

e |/O$HRE Te 22 FRIFREHE

4. RNVRAMIEAER EERERRE L « MM EEE ENEEHTEE « REEENVRAMBHETREN « 2481
FEE IR « REEENVRAMRAEFRBE ©
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5. REEMINVRAMIZAEHR—R#ZFF—EDIMM ~ A EIGH 2R E B HAINVRAMIELR A o
6. & LR4EAvES -
7. BBIRHINVRAMIRAR ZEE R4S

a. RHRAHN T iEEe PILFERFLAVE S ©

b. $SHABETAE ASEIE - EEIAFERRINIO CAMERIIAEIO CAMBSES « A0 CAMEBRR
A~ SRR R B o

S EE3 . E#ANVRAM DIMM
EEFHMNVRAMIZLAEFAINVRAM DIMM ~ RAZBFEBRNVRAMIZAE  FAEUEAR ~ JAR B EIZEDIMM ©

1. IR RIEH ~ FHIEREE o
2. fEHFEPBIRERNVRAMARA

a. HTHEAFINRIRBICAMIZER
CAMIZSREEIEFAETZH o

b. B TEHHCAMIZEH « EEIHEIKFAE -
NVRAMIEAEEEIHFE P RAMR « AR 2L TENT o
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C. fuEMEAEEMAIRHIIA ~ ASNVRAMZ B PENE o

0 I/0 CAMAZSHA HRIEFN4RR
9 |/O$HTE Te & FRFRERE

3. BNVRAMIEMER EEREINRE L « M TR#EE L NEEHTRE « HEEENVRAMEAAFEL « A181%
FEE IR « REEENVRAMZETEL ©
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5. WDIMMEZSERE « 2ABAEDIMMESHE AIRIE « HEISHEE R HEFML  BIoREEHDIMM o
6. & LiRAAAYES -
7. BB RHINVRAMIBAR 224 21455
a. IRAAH I IREIEe PSR TLAVIBSS o

b. AR ASEIN « EEIBATEABIRNIO CAMRBIASINO CAMBSIES « ABIFIO CAMER2
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R4 | FIAFRUB EFEENIESIZS

FEHFRUZ % « (BB RSN 5S84 o
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1. EEONTAP HEARIZRT 7o « 558 A Tbye) o
ER5 | EFiERIAEE

RICRDHHARE S & MetroCluster BIZHAERAAEME « EARREHIRE S EMEREMBVIER 1S
4B~ NFENERISIRMLER
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BETE1 © EGEID (HARCH)
EREHAZR % AR AIDEE
CATETERN replaced ENELFFIESRAMRIDET « AREREEFEEEEE -

(D RensHNRAM BERA BEEHHE R « TIEFBAR NVRAM DIMM Bt «

1. INRBIRER RN EEER (BB M >8R - AEREEERER - ABFAIFHAERRT ¢ Thalty

2. BRI ABIIRT - BMEIEIR - MRAFKIDAER « RAIRTECERZRAID ~ F@A lys o
'boot_ ONTAP bye'
MRERTBERFK - SR T =M o

3. EEE HEFIEmLEM Twaiting fororgB &g BAl...1 (EEZEMWE...) BRI _replace fizhE
TS AR N ERHAEEEEEBIMERINSIERHRARKID . lorageBRIERERET] (torage®
RIS ERET)
EapLiHtd « BEZEEI AL » 5HZIEME LNAKIDEEE « FERIERIEIDAIFID © 72
THIEHIF ~ node2 BT ~ FTIVRRIDA 151759706 ©

nodel> “storage failover show’

Takeover
Node Partner Possible State Description
nodel node2 false System ID changed
on partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for

giveback (HA mailboxes)

4. [tfEEER ~ S EREFEAZOIMEED :
a. SELEMEIRER | et -prividis &)

BRGNS AN ERSRIR  MaIUEIE TY) o HIRERERRR () o

b. A CMRED © T RAREIREITEIRS_nocal-node-name_& 1EBH#FEIR.
C. EHHIMEZR ~ 55FR 82 T o

EA] A T a2 R B Esavecorefn R HVERE ¢ Tystem&iZhrun -node-node-name_&1ER
f#savecore -ss]

d. REIEIEEHREL © et -priv. adminy
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o. [CIERENAS :

a. EREENEE - REBINEENRERSE | [HFSHEBEINIE-E035_replace_node_name_J
_replacy_nodesi# 18 HE7Z % ML STk IR o
MRRAKIDAFIER « RRIRTEERRAID ~FHWA lyy o
() mmwER- CANEEERDAC
"SIXONTAP EAREHRAN (SR BEMHRISE) (High Availability Configuration Guide) "
a. SRR  SAMESPHARCH IER ~ MARTMIEE | TBRnaiERE)

t TEFEAiEBEshow) HLHENAR « FEES TARIDEASEBHLEE) AR -

6. EasE R R EIEMOFCHIRE ¢ Ttorage disk show -FRE )

JB1%_replaced ENEARIMAFRFERETATBIRARID o TE TS ~ node 1 HEA FIHASRIRE R RHMBIRARID
1 1873775277 :

nodel> ‘storage disk show -ownership’

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home
ID Reserver Pool

1.0.0 aggr0_ 1 nodel nodel - 1873775277 1873775277 -
1873775277 Pool0
1.0.1 aggr0 1 nodel nodel 1873775277 1873775277 -

1873775277 PoolO

7. MNR R4 KA MetroCluster W@ —EAREINFERVAERE « sAESITEIELAYAREE | MetroCluster TRREEER

BiEA]

Tk - EEADERBASEMELEEIREE « ItRSEREE TR EREREE « WEIADRIES
IEEER o MetroCluster T{F1E&iEshow -Fields node-SystemID) S ZRETREMNRAZID « HZI
SZARREIRIE IE B ARREA LE o MetroCluster MetroCluster

. MNRETELEMetroCluster LSZIRINFE AEMEAVAARE ~ s5MetroCluster fRZIBANIME ~ RN RIRIEHE

BAEEXH#INE EAERRS « BIDRE DR G BERMERNRGHEEE -
MR T MIBEFIIRE « RIARRITIEENF

° INFEAHRE BRI UIHAAKRE o MetroCluster
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"EHAREEHAR « MRS BFTEE « MetroCluster T PUEIE5MetroCluster FITHAEARREH ~
T ETAZHINEEYR"

9. MBI R A ERMetroCluster BI2EER :54RAE - AR EMEEERTE ¢ MetroCluster EEIEL B8
R-RAIAEREARAE

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

10. ERsE B AR B FETEEAREEE . Tvol show -node-name ]

M. MNRIEEEFFIERFEREETZE « BRLEEEHE Morage BB EEHNEI BRI ATE
-onreboottrue B

RIE2 . EHTISIKID MetroCluster (E:4RAE
&2 MetroCluster IR 2 INFEBAE R EFIERARARID

ERITIRINAERVE BiZEMetroCluster hREYSZIRINAEAHRRONTAP 1 ~ fR B F BN BEhR AT I5IRAG AT B
HBSRMID ~ AR RRMIEERE

RAMNEETIE
2 FEEA R MetroCluster #11TONTAP T5IEEMEEZERAT :
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© iR BN EBITHERETE, o
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It E MR TUBYEETR o

RN AMIDAET « ERMIRTEERRMRIDE ~ KABEA TY) o

2. RIFEEZ EBIREMNRLRID ¢ TMetroCluster TEiZfishow -Fields node-SystemlID - dr-Partner
SystemID |
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TEUEFEAIS ~ Node_B_12ERIR - ERAIDZ1186732009 :

dr-group-id cluster node node-systemid dr-
partner-systemid

1 Cluster A Node A 1 536872914
118073209
1 Cluster B Node B 1 118073209
536872914

2 entries were displayed.

3. 7 T4 B LR T4EE) EXRAF PR ARLAID @ 8ER)
TEUEEEHIH ~ FIHRARIDA118065481 :

Local System ID: 118065481

4. (EFTE disk show v LEUSHAAR ID Bl > ENIEIRMEERIERE CGERN FAS &) | disk

reassign -s old system ID
£ EmEFIR <% - THREEHRIER-s 118673209
RN ICHE BT ~ (CRTUEIRE Tyl o

5. BB R T IEREDED 7S LR - THEREshow -A)

B _replaced_ENELAVHAIRRET_replaced_ENEERVFTRARID o IE N5 HIH ~ system-13E 5 BIHLRE
IREBTIMAVARLRID 118065481 :

*> disk show -a
Local System ID: 118065481

DISK OWNER POOL SERIAL NUMBER HOME
disk name system-1 (118065481) PoolO J8YOTDZC system-1
(118065481)
disk name system-1 (118065481) Pool0 J8Y09DXC system-1
(118065481)
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6. 22 ENEL « HEST BT E R OMEED
a PELEMRERSIR . Tet-priviRE ERE

ERAMETICHEEEAEREINR « MAILIEE TY) - BIRERENRTR () -

b. Ex:B R CHAFZOMEEN ¢ System Node run -node-node-name_&1EE¥savecorel (R&HED
BEH{TEREL local-node-name_&1EEf¥savecore)

R e < H B Savecore IETEEITH ~ 5 FFSavecore5en « B HIRE - LI LUER &
4 ENELHTT-node-local-node-name_S{EBMHHFER-sth T REIZHEFERIERE o </info> °
Cc. RE|EIRERPRER . et -priv. adminy

7. YN8 replaced ENEARMNMEEER (BT >RT) - A RMEEER - ABREHARIIRT ¢ halt
(f=1k)

8. BAt# replace_fiZ4 : Tboot_ontapl
9. 7£_replacementEiZiT 2 A% 2 % ~ BT © MetroCluster &R
10. EgzEMetroCluster NERVZBAE | MetroCluster [ RNEEIELRE - AL 4BRERKRAE )

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

1. EgzEMetroCluster 7%!|IEE FAIINEE : Data ONTAP

a BEMEEE LRTEEAEE2RTER | ISystem health alerts show] (RAREARTEREE
™)

b. FEZ2MetroCluster B3R EIFIULINAE ~ MR EEER © MetroCluster show]
C. #{TMetroCluster THEERZHIHEE : MetroCluster TBITINAERZ

d. #8TRMetroCluster RMetroCluster BI&Z | MR | [FEREET]

e. #{TConfig AdvisorzBRI{E NetApp Z1E4HiIL_ERY Config Advisor BH -

"support.netapp.com/NOW/download/tools/config_advisor/" ¢

#77Config Advisor STTHIRER - FATER TEMELAAR « WKL PV RRARERAVERM

®H o

12, EHRIRIES :
a. {EMETEMIRTTIT « ST AEMBIRER - et priviiszadvancits B
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ERMIRTCEEEAERENR - CFE2A Ty BE - LEFERERER () o

b. {EF-Simulate2# MetroCluster BRIHIER | RAITUIHAIERE
ROEIREHRER © Tet -priv. adminy

FER6 | WS ZHERIR4GNetApp

MEHHEHBIRMATERFTI » SPEZHHREINetApp © $1 "SHEE MBI RHAEN « FF2KEm o

[FI=he

HIHEINE R - FAS9000

RMERMESRCIERARD ~ INT RBPRENEIRMAESS « Uh%EE « EiZRHAMERNE
TRHAESS o

AIPRFRAE AT AIE R EF ; TR » G AR SR SZRERPT o

* BIRZTUERRY > A H I PMEIN o ISR RARAIERIZS R E R PSU ©
* FREFEHH - RER—EERHESRMER -
C) RIF AP I BRI D ENETER - RIR(HRTEEEF « (BONTAP 28
MERMERZA « BEERERERERSNVEMASEEETES -

* RPN EREESRUEIURIMRE -
* BRHESRABTRAEER -

()  #7RAETEMEREENPSU - JEGEESEMR o

TR
1. R ZESERASHERMAER LHILED ~ #ACEERAEIRHAESS o
2. MR AR ~ SFIEREEM o
3. FARAEIRMAER LN T ERR
a. FAREIRAtAERS _ LRYEIRRRA
b. yTRERREER  ARNXEBREEBNTEBIRE
C. BRI TEIRR
4. BEERERE[EL LG EIRE « AR EREEREAEPHIL

(D eRERESE  AEERREFIHEES -
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l_Lo

TRUESRANERRH QLB SR .
() SERHESBARGE « BIBENS - CAARRBEES -
7. EREREREE

a. REFRGENERETEREEBNER
b. EAERREE RS EREEEEERMARESS o
BRWMIER - IRRELEDFE RS o

8. FRCHTEIRIERERNEIR « AREDERMHESREILEDRIEE
EPSUTTEBmAMKIER « GBERLEDESIE - MEGERLEDE MG « BE7EXDEERME -

9. MNEHFEMBIRMAIERFRL « iHFEZHREINetApp o #1 "SRG EFR BHMEN « F2HEE o

FHABNRRFSEEE M - AFF 9000

TRl LAEAE G SRR P RVENESBSEE (RTe) Eith « SBRRMARBME AR EEEE -
Mg LR AR RINEGHENRERD

* TR LR IER S ONTAP R4tz IR BIFR A IR ASAITNAE
* REPHFTAE EMTTH I AIERERE ; TR » SRS SIRERPT o
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TER1 | BIPAR IBRVEER]2S
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I | RS RAARR

AR IARIERES R EFETERI SRR « WL BRAZEIEGEE « WERSERSEER
BRI SRERERUEN -

RIRERI(E

* NRIEE SAN R47% » Bl Bl EHRFEEEHI2S SCSI ﬂféﬁ']%#fzﬂé cluster kernel-service
show © cluster kernel-service show 5% (1 priv EMEETR) ZREEREIILATE « "(hERE ZEEM
A EAREE ~ UK ZEREAVEZEAREE ©

BESCSI7TIEEIEF AR AR ENNEMEREI PRI o EREEMUATER - T HEEEET
B o

- B EA AL EBIRRES RIS E AP AR - MBREREIATAY  RED TSI
T R RTTAERTIRINE « AL AT RS AN AIEERE ; B2 HH
HEERS" o

1. MREABT TZ481 08 ~ AMUATIH BRI B8 EZEAutoSupport AutoSupport

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

T%AutoSupport Bl R8T B BN 1L 22 B/

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. (=REHRE
a. EREEEFISRNERSHAUTHS !
storage failover modify -node impaired node name -auto-giveback false

b. A yELEIRT MCESEFREIOE?) K
3. BZBAEHI BB EHARER

NRZHEOEFBRERRT... AE..

AR AIET—%

IEEERIRE. .. &Ctrl-C ~ ABTEHIRRTEOEE Ty, o
ARSI 2R SR E E LR IARVIESES |

storage failover takeover -ofnode
impaired node name -halt true

--halt true_ 2 EHTEA Loader IR MFIT ©
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EEIE2 | PEf2R IR E EiRiMetroCluster I ARZ
EERRFIERIEHIZS « KN BFIETERIZIAVAREE ~ WL EEFUIAIESIZS ~ RS AIEHIZFEBNTIE
B SSREERR A IR I E R o
RAMEIETE
* RN BERRERFERFRITERERESRFE - TEAREIERISHEEE -

1. #EMetroCluster TRIEFE 1 AREE - ¥EIZIEMIZEHISR ST EBIIRE NEFE ) ZHI23MetroCluster
TRIEE]

2. REDHEEIAME « BIRE T REEET

WMREEHIZIZIE... R&...

[SA=EE:! BET— o

EEN=EpE REEREHIZSRITHE NI EEMetroCluster @ T T3]
)

HARBEEIR - LESE éﬁﬁ?@ﬂ SIREE ~ auﬁ BIHE ~ sAMRRILREIRE « ABEHE—R - IR

FiMetroCluster TEREIH @n iﬁ@??ﬁ% © SRR R ST R BRFT ©
LEITIH ~ THERITRR

3. #MetroCluster TEEBRIEEHIT Mfi1E PEERAggregate] T < ~ UEHRIT ERESEE o

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

WRBFEWE R ~ o LUIEIEMetroCluster £ T-overre-etoes) S¥EMEL NEFR) < o IRKE
fEFRLLERZE %Eﬂ%ﬁﬁiﬁi&ﬂ@\ﬁ 53R~ LUBALEIB1E R -

4. {EFMetroCluster flexoperationshowdp & HERIEE B 5T ©

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

Ifl'fT

o

5. {8 Tshorage Aggregate show, #B<HRIGEE S EERVARES
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controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. A MetroCluster fifiiE PEERIREESRE A< RIEERESEE -

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

MRBEWS R ~ (BATLUEIZEEFEMetroCluster -overrover-etoes2E(E Y, NEE) 7% o MR
FEARAILERZSY - RGBT ERTMAHRETR - LUFHLIEBEEE -

7. fEMetroCluster BRYMtEEE EfEA TF1EfEEshow) @< ~ HEHMEEIFEETTH !

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. TERIBRRVIEHIREAE L ~ INTERMAESS -

T2 | BIRETISRE

EEFIUEHIS AT - CRASRAGRBIRIEIAEAE « AEBIREHIS A LA o
eZ

1 IREH RIS  HERE o

2. RRIRMEERISISARIN TR BB IEIRIE o

3. WCAVIETF LB RRe T « HEIMRMAL o
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(1) CAMIE{ERE iR

(2] CAMIEE

4. FESSCAMIEIE - (£ RS2 2 IBEMASRIERISS SR AR ISIERIS IR BN -
HHE ISR RS © SR SR I B IAREEERS ©

o iEHISSEEEEE ENEERENTE L « W THAEE LNEGIRIE  REEERIERISEE0NEE
AR EEEAEE R EIERIZREEPEL -
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TER3 : EHARTCEM

ﬁ%ﬁ?ﬁRTC%i& v G ATE R SRAE I IR E M « IR EMEREL « ARSEIRBEABIME

1. WNRIT I RIEM « B IEREEM -
2. ${FIRTCE M
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" BRI EEM

9 RTCE Mg

3. KEMIE BB « BB MEPER  ARKENEMERERE -

C) %%%@?ﬁ%@%~%E%%%m@ﬁ°%ﬁﬁﬁ%%*%ﬁEﬁH%&%%@¢°§%
TSR R NEMNRER R ©

WP FERRRPILEREM

TEHERIZR IR AR PR B ZERY BB o

iC FRTCEMABVRIE « ARU—EAER THEEM « REIHABMEE

BEREEN « MEBMETERAEME « BiR%ER o

BN REIEHIRRAEES -

© N o o

TER4 | ERRIEGISEA  WEE R E/ B R

BRI RAERRTH 2R « GO AERAEHERERREERSIRE - EREH S EREREN B - A%RE
HEH -

pg
1. MREH RIS ~ ARIAE R S SRR a0 o
2. RIS EEN IR EEAERIR O HE - ARKE SRAKEER RN —F -

112



HEIERZA ~ SADRHERISRAATT R AR o
3 HRBEMERAR -
MRETBIRFERREFINES (QSFPHSFP)  SASCSTEER/CHMIABRRT BN R -

4 MREREESTIRT « HEEIEE « AEERRRERGERES -
5. SEREHIS IS EH T :
a. WCAVIRIEE BRI BRS  ISHEHISREMEIEA « BB SRR R  ABISCAM
BRI (I -
() sIsmaBARES « DB « UGEBEES -

b. MREHAKREMLIBREIRRE  FEMLE o

. FREINEEEESEGRNEEBREIERE o

d. EfERERUEERMERNEIRE « ARBAERUBGHEER

e. EHARRIET MELEIEHI2S o
6. ERIEHIZs ERIRFEAEHA

a. £/ lshow date) dp<iEEEEEIRL LAY HERFIRRR o

b. ZERENEMIBMARIET T ~ BEREMBH] -

C. MAME « AFEA NREBImm/dd/ymm/FETTE] Sm<RIEILEHA o

d MNAEKE « #FHA Set Time hh : mm : sss 7% ~ LUIGMTOR ERRY o

e. R EARENRL LAY H HAFNEER] o
7. EHARKIETRT ~ 8A Tbyel EMANBIEPCle RMEMITH « AR RENRIE BN
8. BEERERME ¢ [EEFERIEREER-ofnode_disapped _node name | - {FEEIELIRIEIE FEME
O. MRIFABETER - FEWRA | EAFAEREENER - BEREtruel

L ER5 | (T EIEEMetroCluster B R 4RRE PO E SR
LT EEE RN EE2EMetroCluster IR EEEARAE o

1. ERsEFnA MBS T ER RN TBUB1 #RAE : MetroCluster EERENES )
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B

controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. HERBFASVM_EERFP B5ER - MetroCluster Svserver show

3. BB B ERIEEMPITHNEMEILIFRERSTEMINTEA - MetroCluster ZFERELIF show
4. WIFEEETRIEDEHEEER "MetroCluster EBR | f<LRITIH

5. HERRUIRMEEBS5ER - MetroCluster TREER]

EREEN TFEUH ARREER « THREEEERNERITH !

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

BEEEN TEE) KRS « BIoISTRHAESE !

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

MRUPILEBERREFREIABETT © EAILUER MetroCluster show config-repl# Bres[@E ikfkshow] &
LIRIBEIEITHRIEEEARES o

6. EFEI(EAISnapMirrorgSnapVault R5EEERIARRE o
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TER6 | IREEZTHERIE G NetApp

INEMAPEMTBIRMAIE R  ’SIEZT R EINetApp o 91 "SHE SR ER FerllE « FEHER °

X91148A1E4H

¥riZX91148A1E4H 2 48 - AFF NETAPP 9000

O] UTERARPHILI/OEAR ~ HERENICHEENE RERAEREZENAGFFN
HINICTHEENE | » HEREFHINICHEAFE N ERHIEE R A PRI T TSR
RS Z Al

* SBIRE "NetApp Hardware Universe" FE{REAVI/OEAR LTI R ARFIONTAP #ITHAIARASFER o

* MBEZEGETH « BEEPANEEEIERF "NetApp Hardware Universe" Wi A AR EI/OEEM &
tTHo

* AEAFEFEEMFTIEI/OBME MBI E BRERES - BIRERISENEREIES « 2RRIRERIOR
#B ~ FTIEEEEH/OMEAE ~ ARRIERITIERIS o

* EFAEMTHEREREE -

EEERBEUREN R4 PETIE X91148A 15E4H : FAS9000

CRILARIX 91148 AR AR IS 2 A MRV ZEARABIA1E ~ 15175 100GbE NICEUNS224 {17 MERIf
7184 -
* CHRGBBRITONTAP BIR EHTARAAIRRA o

* BEREAREFEERNER TIEX1148A1RM « SRR E BIRIEHRS - BIRERIGIERIEREES « g
R4 ~ AR ERIE B RIERES o

* BHRSK LXBE AN S E R AR EE -
* MREZEEIER A « 5BIRIEH X91148A EARRVIEE B IR HIR R KL EELE "NetApp Hardware

Universe" °
* MNRIEERFIXI1148AIEAFIL A FEFAEAR ~ BN BZ SR 4AIHEE3IF/7 ©

* YNRITEAFXI1148AELBRTIE 23100GbE NIC ~ A AL FEAIRMEUEE 1B ~ RIBTAER - {IESH7E
A ETFIENE - MRECEERS EIBEFAMERIGNE « ARG NS224 1848 « Bl BIECUB I AR AYE
¥ storage port modify -node node name -port port name -mode network T o A2H

"NetApp Hardware Universe" K X91148A 1848 v] (I 8RR E AR Y ELMthidAE o
* REPIFTA TS EIE BEE ; B ~ S RIRAS TR ZIRERFT ©
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BEIF 1 i X91148A 1EAH{EA NIC 15H4H

EERXIMABAELRFTIE 2 BB FRUEEN R L PBINICIEAE « B AR END BRIEFETT o

1. BAMIEHIZRA ¢
a. FREENE . [EFESHEBEENENMA-BEIRETER]
b. IZEBEIZENE : TtorageBIERBEIZE -ofnode_targetBIEi54HE )

FEREEERET  ERETHE A EEEEHFASBET

2. USRI AR IEM - SEIE R o
3. BIrERERBIES !
a. THAEFTINRERIICAMIZER o
b. MTEEHCAMZH « EEIHENKFEME -
C. EITFHE o
4. REEX91148AE4R ¢
a. HX91148ARRAR S AEIRIBIE 45
b. #X91148AEARBAIEIE « ERIEFEMNARSEHIO CAMIZEIIAEL/O CAMEEIZEE AL ©
C. #1/0 CAMAZSHHEEIE I RARSHE UL o
5. BB AREBIERE BRI o
6. MARIEREMRBEIZHIZEA | bye

()  BeERIEPCle-RFIEMTTH « AR BB -

7. REERAHERIIEER ¢ Norage BB EINIE-ofnode_targetEiRETE_J
8. MNRIFFBEEIEINAE « AR | RAFEAHER BB -8 kiEtrue)
0. HiTHIZRBEEE LS R

2

BEIE 2 | AT X91148A RAREARITFRAR
A2 EARBEURREI AR PITEXO1M48ARMAIERHFERE « T BAKRRISED RIBFET

* AR RERIEIESH/E 7 ERRL

1. RARAIEMHIZRA :

a. ZRBEFNE . [FEESEREENERASHK-BFINEHER)

b. 1 EBREEL . Ttorage RFARBEIZE -ofnode_node_name'
FESEGEET - SIRETHE  MEREZHARIET
2. MR ARIER ~ FHIEREEM o

116



3. BIrERIERBIES
a. AT INREIRIICAMIZER o
b. MTHEECAMZ « BEIHENKTFAE °
C. EITFEE o
4. BX91148AIEAE LI T HAIES
a. EX91148ARRAR S AEIRIBIE 45
b. #X91148AEARB AIEIE « ERIEFBNARSERIO CAMIZEIIAEL/O CAMEEIZEE AL ©
C. #1/0 CAMAZSHHEEIE ~ I RARSHE BT o
d. MNREELHEE " EXI1148ARARETHETE A EHIRIE7PIRA BB 5T
5. ERRNENMESRISE A -
° YR FHMISEAAN B SREIERAARR « FFEMEE) BMC -
I AR AT - SEEHERERER | set -privilege advanced
i. EFTBIBMC @ Tp reboot" (pEHRIIL)
° WREMIEMERMERAER ~ AUBASZRTF TR | bye

() BEEMEPCle-RAEMTH A B AEIERS o

6. WEEBMHEEFEOEEL © Ttorage R EEEEMIE-ofnode_name'

7. MREAEEREINGE « BRA | [RAFESEREENEEAE- B8 iStruel
8. HEHIBIBEEE LD R

9. IR - LREEFNERE NS224 MR "t TEmRTE" o

ERERBEUGEEN R PETIE X91148A #TFIEZH © FAS9000

TR RRPBIF—ZERABNICERHEFERE « 7 e — Bz Z{EX91148AHFIR

HERIETERENRGF -

* WHRRLEHITONTAP B EMhRASBIRRZS

* AREAPEFEERER TS X0 1148AEME « (AZRIZE BIRIEHES  AERAE - AREBRBFIEHES -

* MIRICERIXO1148ARAEIIB RBREEFTEF ~ BRI AERIREZ I BE3N/Z 7 -

* WRIECERIX91148AIRAEFTIE 23 100GbE NIC ~ R LUfEREARKTUEE - 798 - IRIFTAR - &7 E
RAEFIEIE - MRCBERBEIREFLMEIRIEE « TARRE NS224 B ~ BRI AIER AN ERAYE
& storage port modify -node node name -port port name -mode network E{EEIZFER

< © A2 "NetApp Hardware Universe" R X91148A 1&40 7] FI S AR E AR AV EL(th 14 o

* RPRFRA EMTHEROAIEEEF ; TR~ SO ARSI IEEBT
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