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REMmm=FlexGroup

ONTAP FlexGroup Volume %7E L{Fi1e

1S B] LIIRIEFlexGroup RIEBFEMUE ~ TEONTAP EFEE—EHRVMware BBENES
RITHEE ~ LUERIR(EMEE » ZiFlexGroup B FEENER R HEEABERFE L/(L
I —EREE o

Modify the SVM to use 64-hit
NFSv3 identifiers.

Select the ™~

Automatically aggregates
(as per best practices) automatically or Manually

P /

manually? S

N P
\““‘\/ /

Provision the FlexGroup

Create the FlexGroup volume.
volume.

FIsEZ Al
WL ATESVM A TR E ST E 7B EE P HTIENFSHISMBRISVM ©

RAREETIIE

&2 BETEFlexGroup EENESMHE/ VAN EE FBFEE—EARSERINENEIR - TEE UEU &2,
M#EE F ~ S4ZBFlexGroup FEIEI —EES ©

£ FlexGroups 7€ ONTAP SVM R 64 fii7t NFSv3 1Z:# T

HEZEFlexGroup SERHBVIRR ~ MR RIERIDEZE « (SEZENEFlexGroup 1L
IR R AR ERISVM BB 64 Tig s RIS o

B
1. BANERERER . set -privilege advanced

2. {25 SVM LAfEF 64 iyt NFSv3 FSID fI#EZE ID : vserver nfs modify -vserver svm name -v3
-64bit-identifiers enabled



clusterl::*> vserver nfs modify -vserver vs0 -v3-64bit-identifiers
enabled

Warning: You are attempting to increase the number of bits used for
NFSv3
FSIDs and File IDs from 32 to 64 on Vserver "vs0". This could
result in older client software no longer working with the
volumes
owned by Vserver "vsO0".
Do you want to continue? {yln}: vy

Warning: Based on the changes you are making to the NFS server on
Vserver

"vs0", it is highly recommended that you remount all NFSv3
clients

connected to it after the command completes.
Do you want to continue? {yln}: vy

SERLE
FRE AP RE AR - ERUEN - IRAERZRARIDEEE « MEARKEESNFSIEERAIAEEIREE
RFRVIE R RIENE o

EEBE ONTAP FlexGroup Volume

#2137 FlexGroup Volume B » A LUSEIEE ONTAP FERENERAME (518 X8
B)ffiE FlexGroup Volume ° AEEBIRBREBHMIERIERE » UWEIREMFENSE

2o
e Z Al
=ETNSEMBUAZE DA —EAKE -

(D BB SEHIFIFERDERR FlexGroup Volume B » SEEZEMEE VE—ESEE > HE
EXF3 FabricPool ©

FAREETLE

ONTAP ZiEEmE4IL/E - SER EPIAZER&RA - LIZIL FlexGroup Volume ° MISRMIEZAIEERAIA -
ONTAP A& SERLER—EZEE > UL FlexGroup Volume ©

% ONTAP 9.15.1 Bi%4 > E{TEENECE FlexGroup Volume BF > ONTAP SERFEKRE (BP) RIEZEARIKE
# FlexGroup & (4HFX) Volume FcE - BP W—EEBEEEEIL & R:E (BEECE) B9 FlexGroup il
&6 > CSUEIFREIBEE R EMNAILE o 2282 FlexGroup HAIEE I A/ NS IR AL B AZERIE » BFR4E!
SRS [ Volume 1 (FEREE) (REECE) M FlexGroup HEHEE o E&EHA REST API 2 ONTAP CLI 3L
FlexGroup Volume auto-provision-as Ff » BIRECEAISEGEAZTE R EMAM  AAEERE o EaIUZE
ILEBUH FlexGroup HEHEE ~ SfEFR S BURBIRIERE "7217 FlexGroup Volume I FENEAILIE" aggr-1ist
155 o



TER
1. E2EFlexGroup {HFEINAE :

volume create -vserver svm name -volume fg vol name —auto-provision-as
flexgroup -size fg size [-encrypt true] [-gos-policy-group
gos policy group name] [-support-tiering true] [-granular-data advanced]

7t ONTAP 9.16.1 B4 » #&ATLL (-granular-data advanced'7£ CLI AR EE B EFE") > EEEAR
10GB B > 1£%1@ FlexGroup i EMEEHEAER} o

£ ONTAP 9.5 %A » R IA7ERNA FabricPool BZSt/E _EF237 FlexGroup HifRk& o FHETERLA FabricPool
E’JZM&EJZE@JT*EL FlexGroup Volume » fEABIEBEERTE -support-tiering A& true ° HIRER

— B WNBERE A none for FabricPool ° &t A LAIEEFlexGroup #H#HZEN D BRI BRE LA
H}Ej o

"HERREEAAggregate B 12"

GBI LIS TE FlexGroup MR EAIRRIEE FIR ( QoS EFR) ° EEFRHI FlexGroup 4R & FTSEFE R FIRIBEE
TR o EONTAP S159.45844 ~ IEAILIIEERIEEE (QoSTIR) FMEAM FlexGroup E{EBTZAYFEEQOS °

A EE

WRICHEETE FlexGroup HEEE _EEYFNNE » AILUIBBEBHERTE -encrypt A true ° HEEI MR
& ~ [ EZEVolume I Z RN EBEIERER °

@ 1w JBTEFlexGroup ZIIBFEYRHFF ILFAFRERINNE  (SEEATEIRAFlexGroup X EERE
EXFBINZRINAE ©

"INEEERNER"
o size BHISE FlexGroup B A/ ~ B{IA KB « MB ~ GB » TBEH PB o

LU &56I:R BB & A/ N4 400 TB B9 FlexGroup Volume

cluster-1::> volume create -vserver vs0 -volume fg -auto-provision-as
flexgroup -size 400TB

Warning: The FlexGroup "fg" will be created with the following number of
constituents of size 25TB: 16.

The constituents will be created on the following aggregates:

aggrl, aggr?2

Do you want to continue? {yln}: vy

[Job 34] Job succeeded: Successful

LUF B HIERPRINAIR 1L QoSIRAIEHE ~ UFIEEIEE LR « UK EEMFlexGroup ERERBE :

clusterl::> gos policy-group create -policy group pg-vsl -vserver vsl
-max-throughput 5000iops
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cluster-1::> volume create -vserver vs0O -volume fg —-auto-provision-as
flexgroup -size 400TB -gos-policy-group pg-vsl

Warning: The FlexGroup "fg" will be created with the following number of
constituents of size 25TB: 16.

The constituents will be created on the following aggregates:
aggrl,aggr?

Do you want to continue? {y|n}: vy

[Job 34] Job succeeded: Successful

LU #E5IsRBAUNRI7ERR A FabricPool FYZSH/E £ » BcE K/)\4A 400 TB Y FlexGroup Volume

cluster-1::> volume create -vserver vs0 -volume fg —-auto-provision-as
flexgroup -size 400TB -support-tiering true -tiering-policy auto
Warning: The FlexGroup "fg" will be created with the following number of
constituents of size 25TB: 16.

The constituents will be created on the following aggregates:
aggrl,aggr2

Do you want to continue? {y|n}: vy

[Job 34] Job succeeded: Successful

FlexGroup Hifr& RE=ETRSEME LZY - AR LA /\ERSHIRE - EHIRE ST SEER
ERERANZAEE 2 EF90E -

RIEFESS ~ FlexGroup Volume 2fEAEITH volume ERIFRERTE « AFF RERIM o 1L AFF R4 ~ 1K
YER G fEAEIL FlexGroup Volume none ZERI{R:% ©

2. {EFEEZREHE FlexGroup Volume :

volume mount -vserver vserver name -volume vol name -junction-path
junction path

clusterl::> volume mount -vserver vsO -volume fg2 -junction-path /fg2

SeRk g
1 FEEZ AL FlexGroup FB P umh & tEIIAE ©

WMRIEHITONTAP BIE321 5 B RARAHIR A ~ T Bf#FEEIEES (SVM) FERFERE T NFSV3FINFSv4
* FlexGroup B¢ PiRZaE It T IBE R RE TR o 7£EE 5 iFlexGroup T ~ EAZBIEREF P inEtESTiEBhR
ZAEF ~ BAFEFSENFSHRZS ©

# mount -t nfs -o vers=3 192.53.19.64:/fg2 /mnt/fg2
# 1s /mnt/fg2
filel file2
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#2137 ONTAP FlexGroup Volume

ISR A F AN BTEE PRI FlexGroup HABEEMIASIEE (E588) » ARIEESELR
WE LRI BIRE (4BAY) B2 » Z2KIEIL FlexGroup HARRE o

& > Tt EILUSESE ONTAP "E &2 E "the FlexGroup Volume » /534 REINALE » 1:E ONTAP RIERES
RMOERZEREHIEEMNESE » LUETIREMGENSE ©

BAFEIEIE
IR ABENIBTE KB 7 FlexGroup Volume FREERIZERT o
JZ17FlexGroup —ERtFlexGroup BIRREMSERNINSEEER « (M BEE T2 !
* FlexGroup it & FEFER MM ERER AL LRAEE -
EFRHERNERE R4 « BB TEFlexGroup E{EVMware VolumeFR g A FERIBYRLAE ©
* FlexGroup H4HR & FEEFAMEEIRVRERREEELAN RAID BHBARARRS IS HAIEE -

= TER BB - SO BRRPIANAEERZHFRA SSD » FiB HDD BiFRA Flash Pool (CESTIU
) ZHEFEFRAERK o tboh - ASHEFBTE FlexGroup HERRE FHRVEERRIEF] RAID B¥AEEE MR o

* —ErI RSN DHIHES © FlexGroup
FTEER—ARTHEEREARBEERZEE « BEXMAIUE RS MFIB ] ARVEEE R ° FlexGroup

* #37 FlexGroup Volume 5 » FR4FEEBZE FlexGroup Volume BYARIEE R A TF4FE
° EZEARKES > JREEEARER > TEREFERRERER
° TE#1I FlexGroup Volume 2 1& » FEMREBA 3% BIA] B MG EHKEE P EZ K o
* Bt FAS 2% > RIFSEMMAMESIEE > Bt AFF 24 » SESRSERS —EAREE » 78RR

FlexGroup Volume °

* ¥ EE FlexGroup Volume > EREZET =V /AN SHIRE » SLEWIRE D MHE FAS R LBIMENZ
EZAE > Uk AFF R4 LN —SZERERE L -

ez Al
* 1 ONTAP 9.13.1 45 > ERAILMERBENHHIEENEHINGEREIL Volume ~ EERBAEIEENEH

ALY —activity-tracking-state BREA ‘on #H ‘volume create #8% “-analytics-
state ©

EEFABESEDNAEENER « 520 "BHEZAG0" c 1< 2EZE R ONTAP "E:4H "volume
create Bl ° sBZ2E
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ERRAEIESS > [EATLUEIL FlexGroup HEFERE o

1. EMERE>HIRE LEE 4 pdd ©

2. GRS EAE R - MAMRERBI A » RABEIEELIEE o

3. EHREFNRE AT » EEETEREP D BMIEEER (FlexGroup) * o
4. FTERERIRIERE L BEE T o
CLI

1. #17 FlexGroup Volume :

volume create -vserver <svm name> -volume <flexgroup name> -aggr
-list aggrl,aggr2, .. -aggr-list-multiplier <constituents per aggr>
-size <fg size> [-encrypt true] [-gos-policy-group

gos policy group name] [-granular-data advanced]

° It “-aggr-list 2E3EE AR FlexGroup i 2B ASIEEHEE o

73 7 7£ FlexGroup HAIR& AR {RIG—ERRVNEE » PRA AR EE L AEREERIHIREAIIA RAID 2448
ABAERE o

° It —aggr-list-multiplier 2BEERESELESH—ET HNAEE LRI SRS
=2 "-aggr-liste

MFEER(E -aggr-list-multiplier 2%& 4 ©

[e]

° o size BYIETE FlexGroup HFEE A/ ~ EBfiiA KB ~ MB ~ GB ~ TB 8 PB

° it ONTAP 9.16.1 B%A > &8I LA (-granular-data advanced'7£ CLI FREXREE B EFE") > 1£4E
Z A 10GB B » 7£%1E FlexGroup i EMEEFBAEEK ©

° 4 ONTAP 9.5 %A » {&B] AR B FabricPool FIZNi% /@ 3k 37 FlexGroup Volume ©
EE 7% FabricPool 17 FlexGroup Volume » fEFAZ2E35EMFRE AEBER -aggr-1ist AR
F FabricPool o fEH FabricPool B> HE—EiE Volume RIFRES none ° &A]
LUIEEFlexGroup ¥ ZEN D EIRAIF D ERIKISAHA
iR B Aggregate B 1R

° EONTAP S159.4F9%4 ~ BRI LIEERIEERE (QoSTIR) FER I FlexGroup BE{E:BIZHIE
QoS o

o {RB] L& FlexGrouphi it @IS E R 2 LR (QoS Max) » M FRHIFlexGrouphihEE ] LUHFERIZL
BEEIR ©
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° WNRIECHEETE FlexGroup HEAIEE ERVANE » TG B #ERE -encrypt ' % “true®

EERUMBHRE « MR AZEVolumeIZRENEHEERE o

@ A BTEFlexGroup I FFEN B HEF LEHARERIINE o fGE A 1EIR B FlexGroup B
EBERERRNZEINGE o

MR AR

cluster-1::> volume create -vserver vs0 -volume fg2 -aggr-list
aggrl,aggr2,aggr3,aggrl -aggr-list-multiplier 2 -size 500TB

Warning: A FlexGroup "fg2" will be created with the following number
of constituents of size 62.50TB: 8.
Do you want to continue? {yln}: vy

[Job 43] Job succeeded: Successful

£ E—{E#fH » WREES FabricPool 337 FlexGroup Volume @ BIFFEAHE (aggr1 > aggr2
aggr3 ) #EBWMAZERIF FabricPool o {EFEZIREHIE FlexGroup Volume : volume mount -vserver

vserver name -volume vol name -junction-path junction path

clusterl::> volume mount -vserver vsO -volume fg2 -junction-path /fg

SR B
1 FEZ A FlexGroup FA B umih & tEIIAE ©

UNRITHITONTAP FUE32{UTH E RIRABIAREA ~ MEBRFEREKESS (SVM) FERERE TNFSv3F
NFSv4 ~ FlexGroup Bt Fin&ZaE It T IE E R sE B LR o 7EETE IR IIFlexGroup T ~ G BER P in
HE B ERRASRIEE « BAFES ENFSHRZS o

# mount -t nfs -o vers=3 192.53.19.64:/fg /mnt/fg2
# 1ls /mnt/fg2
filel file2

HERAE N
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B23%F ONTAP FlexGroup FiiE& N ZERIERE

&R lexGroup —{& TF=&) REMERED « WE1EFlexGroup B =& fF
FHBYZERS o

BREETLF

W IERA R ZINEEIERY9.6 ~ ONTAP IZREEEAERIR - MIREEHRREEHESER  IgEHERT—EES
fEsxfEed ERE R ~ R ZEEREREME D BER R FHERIRIAZER ° ONTAP FlexGroup FlexGroups&lt
SRR AT e A ZE [ FlexGroup R EMAEEMZE R B HEER

@ AR IR AIRRAR5£430.9.9.1 ~ ONTAP K fFIthiR(HHiRE 2 Rk & B 1TFlexGroup IHEE « &
ARBERANER - MBESEN « 2R "WAIREREHEZE RS Bkl o

1. 1218 FlexGroup Volume {EABIZEMKREAARR : volume show -vserver vserver name -volume
-style-extended [flexgroup | flexgroup-constituent]

cluster-2::> volume show -vserver vsl -volume-style-extended flexgroup
Vserver Volume Aggregate State Type Size
Available Used$%

vsl fgl = online RW 500GB
207 .5GB 56%
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ccluster-2::> volume show -vserver vsl -volume-style-extended flexgroup-
constituent

Vserver Volume Aggregate State Type Size

Available Used$%

vsl fgl 0001 aggr3 online RW 31.25GB
12.97GB 56%
vsl fgl 0002 aggrl online RW 31.25GB
12.98GB 56%
vsl fgl 0003 aggrl online RW 31.25GB
13.00GB 56%
vsl fgl 0004 aggr3 online RW 31.25GB
12.88GB 56%
vsl fgl 0005 aggrl online RW 31.25GB
13.00GB 56%
vsl fgl 0006 aggr3 online RW 31.25GB
12.97GB 56%
vsl fgl 0007 aggrl online RW 31.25GB
13.01GB 56%
vsl fgl 0008 aggrl online RW 31.25GB
13.01GB 56%
vsl fgl 0009 aggr3 online RW 31.25GB
12.88GB 56%
vsl fgl 0010 aggrl online RW 31.25GB
13.01GB 56%
vsl fgl 0011 aggr3 online RW 31.25GB
12.97GB 56%
vsl fgl 0012 aggrl online RW 31.25GB
13.01GB 56%
vsl fgl 0013 aggr3 online RW 31.25GB
12.95GB 56%
vsl fgl 0014 aggr3 online RW 31.25GB
12.97GB 56%
vsl fgl 0015 aggr3 online RW 31.25GB
12.88GB 56%
vsl fgl 0016 aggrl online RW 31.25GB

13.01GB 56%

16 entries were displayed.
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111 ONTAP FlexGroup FERERE A/

&R LS NN FlexGroup BABRERIK/N » AR AIRAR FlexGroup HiIR &R EHAEE (4R
) #FEEXRE > WeBBRETEEMREMIEER FlexGroup HAFEE © FlexGroup f#
& AREER 200 AU LRI EHIEE o

ez Al
EoRTWER BRI AZEMA -

FAREETLF

WMREREIENEZZERM ~ eILUENIFlexGroup E{EIRRAVEERE A/ o 310 FlexGroup HAIEERIA/NVE A
FlexGroup F4IR&IRA Y BHARERI A/ ©

AR TAEERFAMAE ~ FILUETEFlexGroup (RRE2EAMIINEE « T FFIBERT » ErISE B EHETT FlexGroup
Volume i #riE Bl S IR E :

© HENRLE MG EEE o
- BARAHR LBIIMNAKE (Eaf) -

* FlexGroup fiR&RVIRA B SR & BiZEIRERERIR K FlexVol X/ (MR EEA » A% 100TB 3¢ 300TB "
KAEZE") » A FlexGroup HEREE A BFTIE H i SHAEE » A REAEEAR/ o

WMNRIGIEDL FlexGroup MR @MU B ZEZME > BISLATRIIMNRERHERA S > 1L HRFEH
@ kB ".snapshot’ B#r3K“LARIRIRR AN "EIEF ©

NERIRFBWAR AR5 » BIFREEAH SnapRestore 121E o B2 > FOREAIAMKE ".snapshot' B

BRI LARTHIRR A" EETEF ©

EE 5 ONTAP 9.3 BYRRA<H » #2317 SnapMirror B > 55703&FE FlexGroup Volume ° ¥R FlexGroup &
TEONTAP EHhRZASFE AR Z<BISnapMirrorf iz 2 BB TR ARV R selsTER ARZ9.3 ~ B#4ZEFlexGroup BR
PITEEFBZE BAIMAIS0 Volume o HEONTAP IHAEE9.35014 - (&R LUIEFEFlexGroup SnapMirrorBA{&HREITH
BEE o

TR
1. HEBINB ST RAELUIEANFlexGroup VMware FlexGroup VolumeBJA/)s

WMRICFEEIENN. . RBHITLEENE. .
INBEFIexGroup E%E FlexGroup Volume BRI BHIREE A/ :

volume modify -vserver vserver name
-volume fg name -size new_size
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AEIRFHFlexGroup EZ{EBE YRR EHIEE (4HRK) LUEF FlexGroup HEAREE

volume expand -vserver vserver name
-volume fg name -aggr-list aggregate
name, ... [-aggr-list-multiplier
constituents per aggr]

MFEER(E -aggr-list-multiplier B2& 1 ©

{57 FlexGroup Volume "FabricPool"B » FfE
B (EEEE) #HMPEMMNIIE—EZRRE o

BRRFRAENESE (MEE) UNEHRERREZIHEAAE (8 100/300 TB 5 20 EEESR) - &RF2
&0 FlexGroup HARR&RYEERS A/ - MIFLENNREIMNI AN SHARRE o

D EEMRANEEE A/ SEZRE R 25EIE » 5§ FlexGroup IE7EIEFE E#FEREES > A {EH Volume Expand
o FERIERI S E IR B R EFTIE EAAA IR, - URER—EBIRLEE « FIE0 > W1RIRBHY FlexGroup WEFEER 8
Bk B E - SEEANEREHEE » IISEMSEIEMERESESE 12 EREMIREE - SEEHEN
B EHREE o

AT A B ATIE E R EIRAET » FRE IR AP B EMMIONEMEEHE— - U > WRIREH
FlexGroup H4FR&A 8 B EMIRE » SEETELA ME RN SHEEE » BIUNE FlexGroup HfEEIEFTT EFEIR, »
BIFEFRIL OB SHEE - RMESE 12 B ER FlexGroup HHEE o

R EFTIE E FlexGroup HARRE & & EHAANTHAE > URIFTV R BHARE » M 2 B ERHRE RV BRE R AT
AE - ERVHTRY SHARE BT A SR B ZERTH AL -

Ll
* WEINRA R EHIEE S SRV G

LU E365):RBEUN {20 TBZERIFTIE EFlexGroup —EINFER 2 BIvoI XL IR E -

clusterl::> volume modify -vserver svml -volume volX -size +20TB

902 FlexGroup HiHR&E A 16 AN EHIRE > BISERSMIRERZERTIEM 1.25TB -
* WIS pY B AR E R ELE R ARV SR ¢
LT EERIERTUNfAIZS FlexGroup HABREFTEMMETRIMNNVALE S » BEEEAEE (Fa) MEME fq1 -

clusterl::> volume expand -vserver svml -volume fgl -aggr-list aggrl,aggr2
-aggr-list-multiplier 2

A B HERE A/ NRIR A B S HAERE R A/ MEE o
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5’ ONTAP FlexGroup FEREE R A/

EONTAP IHEEMERY9.65885 ~ FlexGroup &AL —EARRTE BRI/ BEEFHAERE
RBERIA/NIME ~ LERHEEERELRFERANZER o 2845/ \FlexGroup —EEEE K
Z2FONTAP R B E#HHEFlexGroup FIEREEHERL o

1. B EHATFlexGroup BIENEE& A/)V ©  'Volume size -vserver vserver_name-volume fa_name.

2. ,zuﬁ/J\HeXGFOUp APEMERE | volume size -vserver vserver name -volume fg name
new size

EIEEMBIA/NE ~ AILERRSE (1) RIEERIBERIA/NNIE « HEEARESE () ZKiEDFlexGroup B
AIHIA/)N ©

(D WMREIEE A BHELE (volume autosize 7%)  BHR/NBEAERNZAHN
Volume A/J\ o

T7EEHIETRFlexGroup $a#3volXRIBAIUEE A/ ~ MiAFHiIEE X/ NEFAER10TB !

clusterl::> volume size -vserver svml -volume volX
(volume size)

vol size: FlexGroup volume 'svml:volX' has size 15TB.

clusterl::> volume size -vserver svml -volume volX 10TB
(volume size)

vol size: FlexGroup volume 'svml:volX' size set to 10TB.

T 7 g HIFETRFlexGroup $a#3volXRIBRIUEE A/ » WA HEHAERERIA/NED5TB ¢

clusterl::> volume size -vserver svml -volume volX
(volume size)

vol size: FlexGroup volume 'svml:volX' has size 15TB.

clusterl::> volume size -vserver svml -volume volX -5TB
(volume size)

vol size: FlexGroup volume 'svml:volX' size set to 10TB.

5 ONTAP FlexGroup WitRE > LIBEHRFEAME/NE K/

TEONTAP THEE/T4R9.3F%E ~ AT LURIEFlexGroup B RIFTRIVZER ~ ISR RESE
BHEFEANMGE

FIsEZ Al
IERRAS A ZBTEXR L © FlexGroup
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* BENEIIEIRE KR/ (grow HER)

YNZRFlexGroup AggregateSE3IR I EE 2 22/ « BENETTINAEA BN LEERTTEEINEE o {RI LA E AR
ERRAKR » RIEBAMRENERE « HNR BRI ERAEREMNEMERFES « TESEHEM -

RIRTERR ~ MIR&E R i RA R BEHETAIANNBI120% o W RICHRERREIRE RIA/NAT AR & HERR
& - BRI R E HERE R R AR/ ©

* BENME/NEFR&A/N (grow shrink HR3)
BEBRERI M IEHIEE KR PTENSE - BRESRPNTREEMEIEEER o

BEERERSEEE B EBRT—HEMER « LinENETE{ERZERMTER « MEEZEBER - BABEEMEINGE
FFONTAP ~ XiRfERE T B SRR RAVAERITA « WBRBBETN B 24/ \SEIREIR -

BEWRENNR « IUESHERZE LIRFISEG BNEN - EMRER/)\F - HAI S IAERRE LR’
BHAE - MERRE R ZEERERE BRRAERBERMEHIA)  EIt « AL ERERERNER
gaRIN ©

1. REHEEUAEBBER KM NEKRN | volume autosize -vserver vserver name -volume
vol name -mode [grow | grow_shrink]

TR LUEE AR B R AR IR @R A K ~ R/NAR/NIERFE o
UTHSERASS fg1 - EHEEEM70%E « ZHEENRARSAERES TB
clusterl::> volume autosize -volume fgl -mode grow -maximum-size 5TB

-grow—-threshold-percent 70
vol autosize: volume "vs src:fgl" autosize settings UPDATED.

#£ONTAP FlexGroup#& IEE bk B &%

EONTAP 9.8 Fats » BT LUIIERE (BIEE =) ¢ Linux 1 Windows F B it FE Ao il
Hi% o Z2EM SVM EIEE A LUTEFlexVolfIFlexGrouphit it & _E $ITIEE LF MIFRIRIE o

BAREETE
T AT REEIE S N EAEREREIN SVM 128 -

%€ ONTAP 9 8 fi4a ~ ERTLUfER ONTAP CLI fEFIEEZD MIBRINEE o MEINAES ERY9.OFIIAONTAP ~ ERILUE
EcSystem ManagerfE FAILEINEE » MNFBULIZFRIFFEEN > 552 R IRIE FSA FEY ONTAP ST EREXAH [EFETE" ©

EINEEERT. 1. 1FI4AONTAP ~ REFEIES A LUIR THIRE MR « 3ENFSHISMBA P in#1TIEE P MIBRE
¥ -MEEZEN  F2H "EEAFIHER - LOFEZ B AMEREE"

19


../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html
../task_nas_file_system_analytics_take_corrective_action.html

&R LUER “volume file async-delete show 15 L 18 & IETEEITHVIEEI L MIBRERAVARRS » T HHEONTAP 9.17.1
FAtE > W EREREE P inEs HAVIER L MIBRIEZERVARAS o

JERZ MIER B i
&R]LUER System Manager B{ONTAP CLI JERIZ MR B % o
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RREES

TEONTAP IhsE_ERHYE © 9.10.1 7ZONTAP 9.9.1

1. BB RTF > MR EEF RN E RTE o

2. TE-HIREEEY - BiE ERAR) EERF
» REEE TEREES) RE -

3. fE*Explorer*fR[EH » BEZEFTFRNB R

4. BEMER > FHRIBRBEEERIERRL > A
&MIPR § EBELR -

—RIABEMIBF—E ¢

@ bR B SAERER « MHEEREE
AEILENEET ©

CLI
* R CLI ITIERZMIER *

1. EAEREIRE -

set -privilege advanced

2. fiIF% FlexVol 5 FlexGroup HIEE FRIE$E :

1. TR E o
2. FEHPRERAVHRRE > ABER C IEREE ~
3. fE*Explorer*fR[EH > BEZEFTFRB R

4. BEMER > HRIBRBEEERIERRL > A
mbs § BEELIR

volume file async-delete start -vserver <SVM name> -volume <volume name>
-path <file path> -throttle <throttle>

R/NETREZ 10 » &RA(EZ 100,000 > FER{EA 5000 - BYEMEREFRARVNER » B8
RIENMEREE - MBRSNEREERARSNER  EFERBRROMPFERE

TrE A EMERRAD2RIR &k ~ ZERMUNZADIRBETF -

cluster::*> volume file async-delete start -vserver vsl -volume

voll -path dl/d2

3. (FIE) BEIETTETHIFRD MFRIEEAGAE

volume file async-delete show
4. EREREMIER
event log show

THIEEREE AT R B BB E A SCERBVEIL ©
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cluster::*> event log show

Time Node Severity Event

7/7/2025 09:04:04 cluster-vsim NOTICE
asyncDelete.message.success: Async delete job on path dl1/d2 of
volume (MSID: 2162149232) was completed. Number of files deleted: 7,
Number of directories deleted: 5. Total number of bytes deleted:
135168.

+ N5 2 EERIONTAP E5¥4H "event log show Bl > 552/ o

BGH B 2 MIBRIFS

1. EEAERSHERAE
set -privilege advanced

2. FESRIETEMIPRE &% |
volume file async-delete show
YNSREETSVM ~ Volume ~ JobIDFI B ERERTE ~ ISR UBUH T1E ©

3. BH B #rMips -
volume file async-delete cancel -vserver <SVM name> -volume <volume name>

-jobid <job id>

EIEF P IRERLUER FlexGroups JEEIZ MIFR ONTAP Hif

£ ONTAP 9 - 11.1 f%5 ~ REEESIMUEHRIEE LR FH#IR « LU ET NFS #1 SMB A
BPimBITHITIERT MEREE - EXE LRUBIERTMEREF « Linux AR im{EHEZE v LAfE

B "'mv &<~ Windows BRIRERERILUER rename s S HIFRIsEHRE ERIBE &

FiER B BB E AL ontaptrashbin BIfEEIE &% o

RYF A R iRIEED B kR

1. & CLI EAEPEHEIRIEL © -privilege advance

2. MRARIRIERSMIER « W4RHER Mtrashbin BEHIE RS

volume file async-delete client enable volume volname vserver vserverName
trashbinname name

22


https://docs.netapp.com/us-en/ontap-cli/event-log-show.html
https://docs.netapp.com/us-en/ontap-cli/event-log-show.html
https://docs.netapp.com/us-en/ontap-cli/event-log-show.html
https://docs.netapp.com/us-en/ontap-cli/event-log-show.html
https://docs.netapp.com/us-en/ontap-cli/event-log-show.html
https://docs.netapp.com/us-en/ontap-cli/event-log-show.html
https://docs.netapp.com/us-en/ontap-cli/event-log-show.html
https://docs.netapp.com/us-en/ontap-cli/event-log-show.html
https://docs.netapp.com/us-en/ontap-cli/event-log-show.html
https://docs.netapp.com/us-en/ontap-cli/event-log-show.html
https://docs.netapp.com/us-en/ontap-cli/event-log-show.html
https://docs.netapp.com/us-en/ontap-cli/event-log-show.html
https://docs.netapp.com/us-en/ontap-cli/event-log-show.html

ERTARIIREBIERIEEA) |

clusterl::*> volume file async-delete client enable -volume vl -vserver

vs0
Info: Async directory delete from the client has been enabled on volume

"Vl" in

Vserver "vsO".

EEEODRARIEREEA) |

clusterl::*> volume file async-delete client enable -volume test

-trashbin .ntaptrash -vserver vsl
Success: Async directory delete from the client is enabled on volume

"Vl" in

Vserver "vsO".

3. HERERA A RIRIERIS MR :
volume file async-delete client show

ghl

clusterl::*> volume file async-delete client show

Vserver Volume async-delete client TrashBinName
vsl voll Enabled .ntaptrash
vs2 vol?2 Disabled =

2 entries were displayed.

FRAPmIEED B bR

TER
1. EEECLIH ~ FHARIRIERY B iRk

volume file async-delete client disable volume volname vserver vserverName

gh -



clusterl::*> volume file async-delete client disable -volume voll

-vserver vsl

Success: Asynchronous directory delete client disabled

successfully on volume.

2. RARHIFASRIPRESER
volume file async-delete client show

il

clusterl::*> volume file async-delete client show

Vserver Volume async-delete client TrashBinName
vsl voll Disabled =
vs2 vol2 Disabled =

2 entries were displayed.

f£F3 ONTAP FlexGroup HiFE&E 217 gtree

EONTAP &% 0-3+3+3+3+2+3+2+3+3+2+ 3 FlexGroupqtree®r]
iZFlexGroup G IEHNE K@D BB &EE ~ LUEER]EIE o

RIRER T

* YR HFEFlexGroup BISnapMirror Volume& gtreeE2SnapMirrorfIfE{% « B E AU E LB ITONTAP T
ARAH) (ZIBONTAP qtreefIZ1&) (—RBRRAEB (Zikqtreel) ) o

* "EONTAP hRZ<S9.58844 ~ FlexGroup ziEqtree#t st BRI IBMER o

1. 7 FlexGroup Volume F#37 gtree :

volume gtree create -vserver <vserver name> -volume <volume name> -gtree

<gtree name>

e DUEE M IS E qtree YL 2T, ~ SMB oplocks ~ UNIX1ER K EEH REA] o

clusterl::> volume gtree create -vserver vs0O -volume fgl -gtree gtreel
-security-style mixed
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HERIEE
RS
$5F3 ONTAP FlexGroup fizhtt & FRzE

EEMBREZANBET ~ S ERERERANEL T ~ E8ERINERERER
BCEEPRHIRYIBEHZ ©« ONTAP FlexGroup{EIThSETT489.568450NTAP ~ &R L ¥ FlexGroup B
FZEINREN 48 & RIECREFR Al s HIPR Y o

FAREETLE
* ETHEERI.5RIIGONTAP ~ IEBILUEEFlexGroup B ~ BANERSRERVE 2FCEE ~ UHEIERTEINEE o

WRILUEE S LERFBIZRIREIZEHEE ~ 5EERE - BSgtree IR AMERHE ~ SIME - ECRERBIEE
TIBERTEEESAR -

© BEAEEBRTENIEMREIFFONTAP « HREMIAEERHESHE « BHAFFE—SHIRE -
MRHRERAEBRENRENRIERT - RATEL-RITEBMHFRIAR

© BFAEEARTENERELIRFFONTAP ~ RERYERHE_MESAS o
EEAENRENRENRFERSGR « AL 2Bk HEEAR -

° MREAEEDRERVERS - ONTAP BEEIEABRE UL LLERE—PFEMR -

* 7£SnapMirror 9.5FFONTAP - ECZE#REI#E % 7EFlexGroup SnapMirrorfE{%&AY B Ay SnapMirrorfig it & 17
SENED ©

* TEECERYIIAMCERR « AESRRIITECEE « M ERTRYREZ B A INEE RECERRYER]

EEMBERREVBCHREREERECE » ErILU#A volume quota report A< ©

FosE B ARAI4EEY
FofiE — B4Rt | AR ERE « BHEEREE - ICREB R SIS E EREIRFINERE  BHHzlqtree
TRILECREBRAVEER « SEACRE B RRAMRECEERT  UKEBERREFRN2EA

ACREEE AoRELREY BEMERA MisE

fEHEE fEFRAERCRE UNIX{ERE%FBUNIX FERERENERERE
ulD HAbR & gtree ©
Windows 20007 Ak Zs
FIWindowsEFRE & TE
Windows SID
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Fie2id| E+AHACER UNIXB¥4ERTBUNIX Gid  BHBECERRIEREREM

iR&3qtree ©
RER
M Windows
@ IDAERE
B¥4HRC
%8 - ONTA
P
gtree Bk HEECER qtree& 8 EEBICRE S ERES

ERHREE - FEFEH
iR & gtree ©

fERERCER &30 (") FCRERRA 1 RnTER
FCRE_ o WINTRRRECEE ~ AC
RHRAEIEECER ?gﬁﬁﬁﬁﬂiﬁﬁ%ﬁﬁ%ﬁfﬁﬁﬂ’ﬂ

B HFACEAMRHI R R I S FlexGroup

TETHAEST4R9.5REONTAP ~ FlexGroup XiETEINAEE LR EACRAIRE] © 7EFlexGroup #ITACREFRBIRV AN L
BiFlexVol EA ILTHAEM B EBIZAALL ~ EEEBREF « FE—LEEE -

HEBECRRIRBIRY « FIAEEERR 15174 ¢ FlexGroup

* TEEBIBMITECERIRG 2 A1 « AFMERESRE - FIUEEATEERRZA « AR —ERBENZEREME

ZFlexGroup FISEE LR ERIBEFRE = H5% ©

7= TR R (ERMAE ~ ONTAP TERIEITECREZ AT ~ EANZERE R SESBEBREMNERS] - RE—/EREE
B o SIREIMIEREREFCTEBRTEERS] (1 GBH65536{EESRE) HI5% » UBIRERHZEE o

* ZEIECRE LR - MR EAENRAEEESMIRIOIERN B & - EECECAEMN LR - RIRENFERL

FRIERFEAEGLUEEN A NINE (AJETE A BEME) o

* BERERKREIEELEZMMEZEE R EFlexGroup BB ENACRAREIR « ot Bt S AEEIEE

S o

* MNBHLEISESEERIZ « AIsEZHIR Tno space'] $8:2FlexGroup ~ {BHEEZERECEEIRE o
- ECZEETZE ERIEEE ~ BIlNEFmmAERa Bt « SifEqtree 2 B ENIEDE « MECRERIZ LB R EECERERS -

1REFlexVol FRARLIAYINEE « FIEREE RV -

H1ThcERHVEEffIFlexGroup
& a] LU FR #1512k BE AR AN AT TEONTAP B TR ZAS B RR A< P& 7E PR I ECEE ©

P11 : LUIHERIRB SR TECERAR R

1.
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clusterl::> volume quota policy rule create -vserver vsO -policy-name

default -volume FG -type user -target "" -gtree "" -disk-limit 1T -soft

-disk-limit 800G

2. (eI LMAREC AR AUARA

clusterl::> volume quota
default -volume FG

Vserver: vsO

Type Target Qtree
Threshold
user mwn mwn

policy rule show -vserver vs(0 -policy-name

Policy: default

Soft
User Disk Disk
Mapping Limit Limit
off 1TB 800GB

3. BEMETHVECERRRA « SATEMARE AR 1CECER ¢

Volume:

Files

Limit

FG

Soft
Files

Limit

clusterl::> volume quota on -vserver vs0 -volume FG -foreground true

[Job 49] Job succeeded: S

uccessful

4. (&R LUE PR ACERR & 2R 1R FlexGroup A RALLRIERHARER EMEREREN -

clusterl::> volume quota report -vserver vs0 -volume FG

Vserver: vsO

Volume Tree Type
Specifier

FG user
FG user

2 entries were displayed.

THZZIREIR IR 2 % « EcERRAFRAIB IR
#HH2 . BSEERERFIANITECRERA

-——-Disk---—- —----Files————- Quota
ID Used Limit Used Limit
root 50GB = 1 -
E 800GB 1TB 0 - *
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3.

4.

5.

28

- CREZR IR ERECERIRRIRRR] user » HREREBRPIEESELRE (UNIX €A% - SMB EAEK

mENES) - BiRBIERRE AIERRIERER IR G FIEEER RS

clusterl::> quota policy rule create -vserver vsO -policy-name default
-volume FG -type user -target "rdavis, ABCCORP\RobertDavis" -gtree ""
-disk-1imit 1TB -soft-disk-1limit 800GB

AT LURARECERIRBUARAY -

clusterl::> quota policy rule show -vserver vs0O -policy-name default
-volume FG

Vserver: vsO Policy: default Volume: FG
Soft Soft
User Disk Disk Files Files
Type Target Qtree Mapping Limit Limit Limit Limit
Threshold
user "rdavis, ABCCORP\RobertDavis"™ "" off 1TB 800GB - -

EERENRIECEERRY » SATEHRE LR 1EACER ¢

clusterl::> volume quota on -vserver vs0 -volume FG -foreground true
[Job 49] Job succeeded: Successful

TR B BRI R B D A EAH -

clusterl::> volume quota show -vserver vsO -volume FG
Vserver Name: vs0
Volume Name: FG
Quota State: on
Scan Status: -
Logging Messages: on
Logging Interval: 1h
Sub Quota Status: none
Last Quota Error Message: -
Collection of Quota Errors: -

TR U fE R ACERR & 2R 18R FlexGroup B RA LRIV HEREREMEREREN



clusterl::> quota report -vserver vsO0 -volume FG

Vserver: vs0
Volume Tree
Specifier

FG

user

——--Disk----

ID Used

rdavis, ABCCORP\RobertDavis

rdavis, ABCCORP\RobertDavis

ECERPRBI S EECRER R LFr A EAE ZHHA -

Limit Used

ZZPIRIRFR « ECREBRPAYINEREREEZRAESEREESR -

A3 : B AERAEHERRRINITECER

1.

1R

00

‘user-mapping SREA on WIRITFRA - [EIRFERE BI5E AL FIERFE PR HIFNBERE PR ©

UNIX £2 Windows & Z BIFVE FENBLERRE vserver name-mapping create

m=oo il lggomo==

Limit

ez FAR AL RER BIFRE user " F » FHIEE UNIX FHAES windows FABMAETEBE

A%O

T

clusterl::> quota policy rule create -vserver vs0O -policy-name default

-volume FG -type user -target rdavis -gtree "" -disk-limit 1TB -soft

—-disk-1limit

I LURARBCRR IR AIFRAY -

800GB -user-mapping on

clusterl::> quota policy rule show -vserver vs0O -policy-name default

-volume FG

Vserver: vsO

Type Target

Threshold

user rdavis

mwn

Policy: default

User Disk
Mapping Limit
on 1TB

3. BERMETHVECERRA « SATEMAERE AR CECER ¢

Volume:
Soft
Disk Files
Limit Limit
800GB =

FG
Soft
Files

Limit
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clusterl::> volume quota on -vserver vs0 -volume FG -foreground true
[Job 49] Job succeeded: Successful

4. CRILABEE R R B AR

clusterl::> volume quota show -vserver vsO -volume FG
Vserver Name: vsO0
Volume Name: FG
Quota State: on
Scan Status: -
Logging Messages: on
Logging Interval: 1h
Sub Quota Status: none
Last Quota Error Message: -
Collection of Quota Errors: -

S. R AT LUE R ECRARR &5 SR 1t FlexGroup B RA LR RERVEEERE R EMIEREAE ©

clusterl::> quota report -vserver vsO0 -volume FG
Vserver: vsO

cocoDl gk cosoFllegeossee Quota
Volume Tree Type ID Used Limit Used Limit
Specifier
FG user rdavis, ABCCORP\RobertDavis OB 1TB 0 -
rdavis

FoEAMR G S 7EAC A B R P AT R & L E HFERIWindowsBLUNIXfEF & Z I H A o

TEERERRIRG 2 & ~ ECRR B RS L ERE REREHIWindows UNIXERE G EZEHE « BIARES
BRI REARER -

#h4 : B RECEEREREE gtree K/)\
1. CREZR AR R ECERAIFRA tree LURFRAIRIR B 75 7Y 2 R AYERBR IR G A BERRFR & o

clusterl::> quota policy rule create -vserver vsO -policy-name default
-volume FG -type tree -target tree 4118314302 -gtree "" -disk-limit 48GB
-soft-disk-1imit 30GB

2. A LUgAREC AR AURRAY -
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clusterl::> quota policy rule show -vserver vs0

Vserver: vsO0 Policy: default Volume: FG
Soft Soft
User Disk Disk Files Files
Type Target Qtree Mapping Limit Limit Limit Limit
Threshold
tree tree 4118314302 "" - 48GB = 20 =

3. EEREIHVECERRA « SATEMARE LAY 1ERCER

clusterl::> volume quota on -vserver vs0 -volume FG -foreground true
[Job 49] Job succeeded: Successful

a. SR LUE FFCERER & 2R 118 FlexGroup A RALLREIRERV R EAEMEREREN

clusterl::> quota report -vserver vsO

Vserver: vsO0

———-Disk-=--—= ——-—- Files————- Quota

Volume Tree Type ID Used Limit Used Limit Specifier

FG tree 4118314302 tree 1 30.35GB 48GB 14 20 tree 4118314302

FCEAMR G S 7EACRE B R P ARSI R R & L E HFEAIWindowsBUNIXfEF & Z I H A o

4. e NFS FP R ~ £ df S < URRQATRERE - TRE[MERZRE -

scsps0472342001# df -m /t/10.53.2.189/FG-3/tree 4118314302
Filesystem 1M-blocks Used Available Use% Mounted on
10.53.2.189/FG-3 49152 31078 18074 63% /t/10.53.2.189/FG-3

fERERGIR « ZRIEREGUNFSARREE  MITFFR -

° HBZEFE (5 A E =i AE 1B RV RE R

o A FAZER = FERRFIRZ qtree ERERAE ERBEREREHIFERT « ERERAEZEH NFS BARIRTE
WREAT -

© ERfERE=-IEERE
° KRZERE=HRRE PECRRE A EME IS A A = RVAE
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S. EFSMBHAEH ~ FHAWindowstgRAAE RIGIFALTHFERAE « TRZTHMERAZER o
ASMBHAEH - stEETRIFERZER « KEFETIEEEE

° EAREMBENEREICRERFSMAFTEETAERNEE -

° ?ﬁ%ﬁf%*ﬁﬁﬂ%ﬁ%ﬁﬂu  (EREECRERRIMEHERERAN AT AERED - R/IVEEHRERSMBRANRIAZE

° SMBEVAEZERIERERAEN  BURNHBNEALGHE « EREMEEZ MR\ BEMBIERS

£ FlexGroup F#iR & _EEFAFRBIFRE!

1. BEZRIEECRE A | volume quota policy rule create -vserver vsO -policy-name
quota policy of the rule -volume flexgroup vol -type {tree|user|group} -target

target for rule -gtree gtree name [-disk-limit hard disk limit size] [-file-
limit hard limit number of files] [-threshold threshold disk limit size] [-
soft-disk-1limit soft disk limit size] [-soft-file-limit

soft limit number of files]
o FREEEZEERYBIILRE user » "group 5§ “tree’ & FlexGroup Volume ©
° #1iIFlexGroup EAMNE(EBEACEERAE « BMEAZIRIEABEIZRRK o

° LONTAP INHEFRO.5FAA ~ EAT LIS ERERREIR S ~ BEFRAEZEPRS! « BRAEPRS « ERUAEZRIR
#l ~ FlexGroup MR &+ ThaE R EAFE G RVER R EPR HIACEE o

£ (ZiREHE) 94RBRRAY « BIREIERRILIHSERBCERRAIR « BAISEMIRIRS] « FEZR
Hl ~ MERRPRFIERSE ~ EURIREHITERTLAEZEPREI - ONTAP FlexGroup

TrEARTEAERE B RARRINTERACERRA

clusterl::> volume quota policy rule create -vserver vs(O -policy-name
quota policy vsO 1 -volume fgl -type user -target "" -gtree ""

M e BIRRIEE A qtreein B Aqtree 1 B I B AE B ECKERR A

clusterl::> volume quota policy rule create -policy-name default -vserver
vs0 -volume fgl -type tree -target "gtreel"

1. EY&h#67E FlexGroup Volume BYEZZE : volume quota on -vserver svm_name -volume
flexgroup vol -foreground true

clusterl::> volume quota on -vserver vs0 -volume fgl -foreground true

1. BEPERCREAIIAERUARAS | volume quota show -vserver svm name

FlexGroup Volume FJSEEFE mixed kA& ~ RRFTAAER Volume [HREFMEREIARES ©
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clusterl::> volume quota show -vserver vsO
Scan

Vserver Volume State Status

vsO0 fgl initializing 95%
vsO0 voll off =
2 entries were displayed.

1. @R BB EAPECEERY FlexGroup Volume BCEFRE | volume quota report -vserver svm name
-volume flexgroup vol

RESKEAISERIE volume quota report FlexGroup Volume BIEE% ©

M TEMIEET T FlexGroup HiiE&MERAERCRE £91

clusterl::> volume quota report -vserver vsO -volume fgl

Vserver: vsO

-——-Disk---- ----Files—-—----
Quota
Volume Tree Type ID Used Limit Used Limit
Specifier
fgl user w 0B = 0 = w
fgl user root 1GB = 1 = 2

2 entries were displayed.

LT &38R T FlexGroup WEHE & RUSIACRE £q1 -

clusterl::> volume quota report -vserver vs0 -volume fgl

Vserver: vsO

mecccDlgkomes coo=Rllegas=== Quota
Volume Tree Type ID Used Limit Used Limit
Specifier
fgl gtreel tree 1 68KB = 18 =
gtreel
fgl tree w 0B = 0 = w

2 entries were displayed.
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FoZEFRAAIREIZ ERZE FlexGroup HAHRE
FRAER G LR ENRERSSH5% « ONTAP MIEHMITIAZEZ Al « EEEEZRE o
FERAERN

* 5SS EERONTAP"

7 ONTAP FlexGroup & _FBIRFEFEME

(R — B TEEE R M AR RS « SUEIB T 7EFlexGroup REXIEE FHI1T « I
B B TS RIERATAGS o

FRtAZ Al
bR A ZB7E4R £ © FlexGroup

1. 7£ FlexGroup fiit&E EBIRFEHFRE | volume efficiency on -vserver svm_name -volume
volume name

FETFNEEE ] 1£FlexGroup FRERIHEE EEYA ©
WNRFlexGroup TR & ERUBREERERZE ~ BER 7T —EZIREE ~ BIFTHNRE S BHRAMTENE -

2. {ERE FlexGroup HsHR & _E R PP BV R TEERIRME volume efficiency modify me o
& A] LATEFlexGroup ZIRENFFERERHMIPRIRMT « B EBEE PRI « BIRFE RIS - MREXIEERE
FIEMERT « T RARERBREITRER TR UREBREEE (REHFEE) ~ A AFlexGroup
IR E IS E B RERIRA] o

3. MREAREAHIZIERFRARHITHFERIEE « BRBMERIEE | volume efficiency start

-vserver svm name -volume volume name

MREHERE ERAEEERMRE RS « AIENBEE AT - ARBITEERERER - 1
SRFlexGroup R RIEECEZMAIRE LA ~ Blltan S &R -

4. BR5E FlexGroup FEHEE FRUFRVIZRIEZE | volume efficiency show -vserver svm name
-volume volume name
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clusterl::> volume efficiency show -vserver vsl -volume fgl
Vserver Name: vsl
Volume Name: fgl
Volume Path: /vol/fgl
State: Enabled
Status: Idle
Progress: Idle for 17:07:25
Type: Regular
Schedule: sun-sat@0

Compression: true
Inline Compression: true
Incompressible Data Detection: false
Constituent Volume: false
Compression Quick Check File Size: 524288000
Inline Dedupe: true
Data Compaction: false

fEFIREB{FE ONTAP FlexGroup &

Eal LI B EIRRIBEIIREBIRA » th e IAFENZEIL FlexGroup HAHRERYIRER ©
B 1E ONTAP 584 FlexGroup Volume BYE{EABREMA B THERILIRBZ & » 784
FlexGroup Volume ¥ BXXAYIRER o

R EEIIE
* MNRIEE Z1E FlexGroup fHRE ERER[R AIABREES - BIFEFE(R FlexGroup IR EHHEA B EE o
* 7% ONTAP 9.8 F%4 > FlexGroup MRt E ZIEMRAIRBEA 1023 o

£ ONTAP 9.8 Fi%8 » volume snapshot show FlexGroup Volume &< & #ERE & IR 2K ER
(D HREBA > MIEERFENER &R o SEHHANGTESERRE ﬁ’f?%,.’i-’\ INBRER KR
EEHR ONTAP B9=H& o

1. B RBRASFEEIIIRE

NREHERIT ... WAL S
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Snapshot/5Hl| volume snapshot policy create

(D 81 FlexGroup H4HRE RER[R B FERARY
BERZ > [EIPRAZEKRRY 30 EE ©

#2137 FlexGroup Volume B » “default [REBREIGE
FZE FlexGroup Volume ©

FEFIRE volume snapshot create

7 FlexGroup Volume EI1REB %

(D » [ERLEAEIRIBAVE S - INRE
HEENEY » L BRBRIRE > R
BEMEILIRE o

BRI IRIEES » FAE IR FlexGroup Volume BI7ZEN 25 E {518 o

1. FEsRE 7% FlexGroup Volume BIIBEMHIHRIR | volume snapshot show -volume volume name
-fields state

clusterl::> volume snapshot show -volume fg -fields state
vserver volume snapshot state

fg vs fg hourly.2016-08-23 0505 valid

2. 1518 FlexGroup Volume #HREZBYARIE | volume snapshot show -is-constituent true
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clusterl::> volume snapshot show -is-constituent true

Size Total%

72MB

72MB

72MB

72MB

---Blocks-—-
Vserver Volume Snapshot
Used%
fg vs fg 0001
hourly.2016-08-23 0505
27%
fg 0002
hourly.2016-08-23 0505
27%
fg 0003
hourly.2016-08-23 0505
27%
fg 0016
hourly.2016-08-23 0505
27%

% ONTAP FlexGroup fiEE B FR4EM &

] LA#E FlexGroup Volume BI4ERBER N —EES RIS —EES - UEEELHENE
ZBIFZTHER - FEHEE - BEBRETANEBLESRE LHZER - LERRIRERE

BIAIN o

FIdaZ Al
EEREFlexGroup SnapMirrorBA{RFHIFREEEE 5 ~ BB EHIIR1ESnapMirrorfif& o

RNERI(E
EfRT T BEBRENARE « SEE#ITVolume MovefEZEFlexGroup °

TR
1. #HBEEREM FlexGroup Volume #BFX :

volume show -vserver svm name -is-constituent true
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clusterl::> volume show -vserver vs2 -is-constituent true
Vserver Volume Aggregate State Type Size
Available Used%

vs2 fgl = online RW 400TB
15.12TB 62%
vs2 fgl 0001 aggrl online RW 25TB
8.12MB 59%
vs2 fgl 0002 aggr2 online RW 25TB

2.50TB 90%

. #%BUATH#& FlexGroup Volume #ERBEMNESES !

volume move target-aggr show -vserver svm name -volume vol constituent name

AN AYAggregate P RY A B ZE S A B KA FlexGroup IR IEER ENRI S ERRASBI AN o

clusterl::> volume move target-aggr show -vserver vs2 -volume fgl 0002
Aggregate Name Available Size Storage Type

aggr2 467.9TB hdd
nodelZ2a aggr3 100.34TB hdd
nodel2a aggr2 100.36TB hdd
nodel2a aggrl 100.36TB hdd
nodelZ2a aggri4 100.36TB hdd

5 entries were displayed.

. BR58 FlexGroup Volume #H2 % BI AT EFEHARY Aggregate -

volume move start -vserver svm name -volume vol constituent name -destination
-aggregate aggr name -perform-validation-only true

clusterl::> volume move start -vserver vs2 -volume fgl 0002 -destination
-aggregate nodel2a aggr3 -perform-validation-only true
Validation succeeded.

#%) FlexGroup Volume #HFY :

volume move start -vserver svm name -volume vol constituent name -destination
-aggregate aggr name [-allow-mixed-aggr-types {true|false}]

BB FEEUFREFNERNIT



%€ ONTAP 9.5 FtA ~ &R LAHE FlexGroup Volume 4BREZEE Fabric Pool #ZEJE Fabric Pool ~ Z&i&
BRERERBZEBZEIE Fabric Pool ~allow-mixed-aggr-types 28(ZE true © {kFH5% -allow-mixed
-aggr-types HEIHREL false ©

() %A volune move 7 FlexGroup RiIE ERAME#HS o

clusterl::> volume move start -vserver vs2 -volume fgl 002 -destination
-aggregate nodelZ2a aggr3

MR E R EEX£RFE BT SnapMirror {EEMAR » EREZER TSI HLE SnapMirror

@ {E% snapmirror abort -h o fEFLEFRT » SnapMirrordRIEEE M ATSESRRK © ?_?:EFE
MF ~ FEZH 1EVolume MovefE¥ ~ REBTHEBH—X c MN"15S2ZERIONTAP E¥4
“snapmirror abort Bl » B2 ©

5. EBz5Volume MovelEZAUHKREE

volume move show -volume vol constituent name

LU T #5588 RFlexGroup SR8 5 BEES H R Volume MovefF 2B G MR B R e B A I @ AR AE

clusterl::> volume move show -volume fgl 002

Vserver Volume State Move Phase Percent-Complete Time-To-
Complete
vs2 fgl 002 healthy cutover = =

7T FabricPool F{EAE A IERKEIEIRAR ONTAP FlexGroup FifiE&E

RONTAP INREZERIRRANEE ~ FabricPool Sz 1B INAED. 5B AFlexGroup FITHAE o IR
T EEFabricPool IRBEFlexGroup BY/iiE & £ aggregate inE{EIHSE ~ &R
#FlexGroup B BB1E:%I0A EE’J:.::.EEL?@EJZFabncPooI £ 488 - A FlexGroup FiiE
E/ R B E N5 R FabricPool @& ~ UFIERBEARNESHE °

FsaZ Al
* FlexGroup FHR& WA 781 2R B {REE L E 43 none ©
* NRTIEE R FlexGroup B BEZBERIUIEENESIRER R FabricPool ZETERFHESE « RIESEBY
JBfEFAFRARISSDHARE ©

RIRERI(E

au%iﬁﬁﬂexeroup RYBR I IFSSDE GRS L ~ MBS EFlexGroup HIERARIIAER « A RERHEES
E|FabricPool @& o

B
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* BB FlexGroup BT B7E XM &E RIS S B2 R FabricPool TEREBIETHNESEE « FHIT YIS .
a. £IRBM FlexGroup k& LR EDEIRE] | volume modify -volume flexgroup name
-tiering-policy [auto]|snapshot|none|backup]

cluster-2::> volume modify -volume fgl -tiering-policy auto

b. 5! FlexGroup HEEFTTEMESHEE | volume show -volume flexgroup name -fields
aggr-list

cluster-2::> volume show -volume fgl -fields aggr-list

vserver volume aggr-list

vsl fgl aggrl,aggr3

C. BMHEREMNMEESFEPIEHNSEES : storage aggregate object-store attach
-aggregate aggregate name -name object-store-name -allow-flexgroup true

B SEaRMNINEMFFRE

cluster-2::> storage aggregate object-store attach -aggregate aggrl
-object-store-name Amazon(01Bl

* HEBEFlexGroup EEEBIZAH R4BRLEIFabricPool ZEBIEFNESE « FHITFIILER ©

a. £IRBMW FlexGroup Wik &E L EDEIRA] © volume modify -volume flexgroup name
-tiering-policy [auto]|snapshot|none|backup]

cluster-2::> volume modify -volume fgl -tiering-policy auto

b. # FlexGroup Volume BEEAEMEZR ER—EZER FabricPool FHIES © volume move start

-volume constituent-volume -destination-aggregate FabricPool aggregate
-allow-mixed-aggr-types true

Cw 7B FlexGroup FRERY TRIERE. Volumert E# EFabricPool TREE) (UNERFlexGroup Rig
E1 HBiEREARETVAggregatef8RY)  WHERFIA M ST EEFAIEIEL 2 RIS 14 o

cluster-2::> volume move start -volume fgl 001 -destination-aggregate
FP _aggrl -allow-mixed-aggr-types true

HEREEE
"HiiEELAggregate B FE"
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BN ECIEZRE RIS ONTAP FlexGroup HEFEE

%€ ONTAP 9 ° 16.1 %R > [ER] AR ESE R EF 14 » LUEE—(EREHEE LR AKBIE
NS AZERIEE o £ FlexGroup fi EEMEE ~ BETE R M o

TS FATHALRIIRTE ONTAP O o 12.1 F3ERIBAIEAITIAE o 3 ONTAP AES8" B 7 FlexGroup Rif
B SR EEMME o {t ONTAP O o 16.1 Bith » E{EAIEIEmM NS B FHEF -granular—data
advanced > B MEREHRFHHATEREEIADEED o

@ BRGEREREMTEUMNERTETE - MAELEIRER » MEAFRAEEINE - MREFE
FREETE > MIBAREAERSETEZRPMEINREBETER

EFEAETHEHSE 10GB 3 1% HiE&E 7] A ZE MRS AR o

TEEAEHA I

MR IRTT ESIABERRFHERTE T > AIERETERE FlexGroup HERELISTHE 1GB #1 10GB
Z B BRI o

REYRERBSETHE > ONTAP AEEMFENTIRANAEESR - IRTRAEMBTETH 2% > HANAE
EERNSESNER @ AFRAREERPIMARAIESRIFERA/ NI AZER > B E FlexGroup HEREE
TEFEENE -

ERTETHN—BLASEANEHMRE LNTAEHERRAEFERRTE - ERTETHINERTRIUIER

FEWIRE > HATRERATAERR 1% - ERTNREESAAZER » R SRBEX » MEE
FlexGroup BYIE# » R &L o

R EEHE
MBI E S RERTE T
* NFSv3 * NFSv4 » NFSv4.1

- pNFS
S VANNTE

%
B EFREMRTETY - KO ARRAERSETHE > AIEEETH FlexGroup BE - 5F5CiE » BUABLLIIEER
 IEREAE RN - BRI UREAERTETH ZMEINRBPER

FRItaZ Al
© REPHFIAERERLEHITONTAP FRARRT & E2KAY9.16. 1S EHThRAS

EIERETHZAFMEILRIRER -

* IR B (vserver nfs -vstorage enabled' £ SVM _ERIF NFS ERIEH) - EREIETE FlexGroup WHifR&E £
U ERER 24T o Bkt > tNRITIE SVM FBYER FlexGroup HAIEE LB FRERE A E T % » FE AR
NFS $ERENE °

* FlexCache BB AT B EMR B =T o
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* WNRTEHIT ONTAP 9.16.1 BRI EERAIHEE EEUBEMSA =% > B ONTAP 9.16.1 ZAIHY
ONTAP FRZASARZ$E SnapMirror {5 o

RIRERI(E

EEREP—ERMAEREEE (BEAEER) i DP BRI Volume HAfE - BRI ERRERERS =M1 »
%] SnapMirror {B#iSTh A3 LE © EETTAE > DP BRIt ERIGHERERS TRA) -

£ FlexGroup 23 SRR R ER S EF %

TR
#2IL#THY FlexGroup Volume B » fIERJLUER RAEIEE T ONTAP CLI 2RENFRERBS =T o

%%mﬁﬁ
BEE e > s - Rl © AT o

2. 75 * it Volume * $RE » BABMBLBRAN « ABH—T [ ESWE* ) -

3. & EFHREMEE T Bl EHRE (FlexGroup ) * ZEMMHIEEER -

4 B RSB RTM o

5. RRHRERE  AEH—T * 3 -

CLI
1. BIUERAEMRS EFHHIMIRE

volume create -vserver <svm name> -volume <volume name> -size <volume
size> -—auto-provision-as flexgroup -junction-path /<path> -granular
-data advanced

Zaxl .
g :
volume create -vserver vsO -volume newvol -size 1TB -auto-provision

-as flexgroup -Jjunction-path /newvol -granular-data advanced

EIRAM FlexGroup iR & _EEY RS = T8

TR
ISR LUMEARFEIE S ONTAP CLI 2RENFAERS S BT 1% o
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RAMEES
1. BIEE ~ (77 > WREE * > 1—T: > REBEE - R > WiEE~ -
2. 1£ * #5885 Volume * REW * HEHEREL * T BEE - ERBSTH * o
B —T M*f#F*1 o
CLI
1. {EBERER FlexGroup Volume MBS 2 T4

volume modify -vserver <svm name> -volume <volume name> —-granular
-data advanced

il

volume modify -vserver vsO -volume newvol -granular-data advanced

FIBBEIEZRE I T ONTAP FlexGroup FIRE

WINBESTEERYO.12.1BH4AONTAP ~ IEBILUFlexGroup TERFEFEERIER T ~ g%
#¢FlexGroup REZH AN —EZ P ES—EZ S « FBUILETEIHEE

HRHTISERMERE R « ERRATTEE « AR BILISE R T EIIEEREM DECAE © FlexGroupFENRX
BEMTEIFEZRONTAP ~ I EFER « MEATEEENER TEEEE -

TEZANE « EXERERBEE-—SENTHFHHN—ED - NEEAZRILZEERS inode ME
NZEEMTEEMHE « FlexGroup EMTEERBRANEE - BEERENTESG OB

@ B HERA 2 BB Z RN Z 865 inode °© 7E FlexGroup H ~ Z{EE34 inode FITEZREK
E(GERBHENBDLEES - MEERERHEA - FEEARAG (FIU0 FlexVol E FlexGroup BV
) FIREEERAENZES inode AIE °

OEEETPMFRAEZEERHIT ONTAP 9.12.1 S EFARZASES « 7 SEFEREHTE o N BENTEFH FEIEEMN
{£1A] FlexGroup Hif& _EEYFRRBARERITNAE - BURZINAER » BRIFCRIBRILHAEE » RILBURRE ZRIEILH
TREBHER » [HEEIERZE ONTAP 9.11.1 RERRRA o

i€ ONTAP 9.14.1 f45 « ONTAP 3| &—@EF % « JEAREREZEEINER T ~ FHEEFEEEMEHE
B REAAEN IR R RAES - IWEBRAEIFRSE B BRPRRAVEMIPEF « LUREMAARE o IERX
gﬁ“é@iﬂﬁE’\J%1@]@?&%%EP%@E’ﬁ%ﬁJ:#%E#E%%E’\JE—&E%)\%%E C URTEIFE AN R BERITEMRRIE

kN

7€ ONTAP 9 ° 16.1 Fth > fEth e] LUEFE S & F"7E FlexGroup R EMIRE 2 MEM DI ABIERNEL]

B F#%E =FlexGroup
1R FE %R FlexGroup FREINN{AIERIZERINGE « UK EMRIEIONTAP EMAITHAE#EITEE ©
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* R A2LEIRAFlexVol FlexGroup

BRI A ETEFlexGroup STRIETHIRERITHSERVESAE ~ FF BEBVTHRERE T F & IhEEFIexGroup FlexVol
o XA LUEI AT > IR ONTAP 9.10.1 KR EFhRAIRHHY B IR MBI ERZFHINGE volume
rebalance file-move ° "L Z2EERONTAP "E$4H "volume rebalance file-move start Bl » B2

B o

fEF B &) FlexGroup E#FEIHAEEM TR AE G ER A SIERRIRERNAEE ~ BIANIT FlexVol E
FlexGroup BEF « FlexVol k& FHRZH 50% & 85% NWER SR EMVERIER -

* R/IFIRAEREARN

BEEMTHNERREZZREBCHAFENERMRK o RIFAR - EMTHEBIEZEA/N TR 100 MB
(ERUTATHRIMERA/NBE -~ AIREABE20MB) ~ EEANLERA 100GB -

* REGARRIIESE

AT FlexGroup BT FEIREAEZ BREBERIIES > MEEERERANFENMEAREF - EFFE
REENEs > MR BN TR RAARPER 2 IRIR(EE > BIGRERER o

YIRIERIEERE) 0 BIETEBRBETERSE - AIRIREREIRE] - BEREHTEHETH > FRFFAITR
BREBREE -

EXFR bR 2 BRI MU(EIIRIB » #B "granular-data" FESEE B EHIT ONTAP 9.11.1 RERIRAEHARL:
75 ONTAP 9.11.1 B RBIRAARZIEZEEZ Y inode ©

* SnapMirror{E%

FEEHEE FISnapMirrorfE2 > RIE1TE N EFH T  FlexGroupH1SR7ESnapMirrori@ERIYE Z B EHE (I F
EEZ ~ MNRZIEZEZENE24 D iESnapMirrorE s EBEI AR 5ERE ~ SnapMirrorfEZE R RE S SBR ©
7ESnapMirrorEEaBIA 2 BRI EAHEREHREA I TR

- MERAFREENE

EAERREHTNERR « EESEBRERNMZAERE « AItBREHONGEERX - FHRFNER
fRit&FlexGroup EEM TR « EZMIRE LAITER « @RI EMESEBESNINT ° B2 » WREMES
BUEHERE _ERYIRIGAERAN - RIS R BIERET TS

* ERERMER

BEMIFREEEFIAIER I SEE L IFlexGroup BEREAR - EEREMTEHAE « RERE—NERBE
BRYMt « UBBRR LWZEE - HZEERERBEARIFL ~ LERKE B9 o BIAMIE—R ~ HFIVERE
REELTRENRRETRDERSE « BFlexGroup AFHTERM ENHEZEREZR « Al SEEHNEE LR
RGN - EBIRREB—EPOAERBZENE - LAIREREEERT - ARBIFEFREIUYL - BREFABE
TEEELZA > AR NPT B RIZER

¢ FlexClone Volume

UNERIEE I FlexClonel#iE ERFIE T EITIEZREHH T « BI R Z7EFlexClonelgiEt & _EHITERH T
17 o FlexClonel it @& B FEIEERIL 2 BH#IT ©

* IBEKRE
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E €2 EFlexGroup EMFE{FEHAMBENR « EEA/NSERIFMN BB E R RS BECERE5HHY
—&BS o TERBENE « ECERE ST EINEER - MEREEHERM LIREERER/) -

© BEHRTEERE

7€ ONTAP 9.13.1 fi4a ~ ERERFIARPEFSENERFEEED « IXIEEDHRRIBERE o
* MIH#EE Volume

HIF A EEMTHA IR HEFREIRE « fiin S3 HEFE °

EXFBFlexGroup ZiEIhREE T 1

& ONTAP 9.12.1 FA%A ~ &R AR BEN AR ETEIER FlexGroup Volume EFFE « LUETE FlexGroup o2
BIEHDECIES o

7t ONTAP 9.13.1 FAtA ~ &R LUHEFZBE — FlexGroup BB FETVEE « LITERIRAY B EAFIBSRIREYS ©

FIsEZ Al

W AERIA granular-data ERUAINEERIIE Z AT « 555t 1EFlexGroup 324&FlexGroup THEERIEIRYIEN
T~ BEERASEDEE o ERIUER FIHEP AR !

* BI&FlexGroup BRI SEEEINSER volume create 3%
* #EHESEREFlexGroup FISZIBINEE ~ BB ERMEE volume modify <

* FRVKICERFEE - FEHREULINFEFlexGroup volume rebalance 3%

YNRICFEARIZ ONTAP 9 o 16.1 BEERThRZS > M B "FlexGroup EEEE T 2R
() ONTAP CLI chin ma i FI A 4 EIZ B KB granular-data advanced * Al FlexGroup
SRR EEA -

& A LAFlexGroup fEEFFONTAP VMware System ManagerZ{ONTAP VMware CLIZREIEARIEAITIEE o
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RIREES
1. BIBEZ=* Storage > Volumes * * ¥ ZIFlexGroup BEEHTEHISER HIEE o
2. EEH s LUEAR Volume s¥4RE R ©
3. £ * Balance Status* ( FlexGroup BREEAKAS *) TEE4Z * Rebalanc* (EHFH)
()  RA% FlexGroup IRASIBH TS « 7 AEfEA * BT * A o

4. B EHRFEVolume “HET « RFELETERRTE o
o EEHIREEMTHEE  AEN  HEREMTE * « AREA BRI o

CLI
1. FRBEEMTE

volume rebalance start -vserver <SVM name> -volume <volume name>

ISR LUETE TIEEIE -

[-max-runtime] <time interval> ] R A THF

[-max-threshold <percent> | S{E4H R E MR AR FEERRE

[-min-threshold <percent> (RIERIE) | SEEMRBEUNR/NAEEERAE
[-max-file-Moves <integer> (BRAREBREFHE) | SEAMEMUNERLITEZRHSE
[-min-file-size { <integer> [kb|MB|GB|TB|PB]}] &//\f&ZE A\

[- FASAEERE <mm/dd/yyyy-00:00:00> | B2 S #i B4 B HAFNEERS
[-excluse-snapshots { truelfalse } | HEBRIREBHAIIEZE

&l

volume rebalance start -vserver vsO -volume fgl

&2 FlexGroup E#Fé4HAR

AU E FlexGroup ERTFETAERS » UEMAFEERAE  WITEZRMEGRIR/ MEREXN/) ) RRWITH
> LR B S THFRIRER o & ONTAP 9.13.1 BtA ~ AT LUEER(ELK FlexGroup ERTF#HFE o
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RMEEE
1. BIBEZ=* Storage > Volumes * * ¥ ZIFlexGroup BEEHTEHISER HIEE o
2. | v LUE1E Volume sEARER] o
3. £ * Balance Status* ( FlexGroup BREEAKAS *) TEE4Z * Rebalanc* (EHFH)
()  S5% FlexGroup IRASBI TS « A AEEA * BHTH * A o

4. EH T Volume "RET « REBLBEREE o
CLI
L EREBHEHTE :

volume rebalance modify -vserver <SVM name> -volume <volume name>

RIS E TF—S SRS :

[-max-runtime] <time interval> | R AT

[-max-threshold <percent> | &{E4HRK B (I AR AN FEERAE

[-min-threshold <percent> (RIEEIE) | BEAEMEMHR/ N FEEERE
[-max-file-Moves <integer> (RAERZHE) | HEMAMEMNERALITEZBHE
[-min-file-size { <integer> [kb|MB|GB|TB|PB]}] &/J\MEZEA/)\

[- BASARFE <mm/dd/yyyy-00:00:00> ] HFF2E# iR %4 B HAFIRF R

[-excluse-snapshots { truelfalse } ] HEBRIRERHBIFEZE

{Z1EFlexGroup E#1i
RS HETZ FlexGroup EfTF#I2 & ~ oI LUBERHMELE ©
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AHMEES

1. B|E=* Storage > Volumes * ~ ¥ F|FlexGroup (FHETERIRIE) (FHEX) o
2. 3EE v LU Volume $4HEER] o

3. BEEY * (ZIEEHTHE - o

CLI
1. {21kFlexGroup EH M :

volume rebalance stop -vserver <SVM name> -volume <volume name>

1 13FlexGroup EHTEHRAE

& o] L BB RFlexGroup BRI TIEBERIAREE | EMTEEZ  FlexGroup EFTFE4HRE « EMFEIEZEERE U
K E I TEREER -
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AMEES

1. B|E=* Storage > Volumes * ~ ¥ F|FlexGroup (FHETERIRIE) (FHEX) o

2. 3 s LUE1R FlexGroup sF4HE ] o

3. *itt TFERAS ) ~BREMIEFAEN EREIHMIA o FlexGroup

4. BEAR L REMTEEERNMERAEN ~ 552 * £ Volume EFTTHEHRAE * o
CLI

1. 1#2%5FlexGroup = E B FHEEZEAIARES !

volume rebalance show

BT ERRREER

> volume rebalance show

Vserver: vsO

Target
Imbalance
Volume State Total Used Used
Size %
fgl idle 4GB 115.3MB =
8KB 0%
B EAARS A E R RVEE A
> volume rebalance show -config
Vserver: vs0
Max Threshold Max
Min Exclude
Volume Runtime Min Max File Moves
File Size Snapshot
fgl 6hOmOs 5% 20% 25
4KB true

BT EREFAE RS
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> volume rebalance show —-time
Vserver: vsO
Volume Start Time Runtime

Max Runtime

fgl Wed Jul 20 16:06:11 2022 Ohlml6s
oh0OmOs

B FERITEREFAE R

> volume rebalance show -instance

Vserver Name: vsO0

Volume Name: fgl

Is Constituent: false

Rebalance State: idle

Rebalance Notice Messages: -

Total Size: 4GB

AFS Used Size: 115.3MB

Constituent Target Used Size: -

Imbalance Size: 8KB

Imbalance Percentage: 0%

Moved Data Size: -

Maximum Constituent Imbalance Percentage: 1%
Rebalance Start Time: Wed Jul 20 16:06:11 2022
Rebalance Stop Time: -

Rebalance Runtime: 0hlm32s

Rebalance Maximum Runtime: 6h0mOs

Maximum Imbalance Threshold per Constituent: 20%
Minimum Imbalance Threshold per Constituent: 5%
Maximum Concurrent File Moves per Constituent: 25
Minimum File Size: 4KB

Exclude Files Stuck in snapshots: true

Eil{REFlexGroup II5E

ONTAP FlexGroup Volume BfHMRET{ERIZHEE

& el LA I FlexGroup SnapMirror$SEER{E (DR) Ef& ~ WAFIMERIERTRE St e] AR
SnapVault $Z T RERHFIER FlexGroup #iRE » the] A AR—IERVBERMRERNZ - A&
MR B R D 1 K 2 RE o
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FAREETLE

SnapMirror BE{&EERI—12 "XDP EA FlexGroup Volume ° SnapMirrorBE&AFTIRERERHRELER! « BURIE
FEANERRA o MAIUHEEERINERRG - CAERERHRELNEETRR]

o HEZEM SVM

MRBFEM SVM HARBFRT > SFEU"=EHF iR "F"SVM HFIRE" o

o BT {FHFZ

WAZR 2 TRHFZ R E MK 1T SnapMirror 3 o

e RFE R RENERE > BERETIHEP—RERE
* * 405 SnapMirror DR : *

"3 SnapMirrorfi{# o "I RAEHE o G e LUEERTER /R RS EER A BE] async-mirror " RE
"MirrorAllSnapshots °

* * N5 SnapMirror BEHMRRFE @ *

"E2 37 SnapMirror ERMREFERF o "EBILRAE » o] LUERNTER/RRIFERBET vault " [REA
"XDPDefault ©

- INBH—CERMRE -
(LB MR o "I RIMIES > (R LUE AR RAI SR A BT mirror-vault A

"MirrorAndVault °

7 ONTAP FlexGroup HFR& 27 SnapMirror %

A IATEFlexGroup ZE1ZRISVM L ~ TE3KIRS2 Volume# ] B A3t FlexGroup SfvolumeZ
#2137 SnapMirrorfl{# « UERR B RILUEITKEIE o 34 KK « [Sa] LUERFlexGroup
REMERNWIRRIRINIEE K

FEYaZ Bl
BT EERERFEMNSVMEHFRE o
"EEEE BASVMET £ RIR"

FAREETLF

* ft ONTAP 9.9.1 B4 » &R LUER ONTAP CLI 7 FlexGroup HRE& #2317 SnapMirror SR EAF]ERARI(% 10
EHME - A2 "4 FlexGroup HLRE&E 1L SnapMirror BRG] B RHRARAVE £EFIF" o

* &R LU IIFlexGroup B EEMBISnapMirrorfifk ~ MUK et B BRI & B I = E AR EE EE SnapMirrorfiifz ©
* /' ONTAP IHAE®9.35844 « IS EILUIEFEFlexGroup SnapMirrorBE{&FBIINAER o

YR ITAEFRY ONTAP hRZASE RS ONTAP 9.3 » 55717E& 3L SnapMirror BA{&EIET FlexGroup Volume ; R
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1B > BRI ATEEEIL SnapMirror BE{&ZIE NN FlexGroup Volume FIAE o W18 FlexGroup ZFZONTAP E#h
HR AR hhRAEISnapMirrorfifz 2 & ~ IBRFFENEZE S E ~ AN ERITEEFRE BFlexGroup NE S

=
=°

SR
1. BRI B AYH FlexGroup Volume Dp HAHM S E BL2KIR FlexGroup Volume HIABRLENE4EE -
a. ERFEEES ~ FIETFRIR FlexGroup Volume FEV4EREE | volume show -volume

volume name* -is-constituent true

clusterl::> volume show -volume srcFG* -is-constituent true
Vserver Volume Aggregate State Type Size
Available Used$%

vss srcFG = online RW 400TB
172.86GB 56%

vSss srcFG 0001 Aggr cmode online RW 25GB
10.86TB 56%

vSss srcFG_ 0002 aggrl online RW 25TB
10.86TB 56%

vSss srcFG_ 0003 Aggr_ cmode online RW 25TB
10.72TB 57%

vss srcFG 0004 aggrl online RW 25TB
10.73TB 57%

vsSs srcFG_ 0005 Aggr cmode online RW 25TB
10.67TB 57%

vSss srcFG_ 0006 aggrl online RW 25TB
10.64TB 57%

vss srcFG__ 0007 Aggr cmode online RW 25TB

10.63TB 57%

b. ¢t B At ERE I FEEAYE AYth FlexGroup Volume Dp HARR & B3R FlexGroup Volume #8[E] °

cluster2::> volume create -vserver vsd -aggr-list aggrl,aggr2 -aggr
-list-multiplier 8 -size 400TB -type DP dstFG

Warning: The FlexGroup volume "dstFG" will be created with the
following number of constituents of size 25TB: 16.

Do you want to continue? {y|n}: vy

[Job 766] Job succeeded: Successful

C. RBMEE - FESZERYM FlexGroup Volume HFAVAERLEIE | volume show -volume

volume name* -is-constituent true
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cluster2::> volume show -volume dstFG* -is-constituent true
Vserver Volume Aggregate State Type Size
Available Used$%

vsd dstFG = online DP 400TB
172.86GB 56%

vsd dstFG_ 0001 Aggr cmode online DP 25GB
10.86TB 56%

vsd dstFG__ 0002 aggrl online DP 25TB
10.86TB 56%

vsd dstFG_ 0003 Aggr cmode online DP 25TB
10.72TB 57%

vsd dstFG_ 0004 aggrl online DP 25TB
10.73TB 57%

vsd dstFG_ 0005 Aggr_ cmode online DP 25TB
10.67TB 57%

vsd dstFG 0006 aggrl online DP 25TB
10.64TB 57%

vsd dstFG_ 0007 Aggr cmode online DP 25TB

10.63TB 57%

2. By TEHHE - job schedule cron create -name job name -month month -dayofweek
day of week -day day of month -hour hour -minute minute

AR -month ~ -dayofweek M “-hour #IE ~ KA LIIERE all @SR - EBNE—X ~ 8/ \EHIT
—RTfE

T EHIRI BB TERZE my weekly 7S EF 3 1 00 BHE -

clusterl::> job schedule cron create -name my weekly -dayofweek
"Saturday" -hour 3 -minute O

3. B AR EETRAI async-mirror HH SnapMirror Bf% © snapmirror policy create -vserver
SVM -policy snapmirror policy -type async-mirror
WMRIERZEILBFTERR ~ BJFEFSRE MirrorAllSnapshots SnapMirror BA{REREA! o

4. RRERMEE « 7E5KR FlexGroup Volume #1 8 A9t FlexGroup Volume Z 317 SnapMirror Bif% :
snapmirror create -source-path src svm:src flexgroup -destination-path
dest svm:dest flexgroup -type XDP -policy snapmirror policy -schedule
sched name

FlexGroup F&HE&H SnapMirror B{&SEBHEER! xDP o
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YNSRI Z3FlexGroup SnapMirrorBi{AIEE —ERME - RISEMHEMERDEH S ERAERNERE - BIRET
BRMZEERD ©

@ &% 2 FlexGroup Volume fEFREERY SnapMirror 125 o

7£ ONTAP 9.4 KRB R hrZAF ~ N RFRIFRERIETE snapmirror create 8% MirrorAllSnapshots
[RRIFER A o 7£ ONTAP 9.5 A1 ~ MR [FAIRMFEAIEE snapmirror create 3% MirrorAndvault
[RAIFRER A ©

cluster2::> snapmirror create -source-path vss:srcFG -destination-path
vsd:dstFG -type XDP -policy MirrorAllSnapshots -schedule hourly
Operation succeeded: snapmirror create for the relationship with
destination "vsd:dstFG".

S. BRI B EMI TR A - LIFIIR1E SnapMirror Bif& | snapmirror initialize -destination
-path dest svm:dest flexgroup

EHiEE5TE - BRIFlexGroup FIEENEE FE & SR SnapMirrorB &RV BEIZ E A H ©

cluster2::> snapmirror initialize -destination-path vsd:dstFG
Operation is queued: snapmirror initialize of destination "vsd:dstFG".

UNRFlexGroup EBEEHREEHITONTAP hRZAA9. 3R R E LA ITONTAP HRas29.2
(5 P hRASHY B A ith#E & > R 37 {E{AISnapMirrorfi{% ~ M E W RE1E R RFlexGroup Hras

(D) %0 SnapMirorE#imt &k - EEAEEERPIE - LAEMI FlexCroup Volume F
RIFRAEIETESR qtree ° 1£H FlexGroup MEHEE _EY gtree THAE » ABMIBR(ER qtree THEERNE
BIERAIRER o

FER TR
TR ELEERE ~ FIanifsFIEELRA) « LRRTE BAUtSVMEITERHFE

HERAE
* "SnapMirroriZir"

* "SnapMirror#J#41L"
* "SnapMirror SREEEIE"
* "SnapMirror E#"

75 ONTAP FlexGroup WHEE I SnapVault Bz

&R AR E SnapVault —{EFRRERA{% « A& SnapVault ZEEIS k—ERZEBRRE « L2
i7SnapVault —BEARZERER ©

FtAZ Al
1S BB AR FE I SnapVault BRAZARE A = ELRA{RAYE EFlexGroup FEIH o
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LB
1. 35859 B A9 FlexGroup Volume Dp EABRE= B3R FlexGroup Volume BY4BRL B =B -
a. EAEEES ~ HIETFIR FlexGroup Volume FEVAERYE(E | volume show -volume

volume name* -is-constituent true

clusterl::> volume show -volume src* —-is-constituent true
Vserver Volume Aggregate State Type Size
Available Used$%

vss src = online RW 400TB
172.86GB 56%

vSss src_ 0001 Aggr_ cmode online RW 25GB
10.86TB 56%

vSss src_ 0002 aggrl online RW 25TB
10.86TB 56%

vss src_ 0003 Aggr cmode online RW 25TB
10.72TB 57%

vss src_ 0004 aggrl online RW 25TB
10.73TB 57%

vss src_ 0005 Aggr cmode online RW 25TB
10.67TB 57%

vSss src_ 0006 aggrl online RW 25TB
10.64TB 57%

vSss src__ 0007 Aggr_ cmode online RW 25TB

10.63TB 57%

b. #t B Ryt EE £ FARAY H AYth FlexGroup Volume Dp EARR & B3R FlexGroup Volume #8[E] °

cluster2::> volume create -vserver vsd -aggr-list aggrl,aggr2 -aggr
-list-multiplier 8 -size 400TB -type DP dst

Warning: The FlexGroup volume "dst" will be created with the
following number of constituents of size 25TB: 16.

Do you want to continue? {yln}: vy

[Job 766] Job succeeded: Successful

C. IBERHEE  FESZ BRI FlexGroup Volume FAVAERLEIZE | volume show -volume

volume name* -is-constituent true



cluster?2::> volume show

Vserver
Available

Volume
Used$%

-volume
Aggregate

dst*
State

Type

—-is—-constituent true

Size

vsd
172.86GB
vsd
10.86TB
vsd
10.86TB
vsd
10.72TB
vsd
10.73TB
vsd
10.67TB
vsd
10.64TB
vsd
10.63TB

dst_ 0001
56%
dst_ 0002
56%
dst_ 0003
57%
dst_ 0004
57%
dst_ 0005
57%
dst__ 0006
57%
dst_ 0007
57%

Aggr cmode

aggrl

Aggr cmode

aggrl

Aggr cmode

aggrl

Aggr cmode

online

online

online

online

online

online

online

online

RW

RW

RW

RW

RW

RW

RW

RW

400TB

25GB

25TB

25TB

25TB

25TB

25TB

25TB

2. By TEHHE - job schedule cron create -name job name -month month -dayofweek
day of week -day day of month -hour hour -minute minute

56

AR -month » -dayofweek

(=S

AT EHIRI BB TERZE my weekly 7S EF 3 1 00 BHE -

[e}

‘—hour * WAILUETE all AIDRIESA - SBENFE RN/ \EET

clusterl::> job schedule cron create -name my weekly -dayofweek

"Saturday" -hour 3 -minute O

}237SnapVault —EARFRAI89EE

~ PAB EFESnapVault —EBARZRARAVIREY :

a. ByUFHEAMBERTRAI vault 52 SnapVault Bif% © snapmirror policy create -vserver
svm_name -policy policy name -type vault

b. % SnapVault REIEZFRE > LUREEVIA{CAE M ER IR BEHMLEIRR

snapmirror policy

add-rule -vserver svm name -policy policy for rule - snapmirror-label

snapmirror—-label -keep retention count -schedule schedule

EREBIIETERA ~ BIFEISRE xDPDefault SnapVault BAEREREA o

R

#2317 SnapVault Bif% . snapmirror create -source-path src_svm:src_flexgroup
-destination-path dest svm:dest flexgroup -type XDP -schedule schedule name



-policy XDPDefault

7£ ONTAP 9.4 KeERhraA A ~ INRFEBIKRFAHIETE snapmirror create 88% MirrorAllSnapshots
[RAITERRAEA ° £ ONTAP 9.5 #1 ~ UNRFEHRFEAIERE snapmirror create 83% MirrorAndvault
[RRIFER AER

cluster2::> snapmirror create -source-path vss:srcFG -destination-path
vsd:dstFG -type XDP -schedule Daily -policy XDPDefault

WMHES 2 ZERIONTAP E¥40 “snapmirror create Bl » 52 ©

S. BRI B EMI TR EEHKYIAIE SnapVault Bif# | snapmirror initialize -destination
-path dest svm:dest flexgroup

cluster2::> snapmirror initialize -destination-path vsd:dst
Operation is queued: snapmirror initialize of destination "vsd:dst".

HERAE
* "SnapMirroriZir"

* "SnapMirror#J#41t"
* "SnapMirror SRESFTIEZFRA"
* "SnapMirror SRE&EIZ"

7 ONTAP FlexGroup fiE& 21— bR B RHRER (A

TEONTAP fERXIETHAESZ IR INAES.3FAIA ~ ERI U I K532 E SnapMirrorifi —{E B KHRE
BEfR « BRI —(E B RYMEAIR & L5 KB 1S SRS o

ez Al
AR ARIZ T FlexGroup i —{EERMRERBEUF B AREIENEE -
"# 37 SnapVault A= & HEH AN FlexGroup #i—ERHRERIAZNE EHE"

1. 35851 B RYH FlexGroup Volume Dp EABRE=ZE B3R FlexGroup Volume BYABRLEE4EE -

a. RERFEEER ~ FIERFRIE FlexGroup Volume FRVEREE | volume show -volume

volume name* -is-constituent true
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clusterl::> volume show -volume srcFG* -is-constituent true
Vserver Volume Aggregate State Type Size
Available Used$%

vss srcFG = online RW 400TB
172.86GB 56%

vSss srckFG_ 0001 Aggr cmode online RW 25GB
10.86TB 56%

vss srcFG_ 0002 aggrl online RW 25TB
10.86TB 56%

vss srcFG_ 0003 Aggr cmode online RW 25TB
10.72TB 57%

vss srcFG_ 0004 aggrl online RW 25TB
10.73TB 57%

vss srcFG__ 0005 Aggr_ cmode online RW 25TB
10.67TB 57%

vss srcFG 0006 aggrl online RW 25TB
10.64TB 57%

vsSs srcFG_ 0007 Aggr cmode online RW 25TB

10.63TB 57%

b. ft BRIt EE £ FAR Y B AYth FlexGroup Volume Dp HARR & B3R FlexGroup Volume #8[E °

cluster2::> volume create -vserver vsd -aggr-list aggrl,aggr2 -aggr
-list-multiplier 8 -size 400TB -type DP dstFG

Warning: The FlexGroup volume "dstFG" will be created with the
following number of constituents of size 25TB: 16.

Do you want to continue? {yln}: vy

[Job 766] Job succeeded: Successful

C. EEAMELE « IR BRI FlexGroup Volume HRVAEREEE © volume show -volume

volume name* -is-constituent true



cluster2::> volume show -volume dstFG* -is-constituent true
Vserver Volume Aggregate State Type Size
Available Used%

vsd dstFG = online RW 400TB
172.86GB 56%

vsd dstFG_ 0001 Aggr cmode online RW 25GB
10.86TB 56%

vsd dstFG__ 0002 aggrl online RW 25TB
10.86TB 56%

vsd dstFG_ 0003 Aggr cmode online RW 25TB
10.72TB 57%

vsd dstFG_ 0004 aggrl online RW 25TB
10.73TB 57%

vsd dstFG_ 0005 Aggr_ cmode online RW 25TB
10.67TB 57%

vsd dstFG 0006 aggrl online RW 25TB
10.64TB 57%

vsd dstFG_ 0007 Aggr cmode online RW 25TB

10.63TB 57%

2. By TEHHE - job schedule cron create -name job name -month month -dayofweek
day of week -day day of month -hour hour -minute minute

AR -month ~ -dayofweek M “-hour #IE ~ KA LIIERE all @SR - EBNE—X ~ 8/ \EHIT
—RTfE

T EHIRI BB TERZE my weekly 7S EF 3 1 00 BHE -

clusterl::> job schedule cron create -name my weekly -dayofweek
"Saturday" -hour 3 -minute O

3. B FARMBETRA mirror-vault, REERBENNELHRIEFERAAIFRA :

a. BuHEAMBERTRA mirror-vault #H¥EFE—EBER{RERIA | snapmirror policy create
-vserver svm name -policy policy name -type mirror-vault

b. EHRFHMERHRIEFFRAIRA » LUREEVRCHEHIEZE AR EEHMLIRER | snapmirror
policy add-rule -vserver svm name -policy policy for rule - snapmirror-label
snapmirror—-label -keep retention count -schedule schedule

QD%,{E*?EEQETEEU s 35f# MirrorAndvault EE'JFﬁﬁé?ﬁ_Ttg*—H%E%%L? °

4. B —ERERRERMA - snapmirror create -source-path src svm:src flexgroup
-destination-path dest svm:dest flexgroup -type XDP -schedule schedule name
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-policy MirrorAndVault

7£ ONTAP 9.4 KRB RhrZAF ~ tNRIFRIFKRFERIEE snapmirror create 8% MirrorAllSnapshots
[RAITERRAEA ° £ ONTAP 9.5 #1 ~ UNRFEHRFEAIERE snapmirror create 83% MirrorAndvault
[RRIFER AER

cluster2::> snapmirror create -source-path vss:srcFG -destination-path
vsd:dstFG -type XDP -schedule Daily -policy MirrorAndVault

WM"I5S 2EERIONTAP E#4H “snapmirror create Bl » 526 o

O. BRI EERITEEMEE  LAREHR—EERHRERIA | snapmirror initialize

-destination-path dest svm:dest flexgroup

cluster2::> snapmirror initialize -destination-path vsd:dstFG
Operation is queued: snapmirror initialize of destination "vsd:dstFG".

MERAZER
* "SnapMirrorf&ir"
* "SnapMirror#J#41t"
* "SnapMirror SRESFTIEZFRA"
* "SnapMirror SRE&EIE

7 ONTAP FlexGroup FiE&EZ 1L SVM K EEINIERA%

EONTAP Sf19.9.158% ~ &R {ERAFlexGroup ZIEMINAEE I SVMKEERE (SVM
DR) Ff{& ¢ SVM DR RAZAIRZ KRERE SVM 4HRE R EHE K » igHEEIIAE » WEEEK
M8 FlexGroup Volume ° SVM DREZE SnapMirroriZ e o

FtAZ Al
& #% BIUNETIEMR FlexGroup SVM DR Fif& o

* f#7EFlexClone FlexGroup IhAE4RAE
* FlexGroup Volume 2SR ERIARII—ET 5

* FlexGroup Volume 25 HAERIN—E7 ~ MHEEHITH ONTAP fRAFH ONTAP 9.12.1 o (£ ONTAP
9.13.1 BHYA ~ ZIEEFARAG ©)

RIRER I

s ME#EEDHFTA SZEER A BRI TEIONTAP Hi%SVM DR IEMENEEEREIAARA (ONTAP EHThRAS
% (SVMDR) ) o

© —HRIE A T4RIE S Z RIRISVM DREAIZFEZE S « M BE—RM Z42SVM LFES B ZERIRY
1&FlexGroup ZEHIRE o

* 1 ONTAP 9.12.1 B%& ~ FabricPool * FlexGroup 1 SVM DR BILUEES(ER © EARASEHONTAP (X
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&) 912 189hRZASH ~ EMIRTHAE R LUEECHER ~ (E=TAIIAE

SREEERFHEECfER o

* B8 FlexGroup SVM DR Ri{% ~ ELF FlexGroup Volume 25 HRIMEN—EB 0 (SRR 5 ES

° FOREREN BV B E N ERMIT ONTAP 9.13.1 HEHARAS ©
° SVM DR #&HC FlexGroup HFR&E ~ RISz B\ Bk &89 SnapMirror f5 HiREEA ©

YNFEEII SVM DR RAZRBIERAE N » F2R"EESnapMirror SVMIER" ©

1. #1ISVM DREHA « SfERRBRAE o

"B R EESVMARRE"
2. 7EFlexGroup I BEI B EFAEHEM D HIINERE ©
"EiIFlexGroup —{EINEERZHEITHEE" ©

i85 ZIFlexGroup I STFAA RIS R BHEE -

3. BEEE FlexGroup Volume ~ sAEREBILATH SYM | snapmirror update -destination-path
destination svm name: -source-path source svm name:

AT B AL T o 2 2RI EHFERY SnapMirror BFT@ S BE7FTE snapmirror show -fields

schedule

4. WREBihEERFE SnapMirror BMAR SR © snapmirror show

cluster2::> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

vsl: XDP vsl dst: Snapmirrored

Idle

5. RAXBEIEE - FESEH FlexGroup Volume REABEKEDTZIE -

= true

snapmirror show -expand
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cluster2::>

Progress
Source
Last
Path
Updated

snapmirror show -expand

Destination Mirror

Type Path

State Status

Relationship

Total

Progress

Healthy

vsl:fg src

vsl:fg src

vsl:fg src

vsl:fg src

6 entries we

MERIEER
* "SnapMirror Z8R"

* "SnapMirror "

1% ONTAP FlexGroup SnapMirror Fi{A#758 = SVM DR

XDP vsl dst:

XDP vsl dst:

0001

XDP vsl dst:

0002

XDP vsl dst:

0003

XDP vsl dst:

0004

XDP vsl dst:

re displayed.

Snapmirrored
Idle
fg src
Snapmirrored
Idle

fg src_ 0001
Snapmirrored
Idle

fg src_ 0002
Snapmirrored
Idle

fg src_ 0003
Snapmirrored
Idle

fg src_ 0004
Snapmirrored
Idle

true

true

true

true

true

true

& B LU FlexGroup B3I A FlexGroup BYSnapMirrortiER&R{Z ~ EII—FESVM DRFE

%o
BA = Al

* tEIhAEEA AR AR AR I SnapMirrorREM&IR T RIF © FlexGroup
* #EFlexGroup #1 B B R —E 54758 o
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1.
2.

4.

5.

6.

& SnapMirror BEYMEEF[E FlexGroup B4REY SnapMirror Bflf& . snapmirror resync

#2317 FlexGroup SVM DR SnapMirrorf{% o {#F1E FlexGroup Volume SnapMirror Bi{%& 2% EHIFEE
SnapMirror JRBl| . snapmirror create -destination-path dest svm: -source-path
src_svm: -identity-preserve true -policy MirrorAllSnapshots

@ G 7BFH -identity-preserve true BY3EIE snapmirror create IR RAARK
e < °

MiES 2 ZERIONTAP " E¥40 “snapmirror create Bl » 52 ©

SBRAAEAER | snapmirror show -destination-path dest svm: -source-path src_ svm:

snapmirror show -destination-path fg vs renamed: -source-path fg vs:

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

fg vs: XDP fg vsl renamed: Broken-off

Idle = true =

{ZIEBRIMISVM | vserver stop -vserver vs_name

vserver stop -vserver fg vs renamed
[Job 245] Job is queued: Vserver Stop fg vs renamed.
[Job 245] Done

E#REZP SVM SnapMirror Bif& : snapmirror resync -destination-path dest svm: -source
-path src_svm:

snapmirror resync -destination-path fg vs renamed: -source-path fg vs:
Warning: This Vserver has volumes which are the destination of FlexVol
or FlexGroup SnapMirror relationships. A resync on the Vserver
SnapMirror relationship will cause disruptions in data access

FEs2 SVM DR [E#k SnapMirror BARZR| 2B EAREE | snapmirror show -expand

7. E&zE FlexGroup SnapMirror BAA S B BRNIEEAREE | snapmirror show
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e
* "SnapMirrorf&ir"

* "SnapMirror EZ[ES"
* "SnapMirror 28"

1% ONTAP FlexVol Volume 27 SVM-DR Ri{Z5 Y FlexGroup Volume

#ONTAP SVM-DR FlexVol ZKJRRIA ~ &R U —1ESvm-DR VolumeEZ Y FlexGroup
—{ESvm-DR Volume °

ez Al
* [EEEHMEERR AL ATELR L © FlexVol
* EEEBEF « PITHHRIEMREFlexVol REEIAIZFAER o

Y05RFlexVol IREF—E ~ MEBUH T Volumedift « s EELEERAE o LRILUREUEIETTE) « ARESAE
oo MNFBHAER « 52 R "EFlexVol ThEEEEHFlexGroup BINEEERZ EFR"

TR
1. [FREMREREREA | set -privilege advanced
2. RERHEFSVM-DREAE !

snapmirror update -destination-path <destination svm name>: -source-path
<source svm name>:

() EyEEEER SM 2B ERA—EER (1) -destination-path °
3. FEfRSVM-DRRES{Z BRI Snapor~A] FETATARAS

snapmirror show

4. REBIHISVM ~ FESEFlexVol ZIEMNFREZIREMRAITIAE

volume conversion start -vserver <svm_ name> -volume <vol name> -check

-only true

MRS EE EE2BRISVMDR Volume ) LUSMNYEMEERR « ERILURECEEBRMELEITE) « BRAITHE
T ARBEEER
5. {t BRI = FASVM-DREAA L BIEE :

snapmirror quiesce -destination-path <dest svm>:
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() EREEEEPN SM 2B2ZERA—EER (1) -destination-path °

6. feRREERRE

volume conversion start -vserver <svm name> -volume <vol name>

7. WESDERAATS

volume show <vol name> -fields volume-style-extended, state

cluster-1::*> volume show my volume -fields volume-style-extended, state

vserver volume state volume-style-extended

vsO0 my volume online flexgroup

8. W E At EEREERA

snapmirror resume -destination-path <dest svm>:

() EyEECEEP SM 2B2ZERA—EER (1) -destination-path °
9. BRI EERITER « RERERT B

snapmirror update -destination-path <dest svm>:

() EyEEEERN SM B2 ERA—EER (1) -destination-path °
10. FE{RSVM-DREA{AEEI Snap/IRIBARAE « BEAG I :

snapmirror show
. FREREEEBRM

volume show <vol name> -fields volume-style-extended, state
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cluster-2::*> volume show my volume -fields volume-style-extended, state

vserver volume state volume-style-extended

vs0 dst my volume online flexgroup

FEREE
* "SnapMirror [EFE"

* "SnapMirrorgFLE"

* "SnapMirror Z8R"
* "SnapMirror E#"

75 ONTAP FlexGroup iRt & 217 SnapMirror SEF I EREEEZNEZEEIE

7 17FlexGroup SnapMirrorSBEEF1# ¥ SnapMirrortii it &MY R B RMAET ~ s8R E
EFMRH o

BRI BRHRRNEE

© SRERMAE T EREMBMAEREANRIE -

© EMERMAEZIRFIEIERSRALEE « EERASHRET « SBHHRFEMRETE

* {3738 MirrorAllSnapshots) ~ M3E MirrorLatests FEIEREIF HESEREA o

© XIREP B BHRIXDPREE ©

*ZERBIRAEBMBEC UBHEFAZECHENRAL CEA

* AFIB FlexGroup hRFIZ1ETHAEt BT TEFR A EiRE I TONTAP R ASHIZIRhRASR#b ~ 9.9. 1S EHThR A K&
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* FEWBHC FlexGroup S RER{FE o

* REBERLZIEZ BEEHFlexGroup B B AMA2IERBGRAIR

* HAIEIR BRI FlexGroup {EA{EREMFlexGroup BEEHEY BRIt o

* BFEEREEMNREIH—ARREFR(EZEME © FlexGroup FlexGroup

* BEHFlexGroup BRICEINAE@EFRTERIPA Bih ~ A EHITONTAP RRASSEZA ThRASSE) BIRRASSEA Thi

Z5%1 BIRRASSE ©

* TEFABETMEEETINGE °
* EEHAARE (BIRIAZIBRIC) A - tNRAZIBHIBEICHIZEAL SnapMirrorBARELER[E ~ BIBZEIC SnapMirrorf

BASIRHRIRRIRIEIEZE o

* 5% ONTAP RSB » R EIESEAZIE BRI o
* IAEBEBECAHFlexVol A =R AEAAFlexGroup ARESRAAR « M ASTIBEARCHRER
* REST APIHISKIRFRA R ERESTHR 2 [RRRRIBMARISHER ~ AITEREHTNINAERAERER A © FlexGroup
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* U0[E FlexVol % ~ FlexGroup BBE#AZZ1E snapmirror protect @% ©

BIUBHRBRENEEEER

* XiEMFlexGroup AXEZM MM B - BINAZIB ~ AZIC ~ &RZ81E TEAZI &M -

© SERFE P SR EBNEENRIRRIE o

* EMTERMAER IR TER o

* XIEFBEZNBEIETINGE o

- MRRAGMBF D EE AR ERAER SnapMirrorBi & « BRI IEEERTIEALIBRIALCRA% ©
* JRH B AV FlexGroup HARR@EFR7ESRE P RIPTA EIREER L HEIT ONTAP 9.9.1 SEHTARAS ©

* BRiIZIEFlexGroup MFABIERIL RAIFEEII R At Fanoutf%k o

* REILLETTHE B 2 C FlexGroup MERE&EHYER{EE -

* FRE EARESTXE 2 RAFERME HARARE « FlexGroup 2B E TR IFFRCARRE P EAREST APl ©

HERIE
* "SnapMirror{R&"

7 ONTAP FlexGroup iRt & 17 SnapVault ED ARG —ERHMRERAZNZ E51E

1S AJBERRARFE 1T SnapVault —E B I FlexGroup B{EBEIZRERINFEFE D RGNS —L
BRHMRERFRNEEEIE °

s A LUEREIBEHEY SnapVault B RAFRMFE—(EERRERNZ > LAE -preserve’ TELERFTEAIRIBRE
BB AR & (R IREE o

* A% $EFlexGroup AR TR RIARE ©
REAREIIAE AT BT B AU ERE & I IRE » MERRIRBEEFEERRHEE £ -

* © snapshot 83 % expiry-time FlexGroup Volume R3Z#EIEI5EIE o

* EFEREEAT B FlexGroup WFEERHRESnapVault BIAN AR —EZ BEEITRTE ©
A E R SnapVault FHDBARLVIRIR » thiEE% FlexGroup ik E B RAR—EHERRERMF ©
* A& REEE—EHEN RMASERRAARRRRELIEE © FlexGroup

AN ME S mEIERENREZ - MEEZERRZ - HE—EZRRAFZRR{% o FlexGroup SnapVault
SnapVault

* WNREMIBRICIR FlexGroup HARRE _ERYIERIR » I LIMEREREERRILIRIR - AIMNRBEpMHEIRE AFEES
BAVIRER » B FRIFXE BRIt FlexGroup HEREVEMREER KRR o

ERAABEES FlexGroup Volume EFep &R o

B2 ONTAP FlexGroup FHE&RY SnapMirror ERHEEH
1 FEsZ E BREE #EFlexGroup 'SnapMirror Volume] BB1RAVAREES « LIFESR B BYthFlexGroup
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HIVMwarebiiR & SR EIEE RIHMZEHAEH

BAREETLE
AR BRI R EMATUE T fF o

1. EFA FlexGroup Volume BEf&BY SnapMirror B{AAKEE ¢ snapmirror show -relationship
—group-type flexgroup

cluster2::> snapmirror show -relationship-group-type flexgroup

Progress
Source Destination Mirror Relationship Total
Last
Path Type Path State Status Progress Healthy
Updated
vsSs:s XDP wvsd:d Snapmirrored
Idle - true -
vsSs:s2 XDP wvsd:d2 Uninitialized
Idle - true -

2 entries were displayed.

MERIEER
* "SnapMirror E&mR"

EIEFlexGroup ERMREEZE « U BITAPERIERE
EARZIREEE K EE R TEFlexGroup
ONTAP FlexGroup Volume IS¢ E 118 T E772

B KB 7T ARFlexGroup FIHFEERT - RFERZREN B Bt FlexGroup IHIER - W E
ER B IRER © fRAKIREFlexGroup HRIREHEE BT I UREME  (CREZEME
IRIEFlexGroup RFEE - 3R & SnapMirrorfi{z ©
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Activate the destination FlexGroup
volume:

Break the SnapMirror relationship.

v

Verify the status of the destination
FlexGroup volume.

v

Configure the destination FlexGroup
volume for data access.

Can the source

No FlexGroup volume be Yes
W
Reverse the FlexGroup volume Reactivate the original source
SnapMirror relationship: FlexGroup volume:
Delete the SnapMirror relationship. Resynchromzu.a the ‘.Snaprror
relationship.
Release the SnapMirror information Monitor the SnapMirror transfers.
from the source SVM,

v

Create a new SnapMirror
relationship with the old destination
FlexGroup volume as source.

v

Resynchronize the SnapMirror
relationship.

v

Manitor the SnapMirror transfers,

RIRERI(E

EFlexGroup EtESnapMirrorfE2  (FIENSnapMirrorREFFIEFREL) [EEHITR « B R Bt ZEThEE
ST R E R EE o AR SnapMirrorfEZESE ~ ZB0 AL AT BE BRI EFEIRES « FlexGroup A 77ENE! LERE
BE& o TEUEIER T ~ iZBEE S SnapMirrorfEZ o

EiE B #9ith ONTAP FlexGroup Volume

& RIEFlexGroup HEE R « HINERIERIE « BIMUPRSBEARARAEE T HMBEAIRHE
EIEF ~ (S ZERNENB Y FlexGroup FIIERE & 74 BEFENE R « BRI 1EAKIREFlexGroup Ay
BEG EMEBERALE - BENIEEEIEFELIEREKEISnapMirrorE iHEE « MAK3T

I SnapMirrorfi{# o
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T

1. {2 FlexGroup Volume SnapMirror RE{ARI A A&

dest svm:dest flexgroup

snapmirror quiesce

cluster?2::> snapmirror quiesce -destination-path wvsd:dst

2. AR FlexGroup Volume SnapMirror Bfl{% : snapmirror break dest svm:dest flexgroup

cluster2::> snapmirror break -destination-path wvsd:dst

3. &F SnapMirror RA{AZRIAKEE :

70

cluster2::>
Progress
Source

Last

Path
Updated

vss:s_ 0001

vss:s_ 0002

vss:s_ 0003

vss:s_ 0004

vss:s_ 0005

vss:s_ 0006

vss:s_ 0007

vss:s_ 0008

snapmirror show -expand

snapmirror show -expand

Type

XDP

XDP

XDP

XDP

XDP

XDP

XDP

XDP

XDP

Destination Mirror

Path

vsd:dst

vsd:dst 0001
vsd:dst 0002
vsd:dst 0003
vsd:dst 0004
vsd:dst 0005
vsd:dst 0006
vsd:dst 0007
vsd:dst 0008

State

Broken-off
Idle
Broken-off
Idle
Broken-off
Idle
Broken-off
Idle
Broken-off
Idle
Broken-off
Idle
Broken-off
Idle
Broken-off
Idle
Broken-off
Idle

Relationship

Status

Total

Progress

Healthy

true

true

true

true

true

true

true

true

true



AR EZEB SnapMirror BHAAREEZ Broken-off ©

4. FESRE BRI FlexGroup Volume BB / BA | volume show -vserver svm name

cluster2::> volume show -vserver vsd
Vserver Volume Aggregate State Type Size
Available Used$%

vsd dst = online FHARWH * 2GB
1.54GB 22%

vsd d2 = online DP 2GB
1.55GB 22%

vsd root vsO aggrl online RW 100MB
94.02MB 5%

3 entries were displayed.

5. AP mEHERZEBHHtFlexGroup FIFFEEHIER o
HAREER

* "SnapMirror9rEf"

* "SnapMirrorg$LE"

* "SnapMirror Z8/R"

K#1E FHEENRIAZEE ONTAP FlexGroup Volume

&2 EFlexGroup HIERF « (KAIUEHRE L RIRIKIEFlexGroup FRIBBERIMANER - B
BIMFlexGroup BYEAIFTERIEFEIESLK ©

RAMEETIIE

B eytigiR & EREMERPECRERAE 2= « MARRERNTERNITEMR L 281 ©

fEAI LA volume quota policy rule create M volume quota modify EEMRETIEETHELE
IR EHRRENECEERR AR ES < o

1. REPMBEEEHFHRED FlexGroup Volume SnapMirror Bif% | snapmirror resync -destination
-path dst svm:dest flexgroup

2. &% SnapMirror BA{AZRYARES | snapmirror show -expand
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cluster2::> snapmirror show —-expand

Progress
Source Destination Mirror Relationship Total
Last
Path Type Path State Status Progress Healthy
Updated
vsSs:s XDP vsd:dst Snapmirrored

Idle - true -
vss:s_ 0001 XDP wvsd:dst 0001 Snapmirrored

Idle - true -
vss:s_ 0002 XDP wvsd:dst 0002 Snapmirrored

Idle - true -
vss:s_ 0003 XDP wvsd:dst 0003 Snapmirrored

Idle - true -
vss:s_ 0004 XDP wvsd:dst 0004 Snapmirrored

Idle - true -
vss:s_ 0005 XDP wvsd:dst 0005 Snapmirrored

Idle - true -
vss:s_ 0006 XDP wvsd:dst 0006 Snapmirrored

Idle - true -
vss:s_ 0007 XDP wvsd:dst 0007 Snapmirrored

Idle - true -
vss:s_ 0008 XDP wvsd:dst 0008 Snapmirrored

Idle - true -

FELEREZER SnapMirror BA{AAREEZS Snapmirrored ©

HERAZE
* "SnapMirror EF[ES"

* "SnapMirror Z8R"

TE KB IMIEHART > )R ONTAP FlexGroup FAHEE 2~ /Y SnapMirror Fif%

& WEHFE AFlexGroup SnapMirrorBA{RBIZKREEERIEF K0 L7EFlexGroup {E1ETE
B EFlexGroup FESERIEF « FERBEAMNEEER o 12K JEFlexGroup HEZERRY
BIRLFE_LAR1E ~ BB LU IR YATRIRFlexGroup {HAEE I3 R L FE @ S p MEEE B AU
it ’z #SnapMirrorfi1{% o

FAREELE
BRUMERE R ERIER PR SR - MEARRAEETRITERRD Z MR -
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Rl LU#EH volume quota policy rule create fMl volume quota modify EEHREIFEETHER
IR EHRENACERFRAMER S o

1. ERE BRI FlexGroup HEFEE L ~ #BRIHER FlexGroup FERER £2 B Yt FlexGroup HEREE 2 IR ERHME

EIESTRIMA snapmirror delete -destination-path svm name:volume name

cluster2::> snapmirror delete -destination-path vsd:dst

2. 1E[RYAIR FlexGroup HEREE _E ~ AR FlexGroup HAFEEBPRRAAEN | snapmirror release

—destination-path svm name:volume name -relationship-info-only

fiB&SnapMirrorBi{& 2 % ~ fEAZBLREHKIEFlexGroup FISnapMirror VolumefBIRRARZ BN « RAEBERE
RS EE -

clusterl::> snapmirror release -destination-path vsd:dst -relationship
-info-only true

3. 1B B AV FlexGroup BEREE b ~ I 8559RA1% | snapmirror create -source-path
src_svm name:volume name -destination-path dst svm name:volume name -type XDP
-policy MirrorAllSnapshots

clusterl::> snapmirror create -source-path vsd:dst -destination-path
vss:src -type XDP -policy MirrorAllSnapshots

WM"5S2ZE ERIONTAP E¥4H "snapmirror create Bifl > s5269 ©
4. 7EFEYB 893 FlexGroup FERR&E E ~ EFEIZ KR FlexGroup : snapmirror resync -source-path
svm name:volume name

clusterl::> snapmirror resync -source-path vsd:dst

o. B5¥E SnapMirror {#i . snapmirror show -expand
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cluster2::> snapmirror show —-expand

Total

Progress

Healthy

true

true

true

true

true

true

true

true

Progress
Source Destination Mirror Relationship
Last
Path Type Path State Status
Updated
vsd:dst XDP vss:src Snapmirrored
Idle
vss:dst 0001 XDP wvss:src_ 0001 Snapmirrored
Idle
vsd:dst 0002 XDP wvss:src_ 0002 Snapmirrored
Idle
vsd:dst 0003 XDP wvss:src_ 0003 Snapmirrored
Idle
vsd:dst 0004 XDP wvss:src_ 0004 Snapmirrored
Idle
vsd:dst 0005 XDP wvss:src_ 0005 Snapmirrored
Idle
vsd:dst 0006 XDP wvss:src_ 0006 Snapmirrored
Idle
vsd:dst 0007 XDP wvss:src_ 0007 Snapmirrored
Idle
vsd:dst 0008 XDP wvss:src_ 0008 Snapmirrored
Idle

SMERL B SnapMirror BHAARREEERA Snapmirrored EBRMEMAL BRI

MERAE R
* "SnapMirroriZir"
* "SnapMirrorfitB&"
* "SnapMirrorhRRZs"
* "SnapMirror EFf[EZ"

* "SnapMirror 28"

7ZFlexGroup SnapMirrorfi{&Z &R INEEE

£ SnapMirror EA{Z® £ ONTAP FlexGroup Volume

true

EONTAP IhEES T489.3F%A ~ EB]LAFlexGroup TEHAIRE FANAFTRIA S ~ LAYE
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7EFlexGroup SnapMirrorfi{& R HIIRIFHEE ] B RS ERE o o] UFENHBHIET
B ARSI E o

RIREIET(E
* #EFE 2% FlexGroup ~ SnapMirrorB{ARIZRIRE EHAIRE A B R FlexGroup BIESERABEAETRT ©

W R HEREE PRI EBEARERT « SnapMirrorfEEFL 2B o

* IEFTEFETHE ~ ERERITERSnapMirror{EZE o
* MNREIEFTIEF TR ZATEE KE (S ZBrhETSnapMirrorfiifk ~ W EFIEEMIN o

EiRtE R RERE KR TR - (S PESnapMirrorfi & o SE4 SRR - FREf{ESR

@ AR B2 — Ll fE A BESTRY © BUTEMB D 1EEZA  MEFFHEERIRRITTR - NRF
EBREZERRER ~ IC A P ER RS o MNRPEEZERR « FlexGroup TEREREEZ & ~ B850
WHIRL D PIRED BTE B BUMBYRES - RIFAFIMPFELM S - ARBUEE -

28 SnapMirror B{ARIZK/E ONTAP FlexGroup Volume

ETHEEEE#79.3RFMAONTAP ~ {&AILAFlexGroup TE&KEVolume N AFRHIRL D ~ LUIE
7t SnapMirrorBA{ABIZRIRINAE o SR AERET —AFlexGroup H2E (GERMIEE) B
MR 7S R TE R RHERR & o

1. BRAZIE FlexGroup Volume : volume expand -vserver vserver name -volume fg src
-aggr-list aggregate name, ... [-aggr-list-multiplier constituents per aggr]

clusterl::> volume expand -volume src fg -aggr-list aggrl -aggr-list
-multiplier 2 -vserver vs_src

Warning: The following number of constituents of size 50GB will be added
to FlexGroup "src fg": 2.

Expanding the FlexGroup will cause the state of all Snapshot copies to
be set to "partial".

Partial Snapshot copies cannot be restored.

Do you want to continue? {yln}: Y

[Job 146] Job succeeded: Successful

ERHIR & IRTE R Z AR RBIFR A TRERIKRS o

B8 SnapMirror F{%AY BBt ONTAP FlexGroup Volume

,.L'i__[L,(FIexGroup BEISFHERT BN EZE « WEHEIISnapMirrorfi{# o 1R
5% ~ SnapMirrorBAA 2R EAS BENIET « MKIEFlexGroup VolumelEFthF « B RUMAEYIE
[FVolume® BEIETT ©
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FsaZ A
* IEFlexGroup BB E M B EIERK °

* SnapMirror BA{AWZBTER SnapMirrored M/E

SnapMirrorB{& RS ERSMIFR o

RAMEIET
* B3 BaYHiFlexGroup B ~ TEERR Z i Volumesk E A HENIET ©

MBEE - MAIUEEK E #HFlexGroup B S & « UFBNIET o
() SEEBHERFexGoup BBIRAENHIIRL o

* FRESnapMirrorfEZ£ERE L ~ HEIZKIEFlexGroup BYSetrror Volume#ll B B93iFlexGroup BYSetrror Volume
#HEET - MEEBHERBENHR T AL

* MR FlexGroup ETESnapMirrorBAZPENS IR 2 BIET BN E S E - MEEZBRENRT RIERGE ©
AR ECAAE T (ER B AVt FlexGroup Volume » :5707EMIBR SnapMirror Bif& 2 & ERH#% Volume ©

pESES
* MITENEHFlexGroup U BEHET B RUMBYETHIRE

a. #1417 SnapMirror E#1{E%j | snapmirror update -destination-path svm:vol name

b. E&z& SnapMirror BAABIARRER S TER SnapMirrored M | snapmirror show

cluster2::> snapmirror show

Progress

Source Destination Mirror Relationship Total
Last

Path Type Path State Status Progress

Healthy Updated

vs_src:src_fg
XDP vs dst:dst fg
Snapmirrored
Idle - true

7FE:’H‘EAggregateE’Jj(/J\$ﬂ_JﬁﬁF ﬁiE@fli%HRAggregate * FlexGroup i A& RF & AIRRREVAR A B ZBIFT AL 2T
1% BaYiFlexGroup RREVTUEE c IBRZ1E ~ RS EHBBEMRTEE o

* FHIET BRI FlexGroup HWEZE :
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a. YNR SnapMirror BRI BEIERER - 551 SnapMirror BAAREAFHREFIEL | snapmirror

modify -destination-path svm:vol name -is-auto-expand-enabled false

cluster2::> snapmirror modify -destination-path vs dst:dst fg -is
—auto-expand-enabled false

Operation succeeded: snapmirror modify for the relationship with
destination "vs dst:dst fg".

b. {# SnapMirror B{AFRBIEE . snapmirror quiesce -destination-path svm:vol name

cluster2::> snapmirror quiesce -destination-path vs dst:dst fg
Operation succeeded: snapmirror quiesce for destination
"vs dst:dst fg".

c. RFIB B FlexGroup Volume : volume expand -vserver vserver name -volume
fg name -aggr-list aggregate name, ... [-aggr-list-multiplier
constituents per aggr]

cluster2::> volume expand -volume dst fg -aggr-list aggrl -aggr-list
-multiplier 2 -vserver vs_dst

Warning: The following number of constituents of size 50GB will be
added to FlexGroup "dst fg": 2.

Do you want to continue? {yln}: vy

[Job 68] Job succeeded: Successful

d. EF[EY SnapMirror Bif% | snapmirror resync -destination-path svm:vol name

cluster2::> snapmirror resync -destination-path vs dst:dst fg
Operation is queued: snapmirror resync to destination
"vs dst:dst fg".

e. E&:% SnapMirror BA{ARYAKAE SnapMirrored ! snapmirror show



cluster2::> snapmirror show

Progress

Source Destination Mirror Relationship Total
Last

Path Type Path State Status Progress

Healthy Updated

vs_src:src_ fg
XDP vs dst:dst fg
Snapmirrored
Idle - true

HERAE N
* "SnapMirrorg$LE"

* "SnapMirror EFf[EZ"
* "SnapMirror Z8R"

% ONTAP FlexGroup F4REE 1T SnapMirror E—1EZIEIR

LONTAP IHEEARSTEERY9.8R1A ~ & BT LUTEFlexGroup SnapMirrorfRZES {tudp B AYHE
JRE—EZ °

RAMNEIETLTE
* R AR A2 ARBI FlexGroupERE & 118 RE A 24 I L AR BYFlexGroup iR & o
* BEERFIRIEEIIE—EER -
* BRI LR R B R IA K RFlexGroupliiik & o #HIFlexGroup& °
* R BIRIRIREHERES o
MRIFIERRERERE  JIE—EEZERTERK -
° lu\E.I-L/{E%ﬁE&@J_‘ZIEEEEPu:E’J _*:nl??é'?gﬁ °

* {FEZMER “clean-up-failure’ €18 “snapmirror restore’ a5 < ©
WMN"5S 2 EZERONTAP "E#4H “snapmirror restore B3l > s52E] o
* EFlexGroupE—1E2Z R IR IEEEITHEN P IEARAEERF » ZIRIETTFlexGroupfEiERE ©

1. 1 FlexGroup #4FABIEIFEZE | snapmirror restore -destination-path destination path
-source-path source path -file-list /fl -throttle throttle -source-snapshot
snapshot
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LU ZFlexGroup — BRI (£ E—1ERIERIIFERIEER

vserverA::> snapmirror restore -destination-path vs0:fg2 -source-path
vs0:fgd -file-list /fl -throttle 5 -source-snapshot snapmirror.81072cel-
d57b-11e9-94c0-005056a7e422 2159190496.2019-09-19 062631

[Job 135] Job is queued: snapmirror restore from source "vsO:fgd" for
the snapshot snapmirror.81072cel-d57b-11e9-94c0-

005056a7e422 2159190496.2019-09-19 062631.

vserverA::> snapmirror show

Source Destination Mirror Relationship
Total Last
Path Type Path State Status Progress

Healthy Updated

vs0:v1ld RST vs0:v2 = Transferring Idle 83.12KB
true 09/19 11:38:42

vserverA::*> snapmirror show vs0:fg2

Source Path: vs0:fgd

Source Cluster: -

Source Vserver: vsO0

Source Volume: fgd

Destination Path: vs0:£fg2

Destination Cluster: -

Destination Vserver: vsO0

Destination Volume: fg2

Relationship Type: RST

Relationship Group Type: none
Managing Vserver: vsO0

SnapMirror Schedule: -

SnapMirror Policy Type: -

SnapMirror Policy: -

Tries Limit: -

Throttle (KB/sec): unlimited

Current Transfer Throttle (KB/sec): 2
Mirror State: -

Relationship Status: Transferring
File Restore File Count: 1

File Restore File List: fl

Transfer Snapshot: snapmirror.81072cel-d57b-11e9-94c0-
005056a7e422 2159190496.2019-09-19 062631
Snapshot Progress: 2.87MB

Total Progress: 2.87MB
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Network Compression Ratio: 1:1

Snapshot Checkpoint: 2.97KB

Newest Snapshot: -

Newest Snapshot Timestamp: -

Exported Snapshot: -

Exported Snapshot Timestamp: -

Healthy: true

Physical Replica: -

Relationship ID: e6081667-dacb-11e9-94c0-005056a7e422
Source Vserver UUID: 81072cel-d57b-11e9-94c0-005056a7e422
Destination Vserver UUID: 81072cel-d57b-11e9-94c0-005056a7e422
Current Operation ID: 138fl2e6-dacc-11e9-94c0-005056a7e422
Transfer Type: cg file restore

Transfer Error: -

Last Transfer Type: -

Last Transfer Error: -

Last Transfer Error Codes: -

Last Transfer Size: -

Last Transfer Network Compression Ratio: -
Last Transfer Duration: -

Last Transfer From: -

Last Transfer End Timestamp: -

Unhealthy Reason: -

Progress Last Updated: 09/19 07:07:36
Relationship Capability: 8.2 and above

Lag Time: -

Current Transfer Priority: normal

SMTape Operation: -

Constituent Relationship: false
Destination Volume Node Name: vserverA
Identity Preserve Vserver DR: -

Number of Successful Updates: 0

Number of Failed Updates: O

Number of Successful Resyncs: 0

Number of Failed Resyncs: O

Number of Successful Breaks: 0

Number of Failed Breaks: O

Total Transfer Bytes: O

Total Transfer Time in Seconds: 0

Source Volume MSIDs Preserved: -

OpMask: ffffffffffffffff

Is Auto Expand Enabled: -

Source Endpoint UUID: -

Destination Endpoint UUID: -

Is Catalog Enabled: false



HERAE
* "SnapMirror Z8/R"

% SnapVault f5{7iER ONTAP FlexGroup F4HE&E

&R A4 SnapVault ZXE Volume FRIIRER > #11T FlexGroup Volume MIEE IR EIER
{2 o B LUAEFlexGroup ER R IAHREVolume S FFlexGroup BYZE R L FTAYARZS o

FtAZ Al
E &t SnapVault ZE R A FlexGroup EIREAZREABERIIIEER « M BETRFLEEEEIE o
* 2E SnapVault HREIZDREA ZIREMREZER - BAYM Volume HREVAER B E X AR & FREUREREF R
Volume FHVAEREE ©

* NFRERFERM ~ AIEERERTRZAT « FASFAITHMIEE o
TRAIUEHEBRIEE » NERAPITEREE cleanup B -

* —ExEE Qe —EHR RIATUERRIARIKIREERE © FlexGroup
FEER—EER & i mERKRREFRIARR « MEERREF - R —ERKRREZERRE o FlexGroup
SnapVault SnapVault

* BOAMTHITRIR BB ES © SnapVault
BEERTEERRFESIRILERFER - CREZELEDEE

: f’i%\?ﬁ?ﬁéﬁﬂ’\]ﬂﬂ FlexGroup Volume FEERIRIRBVIERESR o EEAIERIRHERE LB RIRBVIEIR (F

* MREPIEBEREE > A AERLMEBERFEERIERIRIRRENMEIBERIFE o

RIRNERI(E
E#H1TFlexGroup ERZAI ~ EFAENMBZE FRVEAEAPEERRR]

fEAILAEA volume quota modify ZEIRIEETMEBEMEBIBCLERINGRS o

1. 8R FlexGroup Volume . snapmirror restore -source-path src svm:src_ flexgroup
-destination-path dest svm:dest flexgroup -snapshot snapshot name

‘snapshot_name B SRR EIERE B AL R AVIRE - IRKRISTIRE > A GRRINRBER
BRMHEIR & o

vserverA::> snapmirror restore -source-path vserverB:dstFG -destination
-path vserverA:newFG -snapshot daily.2016-07-15 0010

Warning: This is a disruptive operation and the volume vserverA:newEFG
will be read-only until the operation completes

Do you want to continue? {yln}: vy

HERAEER
* "SnapMirroriE[R"
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{2F3 ONTAP FlexGroup FiE&E EH) SVM 1R:E

& SVM DR HEIZ:& E AR protected 7E FlexGroup HEHE&E £ ~ ErILUEHEIZERER A TRT
rs&] ~ LUEH SVM DR protection 1E FlexGroup HHEE £ o
FAtEZ Al

© —#RELT 487 BMISVM DREARZEERM o

* SVM DR {R#EZ#% protected ©

1. ERERFRE volume modify #EME<S vserver-dr-protection FlexGroup Volume B2 &4
unprotected®

cluster2::> volume modify -vserver vsl -volume fg src -vserver-dr
-protection unprotected

[Job 5384] Job is queued: Modify fg src.

[Job 5384] Steps completed: 4 of 4.

cluster2::>

2. FHRBEHRAH SUM ¢ snapmirror update -destination-path destination svm name:
-source-path Source svm name:

3. E&:% SnapMirror BA1Z @S2 | snapmirror show

4. E%:% FlexGroup SnapMirror B{Z @S E#6% | snapmirror show -expand

MERIEER
* "SnapMirror Z8R"

* "SnapMirror "

7 ONTAP FlexGroup f#HE&E _EEYFE SVM 1R:E

& SVM DR {REFEIZRE AR unprotected £ FlexGroup iR & L ~ KR LG TEIZES
B4 protected MAEBXA SVM DR {R:E ©

FtEZ Al
* —#R8l T 42 2 BIFYSVM DREFREBEERY o
* SVM DR {REZS#EA unprotected ©

1. EREBRE volume modify MBI vserver-dr-protection FlexGroup Volume BIZ2E(
protected©°
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cluster2::> volume modify -vserver vsl -volume fg src -vserver-dr
-protection protected

[Job 5384] Job is queued: Modify fg src.

[Job 5384] Steps completed: 4 of 4.
cluster2::>

2. EHREBILAHB SVM | snapmirror update -destination-path destination svm name
-source-path source svm name

snapmirror update -destination-path vsl dst: -source-path vsl:
3. Eg:8 SnapMirror BfAR S ZE . snapmirror show

cluster2::> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

vsl: XDP vsl dst: Snapmirrored

Idle = true

4. E&58 FlexGroup SnapMirror B{Z @S2 | snapmirror show -expand



cluster2::> snapmirror show —-expand

Progress
Source Destination Mirror Relationship Total
Last
Path Type Path State Status Progress Healthy
Updated
vsl: XDP vsl dst: Snapmirrored
Idle - true -
vsl:fg src XDP wvsl dst:fg src
Snapmirrored
Idle - true -
vsl:fg src 0001
XDP vsl dst:fg src 0001
Snapmirrored
Idle - true -
vsl:fg src 0002
XDP vsl dst:fg src 0002
Snapmirrored
Idle - true -
vsl:fg src_ 0003
XDP vsl dst:fg src 0003
Snapmirrored
Idle = true =
vsl:fg src 0004
XDP vsl dst:fg src 0004
Snapmirrored
Idle - true -

6 entries were displayed.

HEREER
* "SnapMirror Z8R"

1S IThEE @ A FlexVol THEE&EFlexGroup

BEAZYN{AI#% ONTAP FlexVol Volume &% FlexGroup Volume

MR IEBERFlexVol — B BB ZEERHINEEREAEI—EZEFlexVol Bl ~ BI L 4 E
R ER(EBIZE AL FlexGroup — @175 ° IEONTAP NetApp 9.7F%8 ~ BT LA FlexVol
SnapMirrorf##{%& 5 EY¥& 17 X, SnapMirror VolumeEi,FlexVol SnapMirror Volume - £

B FlexGroup SnapMirror Volume °
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#&FlexVol & E#FlexGroup AINAEENZE EFIE
IR =T B R ThAE A R TR E HEFlex Vol iEHE & 53 2 FlexGroup i i & 2 Al o

AR SR IER
E1TVolumeFRHRT « RAFFIT FIIEE !

* Volumelf#%

* Aggregate B &) -1

* Aggregate EFACE

* EEA AEARETSHENIFERRE
* e REARFENBaEIER

* FlexClone Volume4%Z|

* Volume EHEEE]

* Volumef&ei i B EREE K/

* VolumeZE#idn 4

* B ER&EMIINZEAggregate

* t#sAMetroCluster LUETTIHA ~ LUEIT A ARVAERE SR E
* SnapMirrorfE#

* WIREBER

* BoERMEE

R 2ERVES (S

&R LAFlexGroup TERXINERIARE ~ EREREFTRITELEEE

A% #EFlexGroup HI4EAE

* BEAREIZRVolume
* SVMiRVolume

* SAN

*+ SMB 1.0

* NVMedpa 2=
* i@iHVolumef2 B RARTFE (VSS)
1 ONTAP FlexVol Volume &7 ONTAP FlexGroup Volume

WITHEEF AR ETHAEE 9. 7RIAONTAP ~ FlexVol &R LUTE ARFlexGroup BEE BRI E A5 ZEII
FERRZEERIBR T ~ sithig—(EIhsE AR —EhAEE
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FIsEZ Al
* 7€ ONTAP 9.8 [4a » IR EHARHAIR &R FlexGroup HAIRE o

* [ETE SRS ERR AL BTERR L © FlexVol
* EEEBET - FITHREFREFlexVol M/ AEEIEFAR o

EREEEE FYIER - LUBREIRRD)
° FlexVol Volume 28 7MTT (ONTAP 9.7) #¢ 7-Mode &K o
AT AUREEE @ RT LATE ONTAP 9.8 BHIRERIE o

o WHEEENA T FlexGroup HAHREE MR SZBAITHAE 5 HI%0 > SAN LUN ~ Windows NFS ~ SMB1 ~ [RER&s
/B EMIER ~ vmalign :RE ~ 25 ONTAP 9.11.1 fRZsHY SnapLock (£ ONTAP 9.11.1 BI4az &
SnapLock) ~ Zef] SLO S#EEEZERESAHIHITARRK - WEEZE 520 "2 B A2 EFlexGroup
BIThAEARRE" o

o EEEAA] FlexVol Volume FRTERY SVM BAEI{ER SVM DR o

° NetApp FlexClone HAFRETFTE © FlexVol HiR& B RUAIRE o [ETEEHARHRE T e R X R E ER
HER& o

> Volume & NetApp FlexCache [R#4 Volume ©
° HHY ONTAP 9.7 St ERHRZA > NetApp REEF1FiEBIE 255 & « ONTAP 9.8 MEFARASSZHE 1023 @R

° BIMATENE - BLENAER - B BB EMEA -
° Volume 2 SnapMirror BA{ZAYZRIR ~ B RYth s R &S o

° Volume @F & (JEfFLE) SnapMirror BA{RAI—EF5D ©

° FCREERNA o B AR ~ BREEREBENEA o

° Volume &EREE#E 197 BF T °

° RpE & BLFE FAFE TUAERA o

{2 ONTAP 9.7 ° ONTAP 9.8 HE PR LERE! o

° ONTAP 12 IETE#1T ~ BINEE4T « T1E ~ wafliron ~ NDMP 15 « KERIEHH inode i o

° £ Volume & SVM #& Volume o

c FBAKo
MR EEEESLERERHIER « BIETE FlexVol Volume 4R IERFEE 2215 « B Volume Eifath & h
1E o ERILUREMEIETTHE) ~ AR EA 5 o

* YN FlexVol Volume BRINRABES 80% HEE * 552 g S rHEMEFTEILRY FlexGroup Volume ~
MIEITRLHERIR o B9 FlexGroup X B4R E FFEERE BAEMFE » B KB E FlexVol k&R
# FlexGroup MR & Pl RE S AL MAE S FHifIRE « MELMEFNEEN EMIEE 7 BIRERE T T4 o

A JEE KFlexGroup FYARKEF ~ FlexGroup B EAIEEEINRR R EHR ~ EME B
() mE- MBEESE - HSBFlexGroup TRAH) TERIET—EINAERS ) —8 * (553745
FERTHHUABIEIEISR) FlexGroup” o
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1. B&5¥ FlexVol Volume @54 L | volume show -fields vol name volume-style-
extended, state

cluster-1::> volume show my volume -fields volume-style-extended, state
vserver volume state volume-style-extended

vsO0 my volume online flexvol

2. Egs8FlexVol R R AJEA AL RRERIER FEHULThAE

a. BAEMHERRET ¢ set -privilege advanced

b. EsBHEATER | volume conversion start -vserver vsl -volume flexvol -check
-only true

SR E 2 31 ~ DA ASIEERTASEE -
(D)  mERFleGoup RET2MNEEBREFexVol —EF2HNEE -

3. Eﬁyé%*@- volume conversion start -vserver sSvm_name -volume vol_name

cluster-1::*> volume conversion start -vserver vsO -volume my volume

Warning: Converting flexible volume "my volume" in Vserver "vsQ0" to a

FlexGroup
will cause the state of all Snapshot copies from the volume to
be set
to "pre-conversion". Pre-conversion Snapshot copies cannot be
restored.

Do you want to continue? {yln}: vy
[Job 57] Job succeeded: success

4. FESREEHARRTY ¢ volume show vol name -fields volume-style-extended, state

cluster-1::*> volume show my volume -fields volume-style-extended, state
vserver volume state volume-style-extended

vsO0 my volume online flexgroup

R
A LETREEAR EE— R B (RN ATERR | FlexVol FlexGroup

FER R
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REI AR EEE TR FlexGroup TTHAEE] o

1% ONTAP FlexVol volume SnapMirror Ff{%#E£2 ONTAP FlexGroup Volume
SnapMirror Ei{%

EEHFlexVol (iIiAFlexGroup SnapMirrordBSnapMirrorfi R = & A9SnapMirrorfi & i
A= &RISnapMirrorBfZONTAP & 7B E B AYthFlexVol BISnapMirror
Volume ~ B FEFlexVol IR =& o

RSB/
* FlexGroup £33 SnapMirror JEEF Fi% o
© EARFREUAR ZEES - Hp—LEHaE .
° PEHISER CPU
° HFEAEI CPU MIERE
° PIERIBRHNERS
> HtrEREERNER

%G Z Al
* EEEHRMEERRA AR L © FlexVol

* SnapMirrorfE{&FBYZREFlexVol {HFERE R a] L2 Z{ESnapMirrorBi{A B IR RIEEE ©

LONTAP Z1EREEEE%0.9.1.1F3% - FlexGroup BRI Z3EE+¥tSnapMirrorfV&EE - INEEZLEN « 58
B8 "7 FlexGroup W& 237 SnapMirror SREFREIRAANIZ EFHIT" o

* EEEBEF - PITHHRIEMREFlexVol REEIRIZFAER o

?gg%FlexVol REA— - MEFLET Volumei#ih « MEELHZRNS o LRAILIREUEIETE) - AREHE

1. E&3% SnapMirror BAR TR :

snapmirror show

R EEEAXDPEERY VIR STRAA ©
gh -
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cluster2::> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

vsO:src _dpv DP vs2:dst dpv Snapmirrored

Idle = true
vsO:src xdp XDP vs2:dst xdp Snapmirrored
Idle = true

2. FESERIEVolume B HBAEB A

a. FAERHERER !
set -privilege advanced

b. ERsEHAE -

volume conversion start -vserver <src svm name> -volume <src vol>

—check-only true
)

volume conversion start -vserver vsl -volume src vol -check-only true

+
AR Z AT « SN BRIEIEFRAHES o
3. KB RMFlexVol B Z 2 AFlexGroup BB E

a. i FlexVol SnapMirror B{ARBE(E -
snapmirror quiesce -destination-path <dest svm:dest volume>
gl -

cluster2::> snapmirror quiesce -destination-path vs2:dst xdp



b. FAYaER :

volume conversion start -vserver <dest svm> -volume <dest volume>

gh -

cluster-1::> volume conversion start -vserver vs2 -volume dst xdp

Warning: After the volume is converted to a FlexGroup, it will not be
possible
to change it back to a flexible volume.

Do you want to continue? {y|n}: vy

[Job 510] Job succeeded: SnapMirror destination volume "dst xdp" has
been successfully converted to a FlexGroup volume.

You must now convert the relationship's source volume, "vsO:src_ xdp", to
a FlexGroup.

Then, re-establish the SnapMirror relationship using the "snapmirror
resync" command.

4. AR FlexVol Volume #4172 FlexGroup Volume : °

volume conversion start -vserver <src svm name> -volume <src vol name>

#h

cluster-1::> volume conversion start -vserver vs0 -volume src xdp

Warning: Converting flexible volume "src xdp" in Vserver "vsQ0" to a

FlexGroup
will cause the state of all Snapshot copies from the volume to
be set
to "pre-conversion". Pre-conversion snapshots cannot be
restored.

Do you want to continue? {yln}: vy
[Job 57] Job succeeded: success

S. BRI RAG :

snapmirror resync -destination-path dest svm name:dest volume
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gh -

cluster2::> snapmirror resync -destination-path vs2:dst xdp

FERTE
S BERE ZRIRFlexGroup MIEREBEAUE ZIEZ M OE ~ BRMVolumeth EHEZ BT o
HERAE

* "SnapMirrorg®LE"

* "SnapMirror EF[ES"

* "SnapMirror Z8R"
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