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執行基礎架構檢查

檢查儲存系統上的傳輸協定設定

檢查ONTAP NFS TCP 最大傳輸大小

對於NFS、您可以檢查讀取和寫入的TCP最大傳輸大小是否會造成效能問題。如果您認為
規模正在減緩效能、您可以增加效能。

開始之前

• 您必須擁有叢集管理員權限才能執行此工作。

• 您必須使用進階權限層級命令來執行此工作。

步驟

1. 變更為進階權限層級：

set -privilege advanced

2. 檢查TCP最大傳輸大小：

vserver nfs show -vserver vserver_name -instance

3. 如果TCP最大傳輸大小太小、請增加大小：

vserver nfs modify -vserver vserver_name -tcp-max-xfer-size integer

4. 返回管理權限層級：

set -privilege admin

範例

下列範例變更的 TCP 傳輸大小上限 SVM1 至 1048576 ：

cluster1::*> vserver nfs modify -vserver SVM1 -tcp-max-xfer-size 1048576

檢查ONTAP iSCSI TCP 讀取/寫入大小

對於iSCSI、您可以檢查TCP讀寫大小、以判斷大小設定是否造成效能問題。如果大小是問
題的根源、您可以加以修正。

開始之前

此工作需要進階權限層級命令。

步驟

1. 變更為進階權限層級：
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set -privilege advanced

2. 檢查TCP視窗大小設定：

vserver iscsi show -vserv,er vserver_name -instance

3. 修改TCP視窗大小設定：

vserver iscsi modify -vserver vserver_name -tcp-window-size integer

4. 返回管理權限：

set -privilege admin

範例

下列範例變更的 TCP 視窗大小 SVM1 至 131,400 位元組：

cluster1::*> vserver iscsi modify -vserver vs1 -tcp-window-size 131400

檢查ONTAP CIFS/SMB 多工設定

如果CIFS網路效能緩慢導致效能問題、您可以修改多工設定來改善及修正。

步驟

1. 檢查CIFS多工設定：

vserver cifs options show -vserver -vserver_name -instance

2. 修改CIFS多工設定：

vserver cifs options modify –vserver -vserver_name –max-mpx integer

範例

下列範例會變更最大多工處理次數 SVM1 至 255 ：

cluster1::> vserver cifs options modify -vserver SVM1 -max-mpx 255

檢查ONTAP FC 適配器連接埠速度

介面卡目標連接埠速度應符合其所連接裝置的速度、以最佳化效能。如果連接埠設為自動
協商、則在接管與恢復或其他中斷之後、重新連線可能需要較長的時間。

開始之前

使用此介面卡做為其主連接埠的所有LIF都必須離線。
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步驟

1. 使介面卡離線：

network fcp adapter modify -node nodename -adapter adapter -state down

如"指令參考資料ONTAP"需詳細 `network fcp adapter modify`資訊，請參閱。

2. 檢查連接埠介面卡的最大速度：

fcp adapter show -instance

如"指令參考資料ONTAP"需詳細 `fcp adapter show`資訊，請參閱。

3. 如有必要、請變更連接埠速度：

network fcp adapter modify -node nodename -adapter adapter -speed

{1|2|4|8|10|16|auto}

4. 將介面卡上線：

network fcp adapter modify -node nodename -adapter adapter -state up

5. 將介面卡上的所有生命都上線：

network interface modify -vserver * -lif * { -home-node node1 -home-port e0c }

-status-admin up

如"指令參考資料ONTAP"需詳細 `network interface modify`資訊，請參閱。

範例

以下範例變更介面卡的連接埠速度 0d 開啟 node1 至 2 Gbps ：

cluster1::> network fcp adapter modify -node node1 -adapter 0d -speed 2

檢查資料交換器上的ONTAP網路設置

雖然您必須在用戶端、伺服器和儲存系統（即網路端點）上維持相同的MTU設定、但NIC

和交換器等中繼網路裝置應設定為最大MTU值、以確保效能不會受到影響。

為獲得最佳效能、網路中的所有元件都必須能夠轉送巨型框架（9000位元組IP、9022位元組（包括乙太網路
）。資料交換器應設為至少9022位元組、但大多數交換器的典型值為9216。

步驟

1. 對於資料交換器、請檢查MTU大小是否設為9022或更高。

如需詳細資訊、請參閱交換器廠商文件。
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檢查儲存系統上的ONTAP MTU 網路設置

如果儲存系統上的網路設定與用戶端或其他網路端點不同、您可以變更這些設定。雖然管
理網路MTU設定設為1500、但資料網路MTU大小應為9000。

關於這項工作

廣播網域內的所有連接埠都有相同的MTU大小、但e0M連接埠處理管理流量除外。如果連接埠是廣播網域的一

部分、請使用 broadcast-domain modify 用於變更修改的廣播網域內所有連接埠的 MTU 命令。

請注意、NIC和資料交換器等中繼網路裝置的MTU大小可以設定為比網路端點更高的MTU大小。如需更多資訊、
請參閱 "檢查資料交換器上的網路設定"。

步驟

1. 檢查儲存系統上的MTU連接埠設定：

network port show -instance

如"指令參考資料ONTAP"需詳細 `network port show`資訊，請參閱。

2. 變更連接埠所使用之廣播網域上的MTU：

network port broadcast-domain modify -ipspace ipspace -broadcast-domain

broadcast_domain -mtu new _mtu

範例

下列範例將MTU連接埠設定變更為9000：

network port broadcast-domain modify -ipspace Cluster -broadcast-domain

Cluster -mtu 9000

檢查ONTAP磁碟吞吐量和延遲

您可以檢查叢集節點的磁碟處理量和延遲度量、以協助您進行疑難排解。

關於這項工作

此工作需要進階權限層級命令。

步驟

1. 變更為進階權限層級：

set -privilege advanced

2. 檢查磁碟處理量與延遲度量：
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statistics disk show -sort-key latency

範例

下列範例顯示每個使用者讀取或寫入作業的總計 node2 開啟 cluster1：

::*> statistics disk show -sort-key latency

cluster1 : 8/24/2015 12:44:15

                    Busy Total Read  Write  Read    Write   *Latency

  Disk       Node  (%)   Ops   Ops   Ops   (Bps)    (Bps)       (us)

------------ ----   ---- ----   ----- ----- ------   -----    -----

1.10.20      node2     4    5       3     2  95232  367616    23806

1.10.8       node2     4    5       3     2 138240  386048    22113

1.10.6       node2     3    4       2     2  48128  371712    19113

1.10.19      node2     4    6       3     2 102400  443392    19106

1.10.11      node2     4    4       2     2 122880  408576    17713

相關資訊

• "統計磁碟顯示"

檢查節點之間的ONTAP吞吐量和延遲

您可以使用 network test-path 用於識別網路瓶頸或預先限定節點之間的網路路徑的
命令。您可以在叢集間節點或叢集內節點之間執行命令。

開始之前

• 您必須是叢集管理員才能執行此工作。

• 此工作需要進階權限層級命令。

• 對於叢集間路徑、必須對來源與目的地叢集進行對等處理。

關於這項工作

有時候、節點之間的網路效能可能無法滿足您對路徑組態的期望。例如、SnapMirror複寫作業所見的大型資料傳
輸傳輸傳輸速率為1 Gbps、與來源叢集和目的地叢集之間的10 GbE連結不一致。

您可以使用 network test-path 用於測量節點之間的處理量和延遲的命令。您可以在叢集間節點或叢集內節
點之間執行命令。

測試會將網路路徑與資料一起飽和、因此當系統不忙碌、節點之間的網路流量不多時、您應該執
行命令。測試會在十秒後逾時。此命令只能在ONTAP flex9節點之間執行。

。 session-type 選項可識別您在網路路徑上執行的作業類型、例如、 SnapMirror 複寫至遠端目的地的「
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SnapMirror 遠端」。類型會指定測試中使用的資料量。下表定義工作階段類型：

工作階段類型 說明

同步鏡射位置 SnapMirror在同一叢集中的節點之間使用的設定

同步鏡射遠端 SnapMirror在不同叢集的節點之間使用的設定（預設類
型）

RemoteDataTransfer 由用來在同一個叢集中的節點之間遠端存取資料
的ONTAP 設定（例如、針對儲存在不同節點上磁碟區
中的檔案、向節點提出NFS要求）

步驟

1. 變更為進階權限層級：

set -privilege advanced

2. 測量節點之間的處理量和延遲：

network test-path -source-node source_nodename |local -destination-cluster

destination_clustername -destination-node destination_nodename -session-type

Default|AsyncMirrorLocal|AsyncMirrorRemote|SyncMirrorRemote|RemoteDataTransfer

來源節點必須位於本機叢集內。目的地節點可以位於本機叢集或是連接叢集。的值為 "local" -source

-node 指定執行命令的節點。

下列命令可測量之間 SnapMirror 類型複寫作業的處理量和延遲 node1 在本機叢集和上 node3 開啟

cluster2：

cluster1::> network test-path -source-node node1 -destination-cluster

cluster2 -destination-node node3 -session-type AsyncMirrorRemote

範例輸出（輸出詳細資料可能會因您的 ONTAP 版本而異）：

Test Duration:      10.88 secs

Send Throughput:    18.23 MB/sec

Receive Throughput: 18.23 MB/sec

MB sent:            198.31

MB received:        198.31

Avg latency in ms:  2301.47

如"指令參考資料ONTAP"需詳細 `network test-path`資訊，請參閱。

3. 返回管理權限：
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set -privilege admin

完成後

如果效能不符合對路徑組態的期望、您應該檢查節點效能統計資料、使用可用的工具來隔離網路中的問題、檢查
交換器設定等。
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