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You can use a FabricPool to tier data with different access patterns, deploying SSDs
for frequently accessed “hot” data and object storage for rarely accessed “cold” data.

7E MetroCluster 4B8&H{E A A1 2 4R

YNR1EA MetroCluster #BAE > BIFSEIEX HHRBER » EUSHIIAMERS » WIBIE MetroCluster" At B IR E
EYEER] o

FERAER


https://docs.netapp.com/zh-tw/ontap/disks-aggregates/flash-pool-aggregate-caching-policies-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/flash-pool-aggregate-caching-policies-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/flash-pool-aggregate-caching-policies-concept.html
https://docs.netapp.com/zh-tw/ontap/concepts/fabricpool-concept.html
https://docs.netapp.com/us-en/ontap-metrocluster/install-ip/concept_considerations_when_using_ontap_in_a_mcc_configuration.html

}4‘

* "EEAEE

* "EIRHLER"

* "EHIERAIDAEAE"

* "&IEFlash Poolfg/E"

* "EEFabricPool EREEIHMEE"

ONTAP RAID Ef4Bf0 72142

i%ﬂﬁﬂmmﬁﬁ?f%ﬁmﬁtéL&hmﬁmgﬂ*E%ﬁﬁ&@°%ﬁ@%rﬁﬁ
ToliatR) _ERRSIEMERERER R ENERETIER « UEREBEXNEN « T21FE
EIFHERIBEFEREERN DS -

AHEFE R —30 2 1E RAID B#AEAERY © A4/ERY_RAIDEREY JRERAIDBFHEFMREL TR EHEREE « MUKRRAID
MRS RNV RIR AR SRR E o

i

i

FARAIRAIDEERIRAID-DP (RAIDEFEITIRE) SERAIDEHERZMERI TR EHE « A 7E MIERERRE R
HFER A LEERHEER o ¥RAID-DP ~ ZZERIRAIDEFAE A/ THL12ZE201EHDD ~ LUK 20ZE28{ESSDZ A °

TR UTE RIS R B EENR S ImE LRAIDEHE ~ U2 R ELTHAIRBIRZAS - TEHRESSD ~ Bt B EMIRIEER]
52 o HNEAHDDHAKER « CREZERACHIFFFEENTRER SRR Z BRI T4 - fIiER
kRAIDﬁﬁﬁﬁﬁﬁE’JELﬁFﬁxE °

IR A PR

1&aI LAfEEA ONTAP RAID SyncMirror E& =54 #FEAR[E RAID B+4HAPRV#EZNEY, plexs
HZAIEBE R - NRA B S HMEHE « o SRAIDEHAERIRER RELR « BIDF F M52 (R
BRAgEk o

BIAMER > S LIEEAMERFERIVERZIFRGH -

£ ONTAP 9.7 Z /il » RAEIRE(EMMEE _Aggregate  JHt  AHEE _ o MR ONTAP
() kREBR > ONTAP CLI SBBEMAITE _Aggregate  BEFABRAITE » HSR HHEAI%
" -

RIRST RIS B AN EE(F

MREKRISERREHNSHIEE - MERUARESNIIREE - BRFVSEERE—E_plex (BlEsd)  Hip
BB ENFTARAIDEHE -

TEREREERAARNBRRNAKE 0 2R —ERE - AEEENERAIDERA [ rg0 ~ rg1 ~ rg2flirg3 - &
ERAIDBHAEE A /N EERNE « —ERTaEHEN—ERMTRE (BRAITRE) i o EERRER
HIFR A HEIEER SR EAEREVEJRA MPool0') o


https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-local-tiers-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-local-tiers-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-local-tiers-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-local-tiers-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-local-tiers-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-local-tiers-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-local-tiers-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-local-tiers-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-local-tiers-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-local-tiers-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-local-tiers-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-disks-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-disks-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-disks-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-disks-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-disks-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-disks-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-disks-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-disks-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-disks-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-raid-configs-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-raid-configs-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-raid-configs-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-raid-configs-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-raid-configs-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-raid-configs-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-raid-configs-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-raid-configs-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/manage-raid-configs-overview-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/flash-pool-aggregate-caching-policies-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/flash-pool-aggregate-caching-policies-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/flash-pool-aggregate-caching-policies-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/flash-pool-aggregate-caching-policies-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/flash-pool-aggregate-caching-policies-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/flash-pool-aggregate-caching-policies-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/flash-pool-aggregate-caching-policies-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/flash-pool-aggregate-caching-policies-concept.html
https://docs.netapp.com/zh-tw/ontap/disks-aggregates/flash-pool-aggregate-caching-policies-concept.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
https://docs.netapp.com/zh-tw/ontap/concepts/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html

Local tier (aggregate)

Plex0 (pool0)

. L = - —
rg0 —O00000e® '
rgl — 0000000@ !
rge — Q00000e® |
rg3 0000 e®

pool0
920090000
OOOCO000

Legend ) Spare disk
& Data disk
@ Parity disk
@ dParity disk
0000 0e@ RAID group

TEFEREARS LUN NERRSEE > 258—Ex% - EAMERAIDEHE : rg0Mrg1 - AL EFRERBIFA R
FILUNIIZREE—EEE MPool0') ©

Local tier (aggregate)
’ N
Plex0 {pool0)
rg0 Coo0
rg1 Qo000
M W

Legend |
© Array LUN in the local tier
0000 ONTAP RAID group

RIS BEEA TV

RS A EEWE plexs (HERMEZA) o FH SyncMirror THEEE BV E R LUR HHEE -

BITEIUAKER > aJLISEE BT o thIh « St S _EEHIEETIRAMESRSAEE - FEHRAS
§1/8 - ONTAP f/ SyncMirror i##R15% (plex0) HFHEREREIFE (plex1) - EROHENEE (BEZE
EHMEEHCHRADEHEKREAGHNERM) ~ RFEHEE o

IEAHRE PITERARR N R B B A B AR BY RAID B ARFHREMEEINOREE - MR ERIER - R EE R TERFHE A REE



» AR EMEESERRAR » RRZENZTRERMENRT - BEAMENEZER - MEZSTEHMEY I
ERIRARRE o

24 EREAERFOMES LUN DAMEERE | pool0 Ml “pooll ° PlexOtPool0BIS EEF:%E ~ Miplex18l
EPool B EiF#ETFR M ©

TERETRHABBILEE SyncMirror BIHAIRFTAERR B AHEE - BEARIEE RIS @ plexl © plex1HFHER
ZplexOFHIERHEZR « RAIDEHETAERE o 3218 & BHAIE 2 F 16EREE R DAL 4A ZEEEAIPool0ZPool 1 ©

Local tier (aggregate)

p
Plex0 (pool0) Plex1 (pool1)

90— 0OO0C0e® ' -— 0C00C0ed
91| — 00000008 ' g1 — 000000e® !
12| — OOOO000® | g2 OOOCOOe® |
93| — OOO0000® ; rg3—— 000000

g ' _J
pool0 pooll
QOO0 99000000
COO0CCO0 SOO0OOO0

Legend O Spare digk
& Data disk
@ Parity disk

@ dParity disk
OCO0000e® RAID group

TERERHERASyncMirror WEIFT 321%1 THAERVFESILUNFRABRRYASIEE AR - ERAHERIIE _ER
plexl ° Plex1ZplexORy#E s « RAIDEHAEtAE(E] ©

Local tier (aggregate)
=
Plex( (pool0) Plex1 (pool1) b
10 —* OO 90— @O
g 0000 | g1 —— 0000 ;
\. P
Legend
@ Array LUN in the local tier
©@@@ ONTAP RAID group




=T ERREREFUENATRN » BREAREESREED 20% NJBZER - #ARZIFRRK

CD REER 10% BYZERE > BERIMNY 10% ERFIHIERAMIRBIEEEE - B ONTAP NERET
ABREERRRIEE > HEEFRE TREFRGNZMAAR - REETELERETERAES
HeENELEETE -

REKDE]

FEENEE N BE B HIFRAEREEZRAIRAggregate © 1RAggregate A5 Bkl Aggregate
FYRAIDZEE! o

System Manager Rz IRIRE R SR E R E k2 o

RAID-DP#EE!YIRAggregate’® & I —EE HHEIRA mER (L Tig BHARER - ERFERESETHNE
fERAIDE 4B 1R B M EHAER M AR L THERE « ERZIREFRMERNEK RUTERERE o

_root-data partition_ R ERERE D B 2 R ECIRAggregate ~ IS ESEHIE EH—E/NDEEREAEDTE « LiF
—EARDEERBHAER « FBURERMTRENRE o

Node1 Aggregate Node2 Aggregate

¥ ¥

e

D3|D4|D5|D6 D7 (DB(DI| P |DP|S2

J
d3| d4| d5|d6| d7| dB| p [dp|s1|s2

f f

Node1 Root Node2 Root

Root-data partitioning creates one small partition on each disk as the
root partition and one large partition on each disk for data.
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Root-data-data partitioning creates one small partition as the root partition
and two larger, equally sized partitions for data.
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