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vserver volume performance-tier-inactive-user-data performance-tier-
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vsiml volO OB 0%
vsl vslrvl OB 0%
vsl vvil 10.34MB 0%
vsl V2 10.38MB 0%
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volume show -fields aggressive-readahead-mode

EREREEIINETIZSEKEIE ONTAP FabricPool Volume

EREEIINBFIIRECHIAONTAP ~ FabricPool ZiEMIHRECINGEE « BIGAE5I DR
Bt ~ UEEERHERE - MREEAFE ﬁ%@ﬁ%%ﬁ%%*ﬂukiﬁm%#
REC ~ MURIEDR ~ MIBRARARIRBIRAC ©

TR & 2 1 HA RS TR AT

ECRER—NZ ARG « WAL IR E 2 R ~ AILGEIBIMIHFIRGS o ERIUERR
STARAEN DR R HEF S B ~ IAFISTREIE - #LONTAP A5/ 1439 8RR - eI LAfE A System Manager#2iz
PR E o

FAREETF
g%ﬁETFabrlcPool #E#1%StorageGRID AR E—EANERE LR ERE - SR E T VolumeBEIHARE (R
* BEERZATFOERE -
* 7 CLI H » SEMHREHHBERAERAENEBERH -
* 7 CLI 1 » ZERBHELESRAIE
* BERKERZSAIES 127 @FT -
* SERRBYVAEUNFEFTEARRE o

TIMAEEIREFTMER - RZSAFF127TEFTT ©

GO LAfEFHONTAP ¥ IZE RS HFIZE - ONTAP

10



g 1. TR

AIREIES

1. BIBERETFRME> Tiers™ o

2 FHEEEREERZHMEENRER -

3. #—T T Volumes (HiiEE)

4. I EIZNHIEE « REBTE MR WPER MR—TUBARE -
5. EIAZIRMNE ©

6. %—TF MERH*] o

CLI

1. M volume create 83% -tiering-object-tags BIEAIEI AEISEIZCHIFT Volume o {&7]
LUER LGRS 7 PRAVECH 2R 45 & ZEfREC -

volume create [ -vserver <vserver name> ] -volume <volume name>
-tiering-object-tags <keyl=valuel>
[, <key2=value2>,<key3=value3>,<keyd=valued> ]

T3 &SR —E% &fp_dvolume1 LR E « HRE S =EYHEREE -

vol create -volume fp volumel -vserver vs(O -tiering-object-tags

project=fabricpool, type=abc,content=data

ER AR

ﬁﬁjuﬁﬁﬁéaﬂ’ﬂ%ﬁ » R FIRE R RAEYM LIIRLR « SUEME AR R E T BB

11



#4l 2. T

RIREES
1. BIEEHFRME> Tiers* o
2. RH BB LEERZRCHHIRERFE -
3. #%—T I Volumes (*HiREE)
4. R ZELEEIZZLNEIEE  ABRT W ER HPR—T 1058 -
S. {ECHIRAT ©
6. #—T M*ER*] o
CLI
1. f#f volume modify 83% -tiering-object-tags {EXIRAIZECRYEIS o

volume modify [ -vserver <vserver name> ] -volume <volume name>
-tiering-object-tags <keyl=valuel> [ ,<key2=value2>,
<key3=value3>, <keyd=valued> ]

UTEHBIEFEIRBIREAIELTE type=abe | “type=xyz ©

vol modify -volume fp volumel -vserver vsO -tiering-object-tags
project=fabricpool, type=xyz,content=data

fpRIZSC
SRS B R BRI E RN E R LR MFIREE o
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#if 3. TER

AIREIES
1. BIBERETFRME> Tiers™ o
2. R BB CERPRMEC R EREER
3. #—T ™ Volumes (HiiEE)
4. RESEEEMPRMECHER « RBTE TSR] WPR—TIE0 %18 -
5. BEMIBRIEE ~ A — THORIBER ©
6. %—TF M"ERH*] o

CLI
1. £/ volume modify fi% -tiering-object-tags RBZREEETAME (") MRRAEER -

T5EBHIEMIPRfp_dvolum1 ERVIRBRE ©

vol modify -volume fp volumel -vserver vsO -tiering-object-tags ""

#RVolume E VIR B IESD
AT L e ARhaiE & FIRARIEEE « TEEMLEAZSEAEER ~ AR BRI IZEMmMERE -

1. {#H “volume show #HEZEIBAIE < “tiering-object-tags A &EH#E _FRIRAIZEC ©

volume show [ -vserver <vserver name> ] -volume <volume name> -fields
tiering-object-tags

K& FabricPool ¥4 ZsCAkEERVE
1] UEEE—FabricPool S Z{ERRASHIINEE R S B SeRiZsT ©

1. {8 "vol show Ei < #5EL "-fields needs-object-retagging 15818 « THIZ
BRBEZE ©

anl

CREEREET SEERTM ~ 52

vol show -fields needs-object-retagging [ -instance | -volume <volume

name> ]

R NI ER—EE :
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° true ! HRIFCHFWEFHRETAREBETILS
° false ! ¥ RECIRHER E5TALLE Volume BIRS
° <> HRIFTRHEETERANIE - EEBEREEERFEREFabricPools EAVHIRE o

EZPEENFE FabricPool B9 ONTAP Zst4/Z Ay 2= RS (E FE =

REEREERMREEEMAEN ZiR/EFabricPool FEVERIE ~ A SEHEVMwarefff o 5L
B A B EF R S RS BHIRER D ERE  HE0FabricPool REXRENERER
&l ~ R IEINE iR ER TR

£ ONTAP 9.7 Z i » R BIRSMEMAMEE _Aggregate _ il _ 2B _ o F|imITHY ONTAP
()  FrdsAf > ONTAP CLI S3GERIE _Aggregate o HEFABBRAHIE » SR HEAI %
"

FAREETLF

%t ONTAP 9.18.1 B##8 » storage aggregate show-space IFSEE TEES|HARSMEEIESIBREN
REH o BEES | AR ERSAABMHPIS | BEIEUKRE R HEFES | &R - #iEIFS | R EERSEE
BiEna =RER R SMHMIRINE R ZBIBFEEPRIES I RESE

fIgn > E%EER ONTAP S3 #1 StorageGRID BYTEE& Aggregate STEERRFRE 40% BF > ¥4 60% BY& B4
ARSI > REELEERT FHREAREEIANBE o

£ ONTAP 9.18.1 ZRIMRRAF » TEESI AR E) GREFMAYG (REERMHENERYMG) FESIANE
18 o NEERSIAREl GREFMEMHPRSIBHER -

1. R T EP— AL RETE:N » LUEIZERA FabricPool FYZNIPEBRIZCRIEREX !

MROEMT... REEATIIRS |
B R EHEAIERA Storage agareate show B —instance B
B

BN TREERENFMER » SEYEERERN storage aggregate show-space 3
BERE -instance 8#

MIMMEAEENYEFERETRIERZE » 81E@FEHA storage aggregate object-store show-
RETHE space

A EPIEIEERE > URHERMPEERL volume show-footprint
FAZEfE

B2 TERCLIERS Z5h ~ &t A LUEA Active IQ Unified Manager 32320nCommand R EHhRA#E £ 15
ThAEMYZEThAE ~ UREAXENIIGEE (FiF4A [TEERESEIEENFabricPool 1 ) ~ ONTAP 5
= System ManagerZRES#EZERIERER o

LU i #ERFabricPool N EER R FE A X RERERUMESE ©
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../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html
../disks-aggregates/index.html

clusterl::> storage aggregate show-space -instance
Aggregate: MyFabricPool

Aggregate Display Name:

MyFabricPool
Total Object Store Logical Referenced
Capacity: -
Object Store Logical Referenced Capacity
Percentage: -
Object Store
Size: -
Object Store Space Saved by Storage
Efficiency: -
Object Store Space Saved by Storage Efficiency
Percentage: -
Total Logical Used
Size: -
Logical Used
Percentage: -
Logical Unreferenced
Capacity: -
Logical Unreferenced
Percentage: -

clusterl::> storage aggregate show -instance

Aggregate: MyFabricPool

Composite: true

Capacity Tier Used Size:

15



clusterl::> volume show-footprint

Vserver : vsl
Volume : rootvol
Feature Used Used%
Volume Footprint KB %
Volume Guarantee MB %
Flexible Volume Metadata KB %
Delayed Frees KB %
Total Footprint MB %
Vserver : vsl
Volume : vol
Feature Used Used%
Volume Footprint KB %
Footprint in Performance Tier KB %
Footprint in AmazonOl KB %
Flexible Volume Metadata MB %
Delayed Frees KB %
Total Footprint MB %
2. REESHWTHESP—IEITE) :

WMREHEE. A&

BEHIEEN S ERA HEREPHNER ERENEEEN S BRI S E
BRI SAR IR EIRHEDE"
& fNFabricPool (A2 EERV(EF PR M AR ISHINetApp R S TERBHIHENRK
"NetAppz 2"
BN imERHEFEZE M A AT AR RiREN M EREHRER o
HERAEE

* EEERSEHR"
* "#TFAggregate A"
* "REERERTER"
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{Z24 ONTAP Volume Y93 B[R BIF 1 &K /S A0 ER

CoIUEEHIEENDERA - UEFIEEREMIFERATE - EEFERERIRE
(_Cold) ° #AMNEABAB Volume snapshot-only ¥ auto D ERE « &M LIEETE
RMERBBERBERIRE ZA - FRBERWERFIFERAPREN D ERESAIEAM -

FaYaZ Bl
1 Volume #EF % auto DEBRAIFEHN D BRI SENEITEE ONTAP 9.4 T FHARZA ©

FAREETLE
SEHIRENDEBRIIAGEBTHRENBEDETS - EXNERERENIEiE -

SENRRAAESHEENE S URERIREFMERRRE

"E&M& e FabricPool SE—14VolumeM 3 B RAIE « & EHEIER"

@ 7£ SVM DR R » R BRI IR E R EER[E A FabricPool £582 » BEEMAEERMER
D REIRR o

1. EREBEREMEENDERR volume modify 3% -tiering-policy 2% :
TAILEEE FYnBRAIZ— ¢
° snapshot-only (F85%)
° auto

°call

° none
"B REAYEEE FabricPool"

2. ﬁﬂ%ﬁiﬁﬁ@ﬁﬁﬁ snapshot-only 3 auto 2 ERA » MALEEER D EBNRESANHEE « 3BEH volume
modify 8% -tiering-minimum-cooling-days ZEFSEIREBARPAVERZE ©

TAIUTER BRI AIRBFIEENTI2E]183 2 ER(E  HIREEEAONTAP BIZ9.8 2 AIRIRRZA « RIRI7E
DENSESEAREPIEETI2EI63 2 ERE -

B D EBIRAIES ~ UKREEEN D ERE /2 A1EHE
LUTFEEHI#E SVM TVvS1 1 #EY Volume [ myvol | BERAIEES auto MFRELAFEDEE 45X :

clusterl::> volume modify -vserver vsl -volume myvol
-tiering-policy auto -tiering-minimum-cooling-days 45
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X HINAEEREVolume FabricPool (B2R)

2 R IR U0 el 55 B System Manageriig Volume§st& Z FabricPool 38 &5 2 M iy
HEIHE o

"NetApp® A : Fl|FFabricPool ThAEZKREFEVolume (%5 + Volume Move) "
MR

"NetApp TechCommTV : FabricPool (ZiEBIZHE

{EEZ ONTAP Volume BY78:% FabricPool 73 /R HI

SR LUEREE Volume BVTESR 2 EIRAI ~ MIEFIESinEMENFEARAEEN « TFHE
BEAMBERE -cloud-retrieval-policy ONTAP 9.8 12 {HaY3EEIE o

BHIGZ Al
s EREBREAER -cloud-retrieval-policy EIBEE ONTAP 9.8 S EHTHRZS ©

* W RRAERSERE R BEITICIESE -
© RREZBER D ERAINITA -cloud-retrieval-policy ©

"R A B Ein i S E ACE (R

B ER
1. FEREBEREMEENDERRITA volume modify 3% -cloud-retrieval-policy I !

volume create -volume <volume name> -vserver <vserver name> - tiering-
policy <policy name> -cloud-retrieval-policy

vol modify -volume fp volumed -vserver vsO -cloud-retrieval-policy
promote

E ONTAP FabricPool AN EREFE
BAMEEES > MELER Put thit BT SEHSEASHERN LR o

EMRERIHERERMREERRGIE 0 THERR WERAR - AERRHIRLD - EERIIRYMG
f#7F &5} FabricPool ﬁﬁﬁiﬂ’]% X TB & PB BUS BRI ER » FISEEHEERRS -

Put BT ZIRIEEIRATE o &/ \WIMERTRREREREIAET) 8 MBI AERKIRHIRAEL 8 MB / #089(E »

SR EEL 8 MB/ MHRIEE - BRDENZEMAIESEAESIAR » WrAIEERATEDHE R
AERRSEAE o
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1. f#H volume modify BRREMES tiering-policy & none #l cloud-retrieval-policy &
promote ©

volume modify -vserver <vserver-name> -volume <volume-name> -tiering
-policy none -cloud-retrieval-policy promote
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volume modify -vserver <vserver-name> -volume <volume-name> -tiering

-policy snapshot-only cloud-retrieval-policy promote
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volume object-store tiering show [ -—-instance | -fields <fieldname>,

] [ -vserver <vserver name> ] *Vserver

[[-volume] <volume name>] *Volume [ -node <nodename> ] *Node Name [ -vol
—-dsid <integer> ] *Volume DSID

[ —aggregate <aggregate name> ] *Aggregate Name

volume object-store tiering show vl -instance

Vserver: vsl
Volume: vl
Node Name: nodel
Volume DSID: 1023
Aggregate Name: al
State: ready
Previous Run Status: completed
Aborted Exception Status: -
Time Scanner Last Finished: Mon Jan 13 20:27:30 2020
Scanner Percent Complete: -
Scanner Current VBN: -
Scanner Max VBNs: -
Time Waiting Scan will be scheduled: -
Tiering Policy: snapshot-only
Estimated Space Needed for Promotion: -
Time Scan Started: -
Estimated Time Remaining for scan to complete: -
Cloud Retrieve Policy: promote

M HEE N EN D E
FETHAE I 199, 8EIEAONTAP ~ X ELIFEFE B 255 BB HE R « T RN EETER S Bk o

LB
1. {8 volume object-store 88% trigger HABEN D BRYEIE o

volume object-store tiering trigger [ -vserver <vserver name> ] *VServer
Name [-volume] <volume name> *Volume Name
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