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1. 1238 FlexGroup Volume FRMZEIREARR © volume show -vserver vserver name -volume
-style-extended [flexgroup | flexgroup-constituent]

cluster-2::> volume show -vserver vsl -volume-style-extended flexgroup
Vserver Volume Aggregate State Type Size
Available Used$%

vsl fqgl = online RW 500GB
207.5GB 56%
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ccluster-2::> volume show -vserver vsl -volume-style-extended flexgroup-
constituent

Vserver Volume Aggregate State Type Size

Available Used$%

vsl fgl 0001 aggr3 online RW 31.25GB
12.97GB 56%
vsl fgl 0002 aggrl online RW 31.25GB
12.98GB 56%
vsl fgl 0003 aggrl online RW 31.25GB
13.00GB 56%
vsl fgl 0004 aggr3 online RW 31.25GB
12.88GB 56%
vsl fgl 0005 aggrl online RW 31.25GB
13.00GB 56%
vsl fgl 0006 aggr3 online RW 31.25GB
12.97GB 56%
vsl fgl 0007 aggrl online RW 31.25GB
13.01GB 56%
vsl fgl 0008 aggrl online RW 31.25GB
13.01GB 56%
vsl fgl 0009 aggr3 online RW 31.25GB
12.88GB 56%
vsl fgl 0010 aggrl online RW 31.25GB
13.01GB 56%
vsl fgl 0011 aggr3 online RW 31.25GB
12.97GB 56%
vsl fgl 0012 aggrl online RW 31.25GB
13.01GB 56%
vsl fgl 0013 aggr3 online RW 31.25GB
12.95GB 56%
vsl fgl 0014 aggr3 online RW 31.25GB
12.97GB 56%
vsl fgl 0015 aggr3 online RW 31.25GB
12.88GB 56%
vsl fgl 0016 aggrl online RW 31.25GB

13.01GB 56%

16 entries were displayed.
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volume modify -vserver <svm name>
-volume <fg name> -size <new size>
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volume expand -vserver vserver name
-volume fg name -aggr-list aggregate
name, ... [-aggr-list-multiplier
constituents per aggr]

MFEER(E -aggr-list-multiplier B2& 1 ©
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clusterl::> volume modify -vserver svml -volume volX -size +20TB

9N FlexGroup HHR&EH 16 BN EHIRE > BISE/RSHMEENZEFEIENM 1.25TB °
* HIG A SRR E R EE R ARV EE A *

LT EERIERTUNfAIZS FlexGroup HABREFTEMMETRIMNNVALE S » BEEEAEE (Fa) MEME fq1 -
clusterl::> volume expand -vserver svml -volume fgl -aggr-list aggrl,aggr2
-aggr-list-multiplier 2
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AR EIENNFlexGroupl& A E—p SR ERI A/ » BTLUER “volume resize d5< ©

HER
1. 18N8 —FlexGrouphl EFFEEAI A/ :

volume size -volume <volume name> -vserver <svml> -new-size <new size>

M T EB6I# FlexGroup R ERERR& FG_0003 BYK/MENNZE] 3.7GB :

volume size -volume FG 0003 -vserver svml -new-size 3.7GB
vol size: Volume "svml:FG 0003" size set to 3.70g.
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1. #%Z BAIFlexGroup FIENREE A/ ©  'Volume size -vserver vserver_name-volume fa_name]

2. 4&/)\FlexGroup AL ERERIE | volume size -vserver vserver name -volume fg name
new size

BICIEEMBA/NES ~ ATAERRSE () RETENRBRIA/NE « HERRSE (<) KiE/FlexGroup B
AIEIAR/N ©

(D MR E RN BEELE (volume autosize B3%) ~ BHR/)NBEFABKRNKREHHN
Volume K7\ o

TFIERIEETRFlexGroup % AvolXB BATFBEAR/ « WRHERE X/NEMHFHER10TB !

clusterl::> volume size -vserver svml -volume volX
(volume size)
vol size: FlexGroup volume 'svml:volX' has size 15TB.

clusterl::> volume size -vserver svml -volume volX 10TB

(volume size)

vol size: FlexGroup volume 'svml:volX' size set to 10TB.

T 5 EEFIEERFlexGroup A% volXHIH BER/ ~ WAFIEHEER & AIAR/NEDETB :



clusterl::> volume size -vserver svml -volume volX
(volume size)
vol size: FlexGroup volume 'svml:volX' has size 15TB.

clusterl::> volume size -vserver svml -volume volX -5TB
(volume size)
vol size: FlexGroup volume 'svml:volX' size set to 10TB.
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TER
1. REHHEEUEFBET R NE K/ | volume autosize -vserver vserver name -volume
vol name -mode [grow | grow_ shrink]
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clusterl::> volume autosize -volume fgl -mode grow -maximum-size 5TB
-grow-threshold-percent 70
vol autosize: volume "vs src:fgl" autosize settings UPDATED.
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RBILAEF “volume file async-delete show {5 B E EEETTHIERIF MIFRIEZEARAES » 1 HIEONTAP 9.17.1
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2. ZE-HIREEEY - BE ERAR) EERF
» REEE TEREES) R& -

3. E*Explorer*fR[EH > BEZEFTFNB R

4. BEMER > FRIBRRBEEERIERRL > A
&MmIbR § EELR -

—RIABEMIBF—E ¢

@ bR B SAERER « MHEEREE
AEILENEET ©

CLI
* R CLI ITIERZMIER *

1. EAEREIRE -

set -privilege advanced

2. fiIF% FlexVol 5 FlexGroup HIEE FRIE$E :

1. TR E o
2. FEHPRERAVHRRE > ABER C IEREE ~
3. fE*Explorer*fR[EH > BEZEFTFRB R

4. BEMER > HRIBRBEEERIERRL > A
mbs § BEELIR

volume file async-delete start -vserver <SVM name> -volume <volume name>
-path <file path> -throttle <throttle>

R/NETREZ 10 » &RA(EZ 100,000 > FER{EA 5000 - BYEMEREFRARVNER » B8
RIENMEREE - MBRSNEREERARSNER  EFERBRROMPFERE

TrE A EMERRAD2RIR &k ~ ZERMUNZADIRBETF -

cluster::*> volume file async-delete start -vserver vsl -volume

voll -path dl/d2

3. (FIE) BEIETTETHIFRD MFRIEEAGAE

volume file async-delete show
4. EREREMIER
event log show

THIEEREE AT R B BB E A SCERBVEIL ©



cluster::*> event log show

Time Node Severity Event

7/7/2025 09:04:04 cluster-vsim NOTICE
asyncDelete.message.success: Async delete job on path dl1/d2 of
volume (MSID: 2162149232) was completed. Number of files deleted: 7,
Number of directories deleted: 5. Total number of bytes deleted:
135168.

+ W15 S 2 E ERONTAP E54H "event log show Bl » s ©

BH B ErfBRIEE
1. EAEREHEPRIER
set -privilege advanced
2. FESRIEEMIBRE SR
volume file async-delete show
YNREETRSVM ~ Volume ~ JobIDH B #RE&TE ~ fRBILABUH TIE ©
3. BUHBE ERMIbR :

volume file async-delete cancel -vserver <SVM name> -volume <volume name>
-jobid <job id>

S AP PR LUER FlexGroups JER IR ONTAP B¢

EONTAP 9.11.1 B4 » EEEES 0 LURTHIEE AR » L AAEF NFS #1 SMB BBR
iR HITIER L MIBRIR(E - EFEERBIERIZMIFRES > Linux BRIRERERILUER mv &
% # Windows FERIRA R B LUEA ‘rename 655 $EBIE BB ETER %72 .ontaptrashbin
BIPEiEL B &2k MibRis E AR B _ ER B i o

BANZHERTH o NFS AR IRFEMERZE NFS ARG ERHA root FEUER » WE NFS EBEH ERABRE
FREFEER -

TR B % o G FERHEZRRE .ontaptrashbin BEx ©
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1. FE CLI BEAEMRERER | -privilege advance
2. EHEER R SRR AR IRIER S MR - W HIMMREE » ALIREERIEHERLE -

volume file async-delete client enable volume volname vserver vserverName

trashbinname name

ERTARIIRARBIERIEEA) |

clusterl::*> volume file async-delete client enable -volume vl -vserver

vsO0

Info: Async directory delete from the client has been enabled on volume
"V]_" in

Vserver "vsO".

EE B ALIRARRIERIEES)

clusterl::*> volume file async-delete client enable -volume test
-trashbin .ntaptrash -vserver vsl

Success: Async directory delete from the client is enabled on volume
"Vl" in

Vserver "vsO".

3. HESRERAARIRIEES M :

volume file async-delete client show

gh -

10

clusterl::*> volume file async-delete client show

Vserver Volume async-delete client TrashBinName
vsl voll Enabled .ntaptrash
vs2 vol2 Disabled =

2 entries were displayed.



FRARPmIEEY BEMER

1. ERECLIH ~ FHARIKIFRS BEME

volume file async-delete client disable volume volname vserver vserverName

g

clusterl::*> volume file async-delete client disable -volume voll

-vserver vsl

Success: Asynchronous directory delete client disabled
successfully on volume.

2. ERARRIFRALMERERA
volume file async-delete client show

#H -

clusterl::*> volume file async-delete client show

Vserver Volume async-delete client TrashBinName
vsl voll Disabled =
vs2 vol2 Disabled =

2 entries were displayed.
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* MR HEFlexGroup BISnapMirror Volume& qtree£ASnapMirrorffE{% ~ Bl B aYth 2 E X BHITONTAP B
ARAH) (ZIBONTAP qtreefIZ1E) (—HRBRRABY (Zikqtreeld) ) o

* /LONTAP hRZ<S9.5F8%4 ~ FlexGroup z#Eqtree#ist ERIAM S IB(ER ©

1. £ FlexGroup Volume H#17 gtree :
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volume gtree create -vserver <vserver name> -volume <volume name> -gtree
<gtree name>

eI LGS MRS E qtree VL 2150 ~ SMB oplocks » UNIXHEFR Bz BE /R A ©

clusterl::> volume gtree create -vserver vs0 -volume fgl -gtree gtreel
-security-style mixed

e
"BERTEE

£F3 ONTAP FlexGroup i & BRZE

EEMBREZANBET ~ S ERERERANERL T ~ E8EERINERERER
BCEEPRHIRYIBEHZ ©« ONTAP FlexGroup{EISETT489.568450NTAP ~ &R LI¥FlexGroup B
FZEINREN 48 & RIS REAR Al s PR Y o

FAREETLF
* ETHEERI.5RIIAONTAP ~ IEBILUSEFlexGroup B ~ BANERSHERVZ 2FCEE ~ UHEIERTEINEE o

RIS E ELRFIRIRFIZHE « KERERE - BHHZiqtree I URIUMERYE ~ SiME - BCERIRHIETE
TIBERTEEESAR -

© BEAEEBRTENEEMREIFFONTAP « HEEMIAEERHE SR « BHAFFE—SHIRE -
MRHBREAEBREIRENRIERSG « RAGEL—RIT2BEHFIAR

© BAEEARTNERELIRFFONTAP ~ RERYERHE _MESAS o
EERAENRENKRENRFERSGR « AL 25k HEEAR -

° REAEEDRERVERS - ONTAP BESEIEABRE - UL LEERE—PFEMR -

* 7£SnapMirror 9.5FFONTAP - ECZE#REI#E A 7EFlexGroup SnapMirrorfE{%AY B Ay SnapMirrorfig i & 17
SENED ©

* TEECERYIIA{CERR « NESRRIITECEE « M EATRIREZ B AT INEE RECERRYER]

LEREREVRCHRREERECRE « AR volume quota report A< ©

FogR BRA14REY
FosAE —TBLRnY | AR ERE « BHESERGEE - ICREB R SIS E ERCHEIRFINERE  BHHzlqtree
TR HECEB RV « SEECER B RRARRIECEERE « UL SEREEENZRS !
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AoREEE AoRE4REY BEMERA MisE
fERE fERERCEE UNIXfEEFEBFBUNIX FHRERENERERTE
uiD HAbR &K gtree ©
Windows 2000 Bk Zs
AIWindowsfEFAE %18
Windows SID
B4 B/AfcRE UNIXB¥4HZTBUNIX Gid  EHARCRERI EREIS T
IR& T gtree ©
RiER
M Windows
@ IDAER
B¥4HAC
%8 - ONTA
P
gtree Bhik4EEECER qtree %18 BGERECRE S ERESS
EHHGE « FEFEH
iR & qgtree o
m ERERCEE 5158 (") BckEBEA 1 RTER
BckE_ o ¥R TERECKE ~ A
BikAEEECER ERFR RV BUAR SRR IR

8 HACREPR FI RFEYIR SR FlexGroup

RINEETT4R9.5F8AONTAP ~ FlexGroup SXIBTEINAE&E L 58 EECEEIRE! © 1EFlexGroup BITECRERRHIA AL ~
BiFlexVol {F LEINAER R EEFZARLL ~ EEEERRP - FE—LEER o

HEBACRRIRFIRT « FISEE AR 5177 ¢ FlexGroup

(E

* TERFIBITECERPRG 2 A « HIMEARESRE « FRATEERTEEE R Z A « RN —ERAENZEEME
ZFlexGroup FIAEE LR ERIBEFRE = H5% ©

7 TR R ENAE « ONTAP TERIEMITACER 2 AT ~ EAMNZERER SEFBBARENERSE « IBE—/\RIE
B o BIREFSIMVERERENTEBBRTEERS] (1 GBE65536{EER) BI5% » UBEERZE o

* ZEIECRE LIRE ~ MREAEXRAEEEMFIOIERNBER « FECRECEAEMRN LIR - BIREFERL
PERFRAEGLUEEN A NINE (AJRETES A BEME) o

- AR R RS A2 R 5 A B FlexGroup TBIBAEMUBRIEIRAIES « S0eR B eR A B TR B AT

* MNRFELIRDESEMERIZ « AISEGHIE Mno space') $E:2FlexGroup ™ {BEEZZIBEEIRS] o

* BEEEER ERVER ISR BiERA B ER « Hitotree 2 B ENIER ~ MECEEB R L EREECIERE RS -
1REFlexVol FHEELIAITHAE ~ FIAEREE R o
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M1TACEERVEEBIFlexGroup
& LAfsE PR # 51 SR BR AR AN I TEONTAP EFTHRZASBIHR AP 5& & PR FI ECRE ©

P11 : LUHERERB SR TECERAR A
1. ez i SRR EC SRR AR A user PIERBIERERIRHIFIBERRIR ! o

clusterl::> volume quota policy rule create -vserver vsO -policy-name
default -volume FG -type user -target "" -gtree "" -disk-limit 1T -soft
-disk-1limit 800G

2. (REI LA EC AR AUARA

clusterl::> volume quota policy rule show -vserver vsO -policy-name
default -volume FG

Vserver: vsO Policy: default Volume: FG
Soft Soft
User Disk Disk Files Files
Type Target Qtree Mapping Limit Limit Limit Limit
Threshold
user " " off 1TB 800GB = =

3. EERENHAVACERRA « SATEHRE L AIA{CHCEE

clusterl::> volume quota on -vserver vs0 -volume FG -foreground true
[Job 49] Job succeeded: Successful

4. fra] AR FAECERER & 3R iR FlexGroup B RALLRIRENMEREAEMEREREN

14



clusterl::> volume quota report -vserver vs0 -volume FG

Vserver: vsO

-—-—-Disk---- ----Files----- Quota
Volume Tree Type ID Used Limit Used Limit
Specifier
FG user root 50GB = 1 =
FG user & 800GB 1TB 0 = &

2 entries were displayed.

EEDERIRG 2%  ECRRRARRIER (FILBERTAERE) REZRAESENEER -

#HH2 . BSEERERFIANITECRERA

1. R AR A ECERAIFRA) user » HPEREBERPIEELEEMAE (UNIX £HE « SMB A&
WmENHEES) - BRAIFER AR AZERBVERIR IR EIFI BEERIRE]

clusterl::> quota policy rule create -vserver vsO -policy-name default

-volume FG -type user -target "rdavis, ABCCORP\RobertDavis" -gtree
-disk-1limit 1TB -soft-disk-1limit 800GB

2. A LUEAREC AR AURRAY

clusterl::> quota policy rule show -vserver vs0 -policy-name default
-volume FG

Vserver: vsO Policy: default Volume: FG
Soft Soft
User Disk Disk Files Files
Type Target Qtree Mapping Limit Limit Limit Limit
Threshold
user "rdavis, ABCCORP\RobertDavis™ "" off 1TB 800GB - -

3. BEREITHVECERRA « SATEMARE EATIACECER ¢

clusterl::> volume quota on -vserver vs0 -volume FG -foreground true
[Job 49] Job succeeded: Successful

15



TR BRI AR R R AT -

clusterl::> volume quota show -vserver vs0 -volume FG
Vserver Name: vs0
Volume Name: FG
Quota State: on
Scan Status: -
Logging Messages: on
Logging Interval: 1h
Sub Quota Status: none
Last Quota Error Message: -
Collection of Quota Errors: -

S. R RI LA PR ECRASR &5 SR 1R tRFlexGroup A RALL R RERVEERR A SEMIEREAEN ©

clusterl::> quota report -vserver vsO -volume FG

Vserver: vsO

----Disk---- ----Files-——---- Quota
Volume Tree Type ID Used Limit Used Limit
Specifier
FG user rdavis, ABCCORP\RobertDavis OB 1TB 0 -

rdavis, ABCCORP\RobertDavis

ECREMRFI S EACRE BRSPS L A R E ZEHA

ZEIRBIRIRGEIER « BCRRBRTFINERERE IR AESENEER

A

o

%’W% : R ERE R R MITECER

CREZ B FE R RVACRR R BHRA] user " F » FAIEE UNIX BHAEN windows FREMARIEEE
‘user-mapping FRAEA on WEIIIRAY  FRFEXE ATE R BVEREE R HIFNBEFEPR ] o

UNIX £ Windows # & 2 B HENBLFEHRRTE vserver name-mapping create 3% ©

clusterl::> quota policy rule create -vserver vsO -policy-name default
-volume FG -type user -target rdavis -gtree "" -disk-limit 1TB -soft
—disk-1limit 800GB -user-mapping on

2. fEA] LUgAREC AR AR -
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clusterl::> quota policy rule show -vserver vsO -policy-name default

-volume FG

Vserver: vs0 Policy: default Volume: FG
Soft Soft
User Disk Disk Files Files
Type Target Qtree Mapping Limit Limit Limit Limit
Threshold
user rdavis " on 1TB 800GB = =

3. EERENIHVECEERA « SATEMIERE LAIYA1EECEE

clusterl::> volume quota on -vserver vs0 -volume FG -foreground true
[Job 49] Job succeeded: Successful

4. CRILABEERCE AR R B AR

clusterl::> volume quota show -vserver vs0 -volume FG
Vserver Name: vs0
Volume Name: FG
Quota State: on
Scan Status: -
Logging Messages: on
Logging Interval: 1h
Sub Quota Status: none
Last Quota Error Message: -
Collection of Quota Errors: -

S. MR LUfE R ECRARR &5 SR 1B fRFlexGroup B RAILRERERVHEERE R EMIEREREN



clusterl::> quota report -vserver vsO0 -volume FG

Vserver: vsO

coc=Dilgkemss ooo=FllEeges=== Quota
Volume Tree Type ID Used Limit Used Limit
Specifier
FG user rdavis, ABCCORP\RobertDavis OB 1TB 0 -
rdavis

FCEAMR G S 7EACRE B R P PRSI R E & L E M FEAIWindowsBUNIXfEF & Z I H A o

P EIREREIRGI % - FRRRE RSB AE R LSRRI Windows SEUNIX(EFB B8R @ BIEY « SR ES
HRBARE -

#h4 : R RECEER ERRE gtree K/)\
TREZZ IR MECERRAIRR] tree LUBIRAIRRFE A A2 A HYERERIRHI A BERRAR A o

1.

2.

3.

18

clusterl::> quota policy rule create -vserver vsO -policy-name default
-volume FG -type tree -target tree 4118314302 -gtree "" -disk-limit 48GB

-soft-disk-1limit 30GB

A LURARECERIRAUARAL

clusterl::> quota policy rule show -vserver vsO0

Vserver: vsO Policy: default
Soft
User Disk Disk
Type Target Qtree Mapping Limit Limit
Threshold
tree tree 4118314302 "" - 48GB =

EERENTRIECEERRY ~ SATEHRE _E AR 1EACER ¢

clusterl::> volume quota on -vserver vs0 -volume FG
[Job 49] Job succeeded: Successful

Volume: FG

Soft
Files Files
Limit Limit

-foreground true



a. A LUfE FRECEER & R 1R R FlexGroup A RA L AIBRMIMEREMNEREREN -

clusterl::> quota report -vserver vs0

Vserver: vsO0

-——-Disk-—-——1— ———- Files————- Quota

Volume Tree Type ID Used Limit Used Limit Specifier

FG tree 4118314302 tree 1 30.35GB 48GB 14 20 tree 4118314302

FCEAMR G S 7EACRE B R PRSI E R & L E I FERIWindowsBRUNIXfEF & Z I H A o

4. e NFS FPR ~ £ df S S URRQATRERE - TRE[MERZRE -

scsps0472342001# df -m /t/10.53.2.189/FG-3/tree 4118314302
Filesystem 1M-blocks Used Available Use% Mounted on
10.53.2.189/FG-3 49152 31078 18074 63% /t/10.53.2.189/FG-3

fEFRREIRERT « ZREAEGWNFSARIHtE ~ TR -

° HBZEFE (5 AR E =R AE 1B RV RE R

o A FAZERE = FERREIRZ qtree ERMERAE MRBEERHINERT - ERERAEEH NFS BRIRTE
(IS

© ERfERE=IEERE
° WMEM=HIREPECEEAEME IS A ZERAAEN
O. fZESMBHAEH ~ EAWindowstE B ERIGFBEHERE « TRAEHEMEAZER o

ESMBHAEH « St HEEHERER « IR TIEEFE !

© ERENBHENERERRERFSVASEETAZERNEE

° ;ﬁ%ﬁk%ﬁ*ﬁﬂ%ﬁiﬁﬂu ~ (EREEERRMEAR AR AERD - R/IVEERAERSMBHEANRIAZE
=] o

° SMBRMREZEREAEEFIE  BURINH BN EAERE « EAEMEHEZER/)\ A B ZERAVRERS

7 FlexGroup W& _=EFFRAIFIREH

1. BEZE|ZEAEE A ¢ volume quota policy rule create -vserver vs0 -policy-name
quota policy of the rule -volume flexgroup vol -type {tree|user|group} -target

target for rule -gtree gtree name [-disk-limit hard disk limit size] [-file-
limit hard limit number of files] [-threshold threshold disk limit size] [-
soft-disk-1limit soft disk limit size] [-soft-file-limit

soft limit number of files]

° FRZEEELERY IR user » "group T} “tree’ & FlexGroup Volume ©
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° #17FlexGroup AN BEBEZNVACTRRARE « BERHRESERREE -

° REONTAP IfFEZR9.564A ~ fEPI LIS E BERRIR ! ~ BERRIE SRR ~ TNERIRA! ~ TMTVIEZEIR
il  FlexGroup AR ¥ ThAEFR AR & RYER ST EFRHIBCEE

£ (XIREEE) 94ARERRAS « EMERIBEAMNILIHEERVECTRRRIE « EIFISEHIRIRG « HEZEIR
il « HAERIRBIERSE ~ TERIRHIHERTUEZE RS - ONTAP FlexGroup

TSR TERERE B RARRIUNTERACERRA

clusterl::> volume quota policy rule create -vserver vsO -policy-name
quota policy vs0O 1 -volume fgl -type user -target "" -gtree ""

LU TS AIEAREfE Rqtreetn faZqtree 1 IR ASSECERARA -

clusterl::> volume quota policy rule create -policy-name default -vserver

vs0 -volume fgl -type tree -target "qtreel"

1. BR@N#5RE FlexGroup Volume BIECRE © volume quota on -vserver svm name -volume
flexgroup vol -foreground true

clusterl::> volume quota on -vserver vs0 -volume fgl -foreground true

1. BEPERCRERIAERUARAS | volume quota show -vserver svm name

FlexGroup Volume AISEEEER mixed AREE ~ RRFTAAER Volume M REEFMERIARES o
clusterl::> volume quota show -vserver vs0

vs0 fgl initializing 95%
vsO0 voll off =
2 entries were displayed.

1. R ABERPECZER FlexGroup Volume BCZE#RE | volume quota report -vserver svm name
-volume flexgroup vol

R E A FERISE RIS volume quota report FlexGroup Volume YRS ©

LUT&362ER T FlexGroup &R EAEECEE tq91 ©
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clusterl::> volume
Vserver: vs0

Quota
Volume Tree
Specifier

fgl
fgl
2 entries were di

quota report -vserver vs0 -volume fgl

user
user

splayed.

ID

MU T EHIRETR T FlexGroup HiFR@EAIMIBCRE £91 -

—-———Disk-———-
Used Limit
0B -
1GB -

----Files----—-

Used

clusterl::> volume quota report -vserver vsO -volume fgl

Vserver: vsO

Volume Tree Type
Specifier

fgl gtreel tree
gtreel

fgl tree

2 entries were displayed.

RER

ID

ECERARAIFIRHI @ E R E FlexGroup HiHRE °

s

k=————

Used Limit

Limit

==ooillggemess

Used

EAETAEE LR EMVEIREIS H5% « ONTAP M7EHITILECREZ Al ~ BIEREZRE o

HERAE N
* "B B EEFIONTAP"

7€ ONTAP FlexGroup W& FEIRGFHFMNE
B — e TEEE R IS E RS « 2B II7EFlexGroup BESIEE FHIT » 1L

ZR RENZEMEANE ©

s Z Al
tERR S A ZB7E4R £ © FlexGroup

Limit

Quota
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1. 7£ FlexGroup fiit&E EBIRFEHFNE | volume efficiency on -vserver svm_name -volume
volume name

HIFECEEVEZE ] 1EFlexGroup FRERIITHAE LEYA ©
U1 FlexGroup TEHEIEE ERVARENE 2% ~ B 7 —EZEIN6E ~ AIFBIRE T BEFEARERE -
2. fEATE FlexGroup HiHE&E RV FR ERIHETZNERIZ!E volume efficiency modify 3% ©

AT LUTEFlexGroup SZiRRIRFERE RN  REBEE® SRR « BIRFE R « URAESREE
BRENERT « EZEARECREMRIER NS A URERERE (REWHE) ~ ALAFlexGroup
ZHEREIEE RS RIRA

3. MNRIEKERHRRHBERRB R TREERERIEE « BRABREEE | volume efficiency start

-vserver svm name -volume volume name

YNREHRE A EEERMBRME RS « AIENBEE AT - ARBITERERHER - 10
SRFlexGroup {EIMRIEECEZMAIRE LA ~ Blltan S &R -

4. BRE FlexGroup HAHEE FRIFRVIZRIEZE | volume efficiency show -vserver svm name
-volume volume name

clusterl::> volume efficiency show -vserver vsl -volume fgl
Vserver Name: vsl
Volume Name: fgl
Volume Path: /vol/fgl
State: Enabled
Status: Idle
Progress: Idle for 17:07:25
Type: Regular
Schedule: sun-sat@0

Compression: true
Inline Compression: true
Incompressible Data Detection: false
Constituent Volume: false
Compression Quick Check File Size: 524288000
Inline Dedupe: true
Data Compaction: false

A IRIR{RE ONTAP FlexGroup F4IE&

eI B B EIBREBZIIAIREIRR » AT FEEIL FlexGroup HERERYIRE o 2
B7E ONTAP 5E£14 FlexGroup Volume BYEHEIZERL SR R IHEILIREBZ 18 » A 24
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FlexGroup Volume #I7 B XXAYIRER o

RN EIEIIE
* WNRITEZA FlexGroup HiHEE BLIRFRR B ERANE > BFEFE(R FlexGroup Mt E&HIIEAZ EE -

* 7 ONTAP 9.8 Bt » FlexGroup HAFRE Z BRI AIRERE# 1023 ©

£ ONTAP 9.8 Fi%#8 » volume snapshot show FlexGroup Volume &< & &R & IR 2K R
@ HREA > MIFHERFENEERIR « ERMNANGER EZEEFERBANEERKR
EERR ONTAP B95tH o

1. B RIBRASHFERILIRE :

WRECIEER ... EALLSZ. ..
Snapshot[RH| volume snapshot policy create

@ 81 FlexGroup H4HRE [RER[R B FERARY
BEZ > BIPRAZBEKRRY 30 EE o

#2137 FlexGroup Volume BF > “default REBREIEE

FBZE FlexGroup Volume °
FEIRE volume snapshot create

7 FlexGroup Volume EI71RIB > 1%

@ » TR EAEIRBREB M o R
MEERBME » S ERIBRIREE > 24
BEMRILIRE o

BITIREBEE 0 FAF IR FlexGroup Volume MTZEN S5 E (S48 o

1. H:3E% FlexGroup Volume I BAMEVIREE | volume snapshot show -volume volume name
-fields state

clusterl::> volume snapshot show -volume fg -fields state
vserver volume snapshot state

fg vs fg hourly.2016-08-23 0505 valid

2. 1% FlexGroup Volume AR EZERIIRIR | volume snapshot show -is-constituent true
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clusterl::> volume snapshot show -is-constituent true

---Blocks-—-
Vserver Volume Snapshot Size Total%
Used%
fg vs fg 0001
hourly.2016-08-23 0505 72MB 0%
27%
fg 0002
hourly.2016-08-23 0505 72MB 0%
27%
fg 0003
hourly.2016-08-23 0505 72MB 0%
27%
fg 0016
hourly.2016-08-23 0505 72MB 0%
27%

1%t ONTAP FlexGroup HIEE IS FR4E L&

&I LG FlexGroup Volume BV EER—EAE SRS —EES «- WEERELEAERE
ZBINFZRER - FTHES - BRIHEHENEHESRE FHZER - LERREIREME
BRI/ ©

FIsaZ Al
L EEFlexGroup SnapMirrorBA{RFHIREEER 7 ~ BB HIIR{ESnapMirrorfif& o

RAFEIET(E
EER T EEBEENARE - EEZHITVolume Move{EZFlexGroup ©

TR
1. #BBEEREA FlexGroup Volume #HFX :

volume show -vserver svm name -is-constituent true
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clusterl::> volume show -vserver vs2 -is-constituent true
Vserver Volume Aggregate State Type Size
Available Used%

vs2 fgl = online RW 400TB
15.12TB 62%
vs2 fgl 0001 aggrl online RW 25TB
8.12MB 59%
vs2 fgl 0002 aggr2 online RW 25TB

2.50TB 90%

. #%BUATH#& FlexGroup Volume #ERBEMNESES !
volume move target-aggr show -vserver svm name -volume vol constituent name

AN AYAggregate P RY A B ZE S A B KA FlexGroup IR IEER ENRI S ERRASBI AN o

clusterl::> volume move target-aggr show -vserver vs2 -volume fgl 0002
Aggregate Name Available Size Storage Type

aggr2 467.9TB hdd
nodelZ2a aggr3 100.34TB hdd
nodel2a aggr2 100.36TB hdd
nodel2a aggrl 100.36TB hdd
nodelZ2a aggri4 100.36TB hdd

5 entries were displayed.

. BR58 FlexGroup Volume #H2 % BI AT EFEHARY Aggregate -
volume move start -vserver svm name -volume vol constituent name -destination

-aggregate aggr name -perform-validation-only true

clusterl::> volume move start -vserver vs2 -volume fgl 0002 -destination
-aggregate nodel2a aggr3 -perform-validation-only true
Validation succeeded.

. #88)) FlexGroup Volume 4H5% :

volume move start -vserver svm name -volume vol constituent name -destination
-aggregate aggr name [-allow-mixed-aggr-types {true|false}]

BB FEEUFREFNERNIT
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%€ ONTAP 9.5 FtA ~ &R LAHE FlexGroup Volume 4BREZEE Fabric Pool #ZEJE Fabric Pool ~ Z&i&
BRERERBZEBZEIE Fabric Pool ~allow-mixed-aggr-types 28(ZE true © {kFH5% -allow-mixed
-aggr-types HEIHREL false ©

(D) f5@%6ER volune move 7 FlexGroup Hi§E ERAMENHS o

clusterl::> volume move start -vserver vs2 -volume fgl 002 -destination
-aggregate nodelZ2a aggr3

WNREIREREEERER A SnapMirror {EEMA > [RFEZER < ZHKF 1L SnapMirror

(D {E% snapmirror abort -h o fEFLEFRT » SnapMirrordRIEEE M ATSESRRK © ?_{‘__EFE
MF ~ &FEZH 1EVolume MovefE¥ ~ REBTHEBH—X c MN"15S2ZERIONTAP E3¥4
“snapmirror abort Bl » B2 ©

5. EBz5Volume MovelEZAUHKREE

volume move show -volume vol constituent name

T EB5IEERFlexGroup ST R FEEX B R Volume Move{FEHARE N B E R TR MIE EARES -

clusterl::> volume move show -volume fgl 002

Vserver Volume State Move Phase Percent-Complete Time-To-
Complete
vs2 fgl 002 healthy cutover = =

= ;abricPool hERESIEREIEIRAR ONTAP FlexGroup
&

EONTAP IHEESZ HEHYRRZSHE ~ FabricPool SZ1B1ETHEED.5RA%AFlexGroup BITHAE o ANRIE
M E EFabricPool ZRBFlexGroup BY/iiE & £ aggregate inEE{EIHSE ~ BT
#FlexGroup B B31E5%IhA EE’J%AEEL#EJZFabncPOOI E588 - IEAEFlexGroup @
ERIF E BRI ZERIFabricPool BE « UFERBERNESEE -

FIdaZ Al
* FlexGroup F4HR& 781 R B REE L E A none ©

* MR E R FlexGroup B BEZ B ISR BRVE SRR FabricPool TETTEFIFFRIESEE « RIS SIEY
B FAFR B BYSSDHARR -

RNERI(E

tzu%iﬁﬁﬂexeroup RSB &I IESSDESRE L « Ei AR EFlexGroup HEEENMINAEE 7R HES
F|FabricPool J@EER ©
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e
* BB FlexGroup B B7E XM & Y& S BEEIAR FabricPool TEREBIETHNESEE « FHIT YIS E .

a. TEIRBM FlexGroup ik &E LR ESEIRA] | volume modify -volume flexgroup name
-tiering-policy [auto]|snapshot|none|backup]

cluster-2::> volume modify -volume fgl -tiering-policy auto

b. 5! FlexGroup MR EFTTEMESHRE | volume show -volume flexgroup name -fields
aggr-list

cluster-2::> volume show -volume fgl -fields aggr-list
vserver volume aggr-list

vsl fgl aggrl,aggr3

C. B EHREMINEESBEPRIHNBEES | storage aggregate object-store attach
-aggregate aggregate name -name object-store-name -allow-flexgroup true

B A S ARMNINEMHFRE

cluster-2::> storage aggregate object-store attach -aggregate aggrl
-object-store-name Amazon(01Bl

* EEBEFlexGroup FE(EBREZAH KRB FIFabricPool ZEBIZHIESH « BT FIIDER

a. TEIRBMW FlexGroup Wik &E LR EDEIRA] | volume modify -volume flexgroup name
-tiering-policy [auto]|snapshot|none|backup]

cluster-2::> volume modify -volume fgl -tiering-policy auto

b. #& FlexGroup Volume BEEAEMEZR ER—EZER FabricPool FHIES . volume move start

-volume constituent-volume -destination-aggregate FabricPool aggregate
-allow-mixed-aggr-types true

B 7B FlexGroup FRERY TRIBRE] Volumert B EFabricPool TFREE) (UNERFlexGroup Ri2
1 HHEEREARESIVAggregatefds!) - WHE(RFAA L EEEETAVENEL 2~ BEUS & o

cluster-2::> volume move start -volume fgl 001 -destination-aggregate
FP aggrl -allow-mixed-aggr-types true

e
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advanced® EZX) EESHFEINEMNERSSINEERTEF -

@ ERGIEAEEREMTENERTETY - RABEYRR » MEEAFERELNE - MREHE
FRAETE M ARRAERSETHZAMETNRRETER

HEIEBETHERSE 10GB 5 1% HERE Al A=A R AP o

ERAVAR STV

R IRTEESIABER R ILERETE T - AEERGERE FlexGroup HFRE LTS 1GB #1 10GB
Z BB Bz TUR e ©

RRERBSEFEE > ONTAP AEENFENERANARESE - IRTHAERSET G 2% RANKE
ERNGEENR > AIRAREEZETIMAB I EERBERZE /NI AZERM > BRE FlexGroup HIREE
TEERNE o
ERSETEN—RBHAESERAMREHEE LN AEEERATEEGRRTE - ERBSETEHINAERRIIESE
ZEWRE - HAAZTEATAZERN 1% « ERTUNREESATAZTR @ ROGIEBEX » MEE
FlexGroup HYIER > fRACth &&)\ o
SR EHIRE
THEAE RS E T

* NFSv3 + NFSv4 ~ NFSv4.1

* pNFS

* uhiREE

BREREETE

RYFRERTETE - MUARMMAERTETE > 78EE8TH FlexGroup BE ° 5AaciE » BUAILIIRER
» ISR AFRLLINGE > BIEFIUKERAERSE T ZARINRERER -
Az Al

© BEPHFRAERER L EHITONTAP FRARRT & E3KAY9.16. 1S EHARES

* MECRAEREEFE > AIEEERZERH ONTAP 9 BURREs o 16.1 - NMREFEEER » BINBLREE
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* W1 B ('vserver nfs -vstorage enabled' £ SVM _ERIF NFS ERIEIH) - EREIETE FlexGroup WHifRE £
B ERE R 214 o B » NRITIE SVM FBY{E( FlexGroup HAIRE L EUER A EF % » SE LA

NFS ESYENE o
* FlexCache BB AT B EMR B =T o

* WNERTEHTIT ONTAP 9.16.1 SR E AR AR B ERAIHEE ERUBEMA =% > B) ONTAP 9.16.1 ZA18Y
ONTAP HRZEARZ#E SnapMirror {5 o

* BRERMBSEFE 2R » 5538 SMB Multichannel ¢ # SMB Multichannel BEE R & B H#EHLE A
AIAESENS LR - NEFAET > 5200 "CONTAP-400433 : 7£E4F SMB Multichannel B9 B s _E{EF

FlexGroup Rebalancing/GDD B » :BEUE ALEBRS"

RIERT(E

EERHEP—ERBMAERIEE (BEAsER) 237 DP BaYih Volume HBRE » B SRR ERE TS [{EA]
E % SnapMirror E#5ERALE o FESeRE ° DP BVt B MERERS BBl -

7£ FlexGroup I HARIR A ERR B =14

#2371 ¥HY FlexGroup Volume B > IREI LUE B RABIEE S, ONTAP CLI 2RENFER A 2T o

RREES

" gy > s - A  AEE—T -

2. 1% * 3748 Volume * BEH » BARIRELTBRIA/N « REH—T [ BHWE* | -
3. 7 * AEERBEL * T o BN FEEE (FlexGroup) * 2 RIHRIREERS o

4 BEY - EEBBT o

5. RRIRERE  AEH—T " i .

CLI

1. Ry DRI B T RRE

3}

volume create -vserver <svm name> -volume <volume name> -size <volume
size> -auto-provision-as flexgroup -junction-path /<path> -granular
-data advanced

gh -

volume create -vserver vsO0 -volume newvol -size 1TB -auto-provision

-as flexgroup -Jjunction-path /newvol -granular-data advanced

7£3IR 51 FlexGroup HiHRE BN ERE S = 1

b
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ISR UEARFEIE S ONTAP CLI 2REXFAERS S BT 1 o

AEES
1B - 7 > BIRE ¢ 0 BT 0 REEE - 5N > RE ¥ o

2. 7 * 4548 Volume * M * HEHEBEL T B EREBTE - o
3.4~ M*fiE~,

CLI
1. {EE4IREM FlexGroup Volume LUEXFEM A 247 :

volume modify -vserver <svm name> -volume <volume name> —-granular

-data advanced

#h

volume modify -vserver vsO -volume newvol -granular-data advanced

FiEZENIEZREF % ONTAP FlexGroup H4HRE

TETNRESTEERYO.12.1FHYEONTAP ~ R LAFlexGroup TERHENESERIER T ~ fH1522
fi€FlexGroup FEM DRI —EZ DB ES—EEED ~ FBULEFRFHINGE

RIFMEERMERIE R - ERRAANTER « AIF RILIISEER TEINEREM DA E © FlexGroupFEIRL
BEMTEFEZRONTAP ~ BIFJEEEESR « WEATEZENER TEEEE -
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TWHEZAE « EAEERBBEE—EMTEEGHN—H7 « ABESEILZEES inode ME
HNZEEMTFEEHE - FlexGroup EMTFAERBERANEE - SEFRENTFESF DB

C) BN ERAE 2 (B8 S HERAIAIZ 64 inode ° 7E FlexGroup H ~ ZEZ84 inode FITEEREK
ENEZRBHNE DS « MEEREMEAX - FEEREM (HII0 FlexVol | FlexGroup FY#
) FISEEERAEMNZ IS inode BIE °

RERETHIFARRERHIT ONTAP 9.12.1 SUERARAET « A SEERERTE o MO BAERITER TEEEN
EﬂHw@prﬁEtﬁﬁ%%ﬁﬂm o BYFIZINAER » FRIFEMIBRILHIRE » SHICRUABRTE 2RI IIRY
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ST %% EFlexGroup
1R FE %R FlexGroup FREINNAIERIERINGE « UK EMFRIEIONTAP EMAITHAEEITEE ©
* ReMmEIHRAFIexVol FlexGroup

#2:EBTEFlexVolElIFlexGroupE s R EE F B EFlexGroupE T o KR > ISR LUER volume
rebalance file-move start '3§% ’ fEONTAP 9.10.1 KMESHRAHRIA o FERIER T » HIRIEFR
SIS B (-is-disruptive false’) o MIRFLERICIEREIERE > BRI MUUFEMRNENAITH S (-1
-disruptive true) fEsTEHVAEERFERA o 5340 7 ## volume rebalance file-move start £"15 < 2% &
FIONTAP" ©

fEF B &) FlexGroup S FEITAEEI T A A S ER A SIEREIRERNAEE ~ BIANIT FlexVol &
FlexGroup BEF « FlexVol iR & FHRZH 50% & 85% NWER SR EHMVERIER -

* RNFIRARERZEAN

BE#EMFENEREZZRBEEFENEIRMK o RIETER - EFRFEMREBRNEZA/NTRA 100 MB
(FERAUTRRATHRIMERAKNZEH - AIREAEE20MB) ~ 1EREA/NEPR%A 100GB o

* REGARRIIES

IRI LU FlexGroup BT FEIREAEZ BEBERIES > MEEEEERAFEIMEAREF - EFfFE
EREhEs > IR EM TP RERHZIRIR(EE - BISREREA

IRIERIERRE) » BIEEBERBETIERZR » AIRIBEREIRE] o EREMFEETH > FAFFATIR
REBREE -

EXFR bR 2 BB I MU(EAIIRIB » #B "granular-data  FESEEE ZHIT ONTAP 9.11.1 RERIRAEH AR
#5 ONTAP 9.11.1 B RIRAARZIEZEZL Y inode ©

* SnapMirror{E%

FEFEHERE BISnapMirrorfE3 2 BETTE SNEFFE o FlexGroupf1ER1ESnapMirroriERFIE Z I EFT E AL E
EFEZE ~ MNRZAEEBENT24 7 8ESnapMirrorE s EABIARTER ~ SnapMirrorfEZERIBER BT ©
7ESnapMirror{EEFAA Z BRI EAFEREHICE A TR o

* EREBEETNE
AR BREFTNERR « EESEBRERNMZAERGE « AIEBREHONGEERX - FHRFNER
fRit&FlexGroup EEF TR « EZMIRE LAITR « ErIEMESEBENONT © B2 » WREMAES
BUEHERE _ERYIRIGAERANG - B RBBIESRET TS ©

* ERERMER
BEMPFREREEFBVEZR A SE G IEFlexGroup BEEAR - EIEREWN FEHE - AERE—HNERBEE
BRYMt « UIEBBRR LWZEE - HZERERBEARFL ~ LERKE B9 o BPAMIE—R ~ HFIVER
EBEEATRENRRETRLDERSE « BFlexGroup AIHTERM ENHEZEREZR « Al SEEHNEEER
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B85 EFlexGroup EFTFEFERR BN « EEANEERIFEM BEBMBRER LIRS SEAE S —
#By o SEMEEE - ECEEFEMELER - MERSEHREM EREERA/) -

* BEHRUWIERE
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* WH#FEE Volume
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BB R granular-data TERVBINEERISE 2 BT ~ 557t 1EFlexGroup X #EFlexGroup HEERHIERIIG R

T

VEEERAIRINGE o SR UER T ER—ESARREA ¢

* BI%FlexGroup FREISTEEENAERF volume create 3%
* FEHRESERAFlexGroup FISZIRINAE ~ BB FERMETE volume modify <
* FERVIRCRRTER « 2 B8R ELEINAEFlexGroup volume rebalance 3%

YNRISEEFARIZ ONTAP 9 © 16.1 UERARZA » i B "FlexGroup EE S EF 14" 26
@ ONTAP CLI RV EIES FAR AR EIEEREUA granular-data advanced ’ 8l FlexGroup
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RIREES
1. BIBEZ=* Storage > Volumes * * ¥ ZIFlexGroup BEEHTEHISER HIEE o
2. EEH s LUEAR Volume s¥4RE R ©
3. £ * Balance Status* ( FlexGroup BREEAKAS *) TEE4Z * Rebalanc* (EHFH)
()  RA% FlexGroup IRASIBH TS « 7 AEfEA * BT * A o

4. B EHRFEVolume “HET « RFELETERRTE o
o EEHIREEMTHEE  AEN  HEREMTE * « AREA BRI o

CLI
1. FRBEEMTE

volume rebalance start -vserver <SVM name> -volume <volume name>

ISR LUETE TIEEIE -

[-max-runtime] <time interval> ] R A THF

[-max-threshold <percent> | S{E4 R E MR AR FEERRE

[-min-threshold <percent> (RIERIE) | SEEMRBEMHNR/NAEERAE
[-max-file-Moves <integer> (BRAREBREHE) | SEAMEUNERLITEZRHSE
[-min-file-size { <integer> [kb|MB|GB|TB|PB]}] &//\f&ZE A\

[- FASAEERE <mm/dd/yyyy-00:00:00> | B2 S #i B4 B HAFNEERS
[-excluse-snapshots { truelfalse } | HEBRIREBHAIIEZE

&l

volume rebalance start -vserver vsO -volume fgl

{EEXFlexGroup i Fr4HAE

A TE FlexGroup ERTFEAERS - UEMAFERAE  WITEXRMETRIR/MEREXN/) » RRWITH
> LU B S THFRIRER o 1 ONTAP 9.13.1 Bta « AT LUEER(ELK FlexGroup ER#TF#HFE o
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RMEEE
1. BIBEZ=* Storage > Volumes * * ¥ ZIFlexGroup BEEHTEHISER HIEE o
2. | v LUE1E Volume sEARER] o
3. £ * Balance Status* ( FlexGroup BREEAKAS *) TEE4Z * Rebalanc* (EHFH)
()  S5% FlexGroup IRASBI TS « A AEEA * BHTH * A o

4. EH T Volume "RET « REBLBEREE o
CLI
L EREBHEHTE :

volume rebalance modify -vserver <SVM name> -volume <volume name>

RIS E TF—S SRS :

[-max-runtime] <time interval> | R AITRE

[-max-threshold <percent> | &{E4HRK B AR AR FEERAE

[-min-threshold <percent> (RIEEIE) | BEEMEMHR/ N FEEERE
[-max-file-Moves <integer> (RAEEZHE) | HEMAMEMNERALITEZBHE
[-min-file-size { <integer> [kb|MB|GB|TB|PB]}] &/J\MEZEA/)\

[- BASARFE <mm/dd/yyyy-00:00:00> ] HFF2E# iR %4 B HAFIRF R

[-excluse-snapshots { truelfalse } ] HEBRIRERHBIFEZE

{Z1FFlexGroup B
ER A HETZ FlexGroup Ef 2% ~ [SRIABBRHSLE ©
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1. B|E=* Storage > Volumes * ~ ¥ F|FlexGroup (FHETERIRIE) (FHEX) o
2. 3EE v LU Volume $4HEER] o

3. BEEY * (ZIEEHTHE - o
CLI

1. {Z1EFlexGroup B34 :

volume rebalance stop -vserver <SVM name> -volume <volume name>

118 FlexGroup E# F&HRAS

@A AR FlexGroup BRI TIEBRIARE © EFFE{FE « FlexGroup EHFHE#HAE -

REMTFERITERRSFEER

BT EERERRE ~ X
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1. B|E=* Storage > Volumes * ~ ¥ F|FlexGroup (FHETERIRIE) (FHEX) o

2. 3 s LUE1R FlexGroup sF4HE ] o

3. *itt TFERAS ) ~BREMIEFAEN EREIHMIA o FlexGroup

4. BEAR L REMTEEERNMERAEN ~ 552 * £ Volume EFTTHEHRAE * o
CLI

1. 1#2%5FlexGroup = E B FHEEZEAIARES !

volume rebalance show

BT ERRREER

> volume rebalance show

Vserver: vsO

Target
Imbalance
Volume State Total Used Used
Size %
fgl idle 4GB 115.3MB =
8KB 0%
B EAARS A E R RVEE A
> volume rebalance show -config
Vserver: vs0
Max Threshold Max
Min Exclude
Volume Runtime Min Max File Moves
File Size Snapshot
fgl 6hOmOs 5% 20% 25
4KB true

BT EREFAE RS



> volume rebalance show —-time
Vserver: vsO
Volume Start Time Runtime

Max Runtime

fgl Wed Jul 20 16:06:11 2022 Ohlml6s
oh0OmOs

B FERITEREFAE R

> volume rebalance show -instance

Vserver Name: vs0

Volume Name: fgl

Is Constituent: false

Rebalance State: idle

Rebalance Notice Messages: -

Total Size: 4GB

AFS Used Size: 115.3MB

Constituent Target Used Size: -

Imbalance Size: 8KB

Imbalance Percentage: 0%

Moved Data Size: -

Maximum Constituent Imbalance Percentage: 1%
Rebalance Start Time: Wed Jul 20 16:06:11 2022
Rebalance Stop Time: -

Rebalance Runtime: 0hlm32s

Rebalance Maximum Runtime: 6hOmOs

Maximum Imbalance Threshold per Constituent: 20%
Minimum Imbalance Threshold per Constituent: 5%
Maximum Concurrent File Moves per Constituent: 25
Minimum File Size: 4KB

Exclude Files Stuck in snapshots: true
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