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Edit ILM Rule step 2 i 3: Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Two Copies Two Data Centers

Reference Time Ingest Time v

Placements @ 11 Sortby start day
From day ] store | forever v l_
Type | replicated v Location || Storage Pool DC1 H Storage Pool DC2 Add Pool Copies | 2 E ®

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

Retention Diagram @ T Refresh
Trigger Day 0
e s e 5 I >
Storsge Pool DC2 ﬁ '
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Create ILM Rule step 2 of 3 Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored

EC for 53 bucket finance-records

Reference Time Ingest Time v
Placements & 11 Sortby start day
From day 0 store | forever v m |—'
Type | erasure coded v Location | All 3sites (Bplus3) » Copies | 1 Ii x
Retention Diagram @ S fchsh
Trigger Day 0
All 3 sitas.
{6 plus 3] I >
Duration Forever
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it tater as required. Click Simulate to verify & saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Marme Object Storage Policy
Reason for change new proposed policy
Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

[ 4 select Rules |

Default Rule Name Tenant Account Actions
EC for $3 bucket finance-recards (§ Ignore x
L Two Copies Two Data Centers (5 Ignore x
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Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

EC only objects > 200 KB

Matches all of the following metadata:

Object Size (MB) j greater than j 0.2 :I x
*

Cancel Remove Filters
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EC image files > 200 KB

Reference Time Ingest Time v
Placements © 1 Sort by start day
Fromday | 0 store | forever v m |_|
Type | erasure coded v Location | All 3 sites (2plus 1) v Copies | 1 +  x
Retention Diagram & 2 Refresh
Trigger Day O
sy )
(2 o & >

Duration Forever
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Create ILM Rule Step 2 of 3; Define Placements

Configure placement instructions te specify how you want objects matched by this rule to be stored.

Two replicated copies

Reference Time Ingest Time v
Placements © I Sort by start day
From day ] store | forever v m |L'- 3 |

Type | replicated ¥ Liocation | DC2 * | Add Fool Copies | 2 + | %

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more

information.
: - ~
Retention Diagram & 7 Refresh
Trigger Day 0
i 5 I
Dcz Ej .
Duration Foraver
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid,

Mame EC only objects = 200 KB

Reason for change Do not erasure code small objects

Rules

1. Select the rules you want to add to the policy.
2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The defauli rule will be automatically placed at the end of the
policy and cannot be moved.

I = Select Rules [
Default Rule Name Tenant Account Actions
EC only objects > 200 KE(§ Ignore x
v Two replicated copies (8 Ignore ®
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Advanced Filtering

Lse advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (53 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

EC image files > 200 KB

Matches all of the following metadata:

User Metadata j type equals +| image

L Lo
3
LINEd

Object Size (MB) j greater than

0.2 =

[+] %

Cancel Remove Filters
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EC image files > 200 KB

Reference Time Ingest Time v
Placements © 1 Sort by start day
Fromday | 0 store | forever v m |—|
Type | erasure coded v Location | All 3sites (2plus 1) v Copies | 1 + =
Retention Diagram @ T Refresh
Trigger Day O
i )
(2 pioe e >
Duration Forever
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Advanced Filtering

Lse advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (53 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

3 copies for image files

Matches all of the following metadata:

User Metadata j type equals j image :I:
x®

Cancel Remove Filters

R RAFRYE— R E L K1$200 KBRIBREGAE « FILE LR EIESEBE AN 200 KBEE/\HIBRIRIE o

Reference Time Ingest Time

Placements & 1t Sort by start day

Fromday @ o store | forever v |

Type | repiicated v Location “[)01 |[pcz || pea * | add Poal Copies | 3 +[x

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Retention Diagram @

2 Refresh

Trigger Day 0

Duration Farever
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Viewing Active Policy - Better protection for image files

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: ILM policy for example 3

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
EC only objects = 200 KB (F Ignore
3 copies for image files § lgnore
Make 2 Copies (§ v Ignore
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Create ILM Rule step 2 of 3: Define Flacements

Configure placement instructions to specify how you want objecis matched by this rule to be stored.

Three Copies Ten Years
Save three copies for ten years

Reference Time Ingest Time

Placements @ 11 Sortby start day

Fromday | 0 store | for v 3652 days | Remove |
Type | replicated ¥ Location || DCH || DC2 ~ || DC3 |add Pool Copies | 3 + | %
Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. Ses Managing objects with information lifecycle management for more
information
Retention Diagram @ = Hefrests
Trigger Day 0 Diay 3652
= I
pc2 S8
s O I ——
Duration 3652 days Forever
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Noncurrent Versions: Two Copies Two Years
Save two copies of noncumrent versions for two years

Reference Time Noncurrent Time ] v

Placements € 11 Sort by start day

Fromday | o store | for v 730 days ' |
Type | replicated v Loistinn ‘ DCt Add Pool copiss. | 2 + x
Specifying multiple storage pools might cause data to be storad at the same site if the pools overlap. See Managing objects with information lifzcycle management for more
information.

£ Refresh

Retention Diagram @

Trigger Day 0 Year 2
g wl
pcz Cﬁ i
Duration 2y Foraver

ILM/REI ~ FI404 : S3hRAIESI14

NRCRRELIARRER BRIRAEY S TR BBV R ERRAS « RIER*IFERRE A2 Z R BRI AR
FILMERAIF ~ A EHIRAEEREBRWFIREIRAIZAD

S3hRAEMHBIILMRRI AT SEE S THUILMARRY
* PERRAE RIERFHIAR—KIEE ~ IS SEMHREMERR GFRHIR) RE2F -

@ IEE R ERAGBERRERAT - A EEREERYIhRAEIRA - TR ~ IEERIIIFIR
ARx A g EIE B R R AR AIAEST o

* BRENES SRR =EEREDS « WEZEEHNFROEHF—IDER o & BRI IRERNERRE10F

12



Configure ILM Paolicy

Create a proposed policy by selecting and arranging rules. Then, save ihe policy and edit it tater as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make ihis policy fhe active ILM policy for the grid.

Mame ILM Policy for 33 Versioned Chjects
Reason for change store 3 copies of current version for 10 years and 2 copies of noncurrent versions for 2 years

Rules

1. Select the rules you want to add to the policy.

2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

| == Select Rules

Default . Rule Name ) Tenant Account Actions
{ Noncurrent Versions: Two Copies Two Years (3 lgnors x
U4 Three Copies Ten Years f_’. Ignore x

The default ILM rule in this policy does not retain objecis forever. Confirm this is the behavior you expect Othenwise, any objects that are not
matched by another rule will be deleted after 3652 days.
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Strict ingest to guarantee Paris data center

Description: Strict ingest to guarantee Paris data center
Ingest Behavior: Strict

Tenant Account: Paris tenant (25580610012441844135)
Reference Time: Ingest Time

Filtering Criteria:
Matches all of the following metadata:

System Metadata Location Constraint (53 only) equals gl-west-3

Retention Diagram:

Trigger Day D
REk it ] I
) I
Duration Forever
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2 Copies 2 Data Centers

Description: 2 Copies 2 Data Centers
Ingest Behavior: Balanced
Reference Time: Ingest Time

Filtering Criteria;

Matches all objects.

Retention Diagram:

Trigger Day O
DBLL“F'aﬁsII B _ b
oe2 (us) E‘-] I T
Duration Farever
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and adit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Example policy for Sirict ingest

Reason for change Do not store certain objects for Pans tenant in US

Rules

1. Select the rules you want fo add to the policy.

2. Determine the order in which the rutes will be evaluated by dragging and dropging the rows. The defaull rule will be automatically placed at the end of the
policy and cannot be moved

| 4 Select Rules
Default Rule Name Tenant Account Actions
Strict ingest to guarantee Paris data center (§ Paris tenant (255680610012441844135) x
L4 2 Copies 2 Data Centers (8 lgnore x
SR HIR AR ~ ETEERRE MR EHL A AT -
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fEMA ~ AIgEEAAUEREWERERZ
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HE B HILMERIR StorageGRID ~ RIMTRERAAN « SIERAMEAIERNY
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BIAEE RF 2 & StorageGRID FIMAEREMILMR RS ELRT E14E !

* RARER THIBRARDS RERERERANHEKESG -
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E% o StorageGRID

* SEHEAYIMFIRIESERE AN - RABERYHEIRAERFERMT
* REREAEMHNEEABEREAENME « fIE - BAREWHBAZFEHCloud Storage Pool ~ FEEHTFH

SEIIEE o
HERIE
"3 T | MEE"
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ILM Policies

Review the proposed, active, and historical policies. You can create, adit, or delete a proposed policy; clone the active policy; or view the details for any policy.

| 4 Create Proposed Policy | | i Clone | # Edit || = Remove

Policy Name Policy State Start Date End Date
'®  Data Protection for Two Sites Active 2020-06-10 16:42-09 MDT
! Baseline 2 Copies Policy Historical 2020-06-05 21:48:34 MDT 2020-06-10 16:42:09 MDT

Viewing Active Policy - Data Protection for Two Sites

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Data Protection for Two Sites

Rules are evaluated in order, starting from the top.
Rule Name Default

Tenant Account
One-Site Erasure Coding for Tenant A (3 Tenant A
(49752734300032812036)
Two-Site Replication for Other Tenants (§ o lgnore

g e
Simulate § Ag
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B EETALS F SR o
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HEAMM « MEREF _ERARE - BREGERETIEE -

18


https://docs.netapp.com/zh-tw/storagegrid-115/ilm/creating-ilm-policy.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/creating-ilm-policy.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/creating-ilm-policy.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/creating-ilm-policy.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/creating-ilm-policy.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/creating-ilm-policy.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/creating-ilm-policy.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/creating-ilm-policy.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/creating-ilm-policy.html

MRANM IR AR E—IL S IHRRNS

RAES EHHE

MBS fHE AR B —ih & IHER MRS

HAIRA HPA

HEER B0,

RNBERE BRI O 1E92+1 SR ARIBIE 5 0RE K iR

MA2 ¢ HEMBFETRIEEER

RAER #HIE

RATE HithEFEIE S8R

HARA 2R

EEEIR BERAROFIERAFG2

RERE ?éé;ﬁo%ﬁﬂﬂ%é?ﬁ%ﬁﬁfﬁ?ﬁzt P —IEREERPO - —pEREERS

EEMILMERR ~ Fla06 : =Eih 8B EHRE
TEUEEEHIH ~ ILMEREEFEEF =1L & StorageGRID FI—E &4t ©
PITIEFTUMGIL A 2% - PAREESEY TMEFNREFEEE | —ERARERPOINHREEE « B—BfH#E

SeHIFA=MAIE (RFERFHRNERMEEETR) - 2% - RREESRIMEHRILMRRN—E
MEILMRAMRSE « Hist SEFREA B a0E -

19



Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy

« Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle managament for more information

Review the rules in this policy. If this is a proposed palicy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Data Protection for Three Sites

Rules are evaiusted in order, starting from the top

Rule Name

Three-Site Erasure Coding for Tenant A 5

Three-Site Replication for Other Tenants (&
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Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name =+ S3 ObjectLock @ |+ Region + ObjectCount@ = SpaceUsed @ = Date Created =

bank-records g us-east-1 0 0 bytes 2021-01-06 16:53:19 MST
1
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E
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retain-until-date "2030-12-30T23:59:59z" (2030%F12830H)

5
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Create ILM Rule step 1 of 3: Define Basics

MName Compliant Rule: EC objects in bank-records bucket- Bank of ABC

Description Uses §+3 EC across 3 sites
Tenant Accounts (optional} Bank of ABC (20770793906508351043) |
Bucket Name equals ‘vl bank-records

/ Advanced filtering. . (0 defined)

B ]

RAER #BHIE
2EHE VST

IR E RBOKRFE ~ KERHF
HERARIS R AR * E=EERRCIS SR REFER DRI HRRISEA

* (EFA6+3IHRARIE S 5

Edit ILM Rule step2 of 3: Define Piacements

Configure placement instructions to specify how you wani objects matched by this rule to be stored,

Compliant Rule: EC objects in bank-record bucket - Bank of ABC

Reference Time Ingest Time j
Placements & I Sort by start day
Fromday | 0 = | store | forever j Add [
Type | erasure coded j Location | Three Data Centers (6 plus 3) j Copies | 1 :| + | x
Retention Diagram @ 3 Refresh
Trigger Day 0
it )
(6 plus 3) tfia >
Duration Forewer

(oo | oa [ on

S3YHE EHIRILMARR2 | RRFEHRAI
AEHILMRR —FEEERHEHNR LREEMERRIMHES - —F1% - EER—OERXAREERREE

B o BRI AR A Cloud Storage Pool ~ EILERFTEZERER - A ERERASHIHHEENHER
REY o
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RAES ghHIE

AR AREZER  ERZRFEEERN

HARA KIEE

EEE%E EE&*EE VBEEBERRKREASIHIHE (NEMREREBINGE) BRFEF
HEPL RIS KIEE

Create ILM Rule step 1 of 3: Define Basics

Mame Mon-Compliant Rule: Use Cloud Storage Pool

Description DC1 and 2 for 1 year then move to CSP

Tenant Accounts {optional) € Select tenant accounts or enter tenant 1Ds

Eucket Name matches all

/ Advanced filtering. .. (0 defined)

RAESE EHHE

2E R FRE B

HIBAE * EHOX ~ FMEERENREEERFOBIEEFRNER P02
£365%

* 1R BR—MERESKEREAZRFEFERMNT

S3YHEHERILMIRRI3EE S  FERARA

LS HILMARR SR EREREIMEEH R ORNREEE R o IWARRBZILMRRPHTERRR] - EAE
ZEMERESS - MEEWMERASIHHENRFFEEN | HEMH LEFREMEYHES - RFOXREIFE0
R~ ER TR (FR2EEE -

RAES ghHIE
MRARTE TR EER | mEEmERRF O
HAIRA KiERE
HEFERE KigE
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Create ILM Rule step 1 of 3: Define Basics

Mame Compliant Rule: Two Copies Two Data Centers
Description 2 copies on SNs from day 1 to forever, reference time is ingest
Tenant Accounts (optional) Selecttenant accounts or anter tenant ID3

BEucket Name matches all |V‘ Value

/ Advanced filtering. . (0 defined)

| conce | e

RAER #BHE
2EEE 1R EN BRs

TIBIE WEHOKREIE2X ~ sAREMERREDS | —EEERFO1BRHEFER
t -~ Z—EEERPO2FEFNR L -

Compliant Rule: Two Copies Two Data Centers

Reference Time Ingest Time j

Placements @ It Sort by start day

Fromday | 0 = store  forever j Add ]

Type | replicated j Location “ Data Center 1 - || Drata Center 2 Add Pool Copies | 2 :| IE x

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Retention Diagram & 5 Refresh
Trigger Day 0
el £ I —
[_).'a:!:a'ik";é_:.!'t:er' 2 ﬁ [
Duration Forewver

S3HEHE AT SILMIRAY

AERRUAANRERGTAAEYG (EEERASMHHENFEFERNYMG) NILMERR « MAAERFTS
FREYMHRETERREILMARR o 28%8 « AR ER BREEZRIRRAY o
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2. RYEERNRR « SERMFEHRM L2 —FHMEESYFES - ARR—EVHERKABRERRH#TF
o WERAINERRBASHHENREE - IREERAERMEEM -

3. FEREEFEHRM LEUMEEBSYFERNTERESRA (EB0XREXE) -

Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate to make this policy the active ILM policy for the grid.

MName Compliant ILM policy for 53 Cbject Lock example

Reason for change Example policy

Rules

1. Select the rules you want io add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule {and any non-compliant rule without a filter) will
he automatically placed at the end of the policy and cannot be moved.

i + Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rula: EC for bank-records bucket - Bank of ABC (8 v Bank of ABC (90767802913525281639) x
Non-Compliant Rule: Use Cloud Storage Pool B Ignare x

" Default Compliant Rule: Two Copies Two Data Centers (5 v Ignare x

EEENER
FEZNRAPFIEHRE « SEETERMERRE « T2 PEEMRAZ % -« CEZEEAS3YHHEENHEEMN
HithEEE R EYG « LUSIRIRE - fl0 « EEIEERSEG R Y ErME AR T -
* F—IERB I LR ABCIRT T P B IRTTEE# AR 200 KBAY AR 4 o
s FERBZIEHAAE Mt R RE AT SR EEPIFRE Y4 o
* FERRAERE T -
° FH¥ABCIR1THE A RIE (IR TECERPRY200 KBS B/ V14 ©
o EEMEMBERAESIMIHHEENHEES « FREEMERIRE A o

RREnRRY
B2 RS RRERAEY G ERE « SATUEREE -
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