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Client application saves
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Client application saves
object to StorageGRID

Dual commit Balanced

Interim object copies Can day O copies be Ingest

Can day 0 copies be

stored. made immediately? made immediately? failed”
“Ingest
successful”
Object queued for ILM Copies created to satisfy
evaluation. ILM.

ILM evaluation l -
Ingest
successful”
Copies created to satisfy
ILM. i

Any interim copies that are

not needed are deleted.
m -

[C1 storageGRID responds to the client.

StorageGRID completes the
actions that were prompted by
the client save operation.
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Configure ILM Palicy

Create a proposed policy by selecting and arranging rules, Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate to make this policy the active ILM policy for the grid.

MName Exampie ILM policy

Reason for change Mew policy

Rules

1. Select the rutes you want to add to the policy
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannet be moved.

|+ Select Rules

Default Rule Name Tenant Account Actions
& Rule 1: 3 replicated copies for Tenant A (% Tenant A (56689986524346589742) x
& Rule 2: Erasure coding for objects greater than 1 MB &8 = x
" Rule 3: 2 copies 2 data centers (default) (8 — x
=
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Two copies at two sites for Tenant A

Description: Applies only to Tenant A

Ingest Behavior: Balanced

Tenant Accounts: Tenant A (34176783492629515782)
Reference Time: Ingest Time

Filtering Criteria:

Matches all objects.

Retention Diagram:

Trigger Day O
St wl [
Site 2 Wl )
Duration Foraver
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Create ILM Rule step 1 of 3: Define Basics

Name
Description
Tenant Accounts (optional}

Bucket Name matches all v | Value

/& Advanced filtering... (0 defined)
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Type | replicated b Location “—501 “302 | Add Pool Copies | 2 |T|7|

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more

information.
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Storage Grades

Updated: 2017-05-28 11:22:39 MOT

Storage Grade Definitions e
0 Default

1 [aisk 20

Storage Grades e
Data Center 1/DC1-S1/LDR Default P 4

Data Center 1/DC1-52/LDR Default V' 4

Data Center 1/DC1-53/LDR Default 4

Data Center 2DC2-51/LDR Default Vg

Data Center 2/DC2-S2/LDR Default i 4

Data Center 2/DC2-53/LDR Drefault V4

Data Center 3/DC3-31/LDR Default 4

Data Center 3/DC3-52/LDR Default V4

Data Center 3/DC3-53/LDR Default P 4

appi Changes B
o BBEERANHESR  BHE—TEE P LRBBEHIRE -
ORE: "7
b. H— T EREE o
L T SR T R G R o
3. R S RIS TR T NS -
a. $HSERFHIENILDRIEE - H—TEI" @ THHB PRI S,

28



Storage Grades "4

LDR Storage Grade Actions
Data Center 1/DCA-51/LDR IDefauIt | V4
Data Center 1/DC1-S2/LDR Ew P 4
Data Center 1/DC1-53/LDR Default V4
Data Center 2/DC2-S1/LDR Default _?
Data Center 2/DC2-52/LDR. Default V4
Data Center 2/DC2-S3/LDR Default _?
Data Center 3/DC3-51/LDR Default V4
Data Center 3/DC3-S2/LDR Default _?
Data Center 3/DC3-S3/LDOR Default V4

Apply Changes .
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—— Make 2 Copies (2 sites, 1 pool)
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— Make 2 Copies (2 sites, 2 pools)

Site 1, Pool 1 Site 2, Pool 2

BEBNI CCC

ERZEFFEIRME -« 555250 FHIRRA

* MREERINEER  AIRBEFIENENESHEEE R o F10 « MRRARESRE=EEL « BIKEE
=B EREEEIRM

* MREAMEFNFEFERNHE  ASEFREERNPERFRFEAYHES -

* MREAHEVDNREREERNUE - RMGHAHES - LEEROZ BERHIRERENTE « TLHERm{E
U EERF ERHEFERRNRFEEERNF o

* MRFEFERNEE (BSERNREHR  AMGOFMEERRIEREREFE—ELE o SUAERAR
BENRFFER A SBRREFER

32



ERFEFERNEAERUE (BEBR)

ECEREIE—REERINYERES ARBIILMRRR « A GRREEES @
REERUEAERIE -

ERETIBE « R BB - RN HILMBR W E R E -
() wREEmmsERTs EILMBEENSHG) - IGRREEME o

HERAEEN
AR B MR &S
BIREERAN
ISR AR HEEE R « LIHIEfStorageGRID BRLE Mt 5 2 E#EMHER « URERNHT
a8 - GEREFERNTEIT —ENZELE « URk—ENZERTFER -
TEENESR
* B IRRVEIEE 28 A Grid Manager ©
© SRR S E N FEVER ©
* B EEBRRILEEFEERMEER) o
RAREIET(F

REERNEREDHERNRFFIUE - CRENFEERNHERAIERPNLEHE - UREBEZNER
R EF RS o

* MIFRERRE—LGHREN  FABELSBIFAFEERD - A1 - IRCEEBRETIVHELRHFE
ZfELE  FRU=(ERFEE -

* AR AU LI SETHSRN « SR —ERFERN - ERESSELEIER o FIN0 - MRIEEE
E= B G Z FIHREEYM BRI —ERFERN - EEUSRET 4 ASESESHIEER -

@ AR TEREY TFrAE ) WIaMARER MIERREE) REENREFERAT - Mty
BEFFHSRBEENNGE « REREEMEERFERMN - 552H LT E fla

* MREBEZEREEFR  FNTE-LSRUBESTRRESFRNFEER
"I #TFERTAYEER]"

1. 3&#2* |LM > Storage Pools* °

IR HIR MEFEERN Bl - LILPAEEERNHEEERM °

33



Storage Pools

Storage Pools
A storage pool is a logical group of Storage MNodes or Archive Nodes and is used in ILM rules fo determine where object data is stored.

4 Creste _' ra E_dlt_ ,. x Remoué]l & View Details

Name © 11 Used Space @ 11 Free Space @ 1t Total Capacity @ 11 ILM Usage @
‘® Al Storage Nodes 1.10 MB 102.90 TB 102.30 TB Used in 1 ILM rule

Displaying 1 storage pool.

Cloud Storage Pools

You can add Cloud Storage Fools to ILM rules to store chjects outside of the StorageGRID system. A Cloud Storage Peol defines how to access the external bucket or container where objects will
be stored.

[+ Create| | # Eat || % Remove | [ Ciear Error |

No Cloud Storage Pools found.

BB RERRERNFEFEERN - FIARENR - FRRAERIEE RS - UKBERNHEESR T
FRAEfEFER o

@ ERESECHEENPOMEER - TPRAEREFENM FREERNEHEESERN - RItFER
CHEILMARR R ER L REFEIRM o

2. RERIHNEEEIRAN « ;A2 Createy (Bir) *o
IERFHE R Create Storage Pool (BIEEGETF M) HEEIE o

Create Storage Pool

= For replication and single-site erasure coding, create a storage pool for 2ach site.
» Forerasure coding at three or more sites, click + to add each site to a single storage pool.
+ Do not add more than one storage grade for a single site.

Name
Site — Choose One — v Storage Grade All Storage Modes v L
Viewing Storage Pool -
Site Name Archive Nodes Storage Nodes

Cancel ; |

3. WIAfEFEIRMAIME—RTE o
RE MRS REEMILMRLE « FERBZHBINRTE
4. ke THIZUEER « ERULRFEFERMAILE
EERL S - @B EMREPNRFFMNANBENRHE
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5.t MEFEMAR THIUEER - ERILMRBGEALLRFEFE RS2 ERHEESEE -

FEsZBYAIl Storage Nodefsi{r FAk BLFEFTIEL & BIFT A REFEIR - TERIVERIENFEF SR EEMELaH
FREREDR - MREHERPRFEFHMRGZIBIVRFESR  IEETHVEERIHELESR

6. [[entries) MIREEEZHAHBBBREETEARBEFERM  FER 4 AIERFEHTESELEH
IEH o

Create Storage Pool

= For replication and single-site erasure coding, create a storage pool for each site.
= For erasure coding at three or more sites, select + to add each site to a single storage pool.
= Do not select more than one storage grade for a single site.

Mame All 3 Sites for Erasure Coding

Site Data Center 1 v Storage Grade All Storage Modes v EI
Site Dafa Center 2 v Siorage Grade All Storage Modes v EI
Site Data Center 3 v Storage Grade All Storage Nodes v EI
Viewing Storage Pool - All 3 Sites for Erasure Coding
Site Name Archive Nodes Storage Nodes
Data Center 1 0 3
Data Center 2 0 3
Data Center 3 0 3

You are creating a multi-site storage pool, which should not be used for replication or single-site erasure coding.

cocs [ o

,{Jt;ﬂ\/iL_LE?EE’JIE B~ AR I AR S RIEHMARESRINTAE S FHEFHRNET
CD EREEEIRA
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BRFEEE RN EER

TR LR REEFERNIEFAER - LFEREERNNERLE « TEEHPEIMLE
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CEENER
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© ISEERSE N EEUERR o

FER
1. 5848* |LM > Storage Pools* °
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Storage Pools

Storage Pools

A storage pool is 2 logical group of Storage Modes or Archive Nodes and is used in ILM rules to determine where object data is stored.

+ Crea!e| # Edit || % Remove i@ View Details |

Name & 11 Used Space @ 11 Free Space @ 1T Total Capacity @ 1T ILM Usage ©
& Al Storage Modes 1.88 MB 280TB 28078 Used in 1 ILM rule
DC1 62177 KB 932.42 GB 932.42 GB Used in 2 ILM rules
DCcz2 675.82 KB 932 .42 GB 932 .42 GB Used in 2 ILM rules
DC3 578.95 KB 932 42 GB 932 42 GB Used in 1 ILM rule
All 3 Sites 1.688 MB 2507TB 280 TB Used in 1 ILM rule and 1 EC profile
Archive — — — —

Displaying & storage pools.

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Fool defines how to access the external bucket or container
where objects will be stored.

m

ITor

|4 Create || # Edit|| % Remove || Clear

Mo Cloud Storage Fools found.
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2. EEMRRERFERONFAER « FRIEERR « ARERRRFEER o

IEEE IR Storage Pool Details (77 & RMsFHAER) B o

S BREIEERSIRE  REHEFERNT 8 S RFHR S ERERE -

Storage Pool Details - DC1

Nodes Included ILM Usage

Number of Nodes: 3

Storage Grade: All Storage Nodes

Node Name Site Name
DC1-31 Data Center 1
DC1-52 Data Center 1
DC1-53 Data Center 1

TRESSEMRYTIENR -

° ENRLRAE
° IhE%TE

Used (%) @ ]
0.000%
0.000%
0.000%

© BfER (%) [ HRNEEESE EERAYMAENNTRAERBERNL - WEFTESWHFTESR

@ SERFHHN [ERANRERE-MAERN BRPUTETERNERR (%) & (
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5.

6.

38

Storage Pool Details - DC1

Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM policy) use this storage pool

« 3 copies for Account(i1
= 2 copies for smaller objects

1 ILM rule that is not in the active ILM policy uses this storage pool.

If you want to remove this storage pool, you must delete or edit avery rule where it is used. Go to the ILM Rules page (3.

EC Profiles Using the Storage Pool

No Erasure Coding profiles use this storage pool.

() REEEERELMRRITRER - BEEGEBE o

FutEBHIP ~ TFrA3MELS) RESRMAR MG REE - MEFRRILMERRIS « B—EILMIR

RlEfER TR RERE o
Storage Pool Details - All 3 Sites
Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM palicy) use this storage pool.
« EC larger objects

If you want to remove this storage pool, you must delete or edit every rule where itis used. Go to the ILM Rules page (3

EC Profiles Using the Storage Pool

The following Erasure Coding profiles use this storage pool

Profile Mame Profile Status €
6 plus 3 Used in 1 ILM Rule

@ MRHFFERMAR TRIRRNE RERE « BB EBRZHEEE R o
g& « AL ILM Rules (ILMFRR)) HE* - BELEEERFEFERMNAEMERER
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Cloud Storage Pool#J {894 eniBHA

FEFERFFERNZA - AARRERFEEERAERRFEFE RPN EaE

HA

HERAE
S3 : Cloud Storage Pool#){4By 4 eniBHA

Azure : Cloud Storage Pool#J{4Hy 4 eniBHA]

S3 : Cloud Storage Pool#J{4 4 epiEHA

B EE R #7E7ES3 Cloud Storage PoolH #4894 eniB EAREER o

®

Client application

Client stores f‘
@ objectin I @
StorageGRID. :
1
StorageGRID
A

StorageGRID ILM
moves object to
Cloud Storage
Pool.

®

Cloud Storage Pool
(external S2 bucket)

S3 bucket
lifecycle moves
object to Glacier
storage.

Storage Class:
Glacier or - -
Glacier Deep Archive

1. *¥){${#7F1EStorageGRID S4*H
EEMBREMEY - BRGEARER ZRYMHHTZEStorageGRID

42

EEIDHREED « TGlacier) EfsGlacierf#z5 4k Glacier Deep Archiveff#fFz54k - BE—18
514k : Glacier Deep ArchivefZZERAZIEIPRIZRE o EZIEASHIZEREE ©

Client retrieves object
copy with 53 GET
Object request.

Client restores a
retrievable copy with 3
POST Object restore
request.



2. YU ESIEiIHEHFM

° MR ELFEFIS3 Cloud Storage Poolffi A E (I ERIILMREAEFRT ~ StorageGRID BIZ ¥4
ZCloud Storage Pool}5ERIIMNEBSIFETFE ©

° MR ESIRIREAFE MR « AR iRfEARRI R LUfER StorageGRID 2RES389S3 Get ObjectZER R
FREM ~ BRIRMIME BB EGlacierf# 7 o

3. M= EGlacier (FIAHRENAVARAS

° AR BB E GlacierE 772 o BIM0 ~ SMERS3EFERISe G LA L AniBHERAAR « LAIHEBCKE
YR EE Glacierf# 1721 ©

@ INRECRBERYM - WIARSMNBSIHEFERIEEHAER « MEXAERIE
{EGlacierf#F4HR 1 2 1S3 POSTYMHERAPINRETFRRRFZE ©

#5704 Cloud Storage Pool FRA SwiftFl B iRHRENEIIH o SWIft RZIRMHBRERE
() - StorageGRID R AHIEUEMEMIAES3 Clacier R BHSWItHIE - B HiSwit
Gt ERUEBUELAES G ( 1403 Forbidbid®t I ) o

° TEERAHAR] ~ AP IRFE 2T T LAE A ST E R AR BRI F BUARRE o
4. ftGlacierf#FR B EFEMMH
R EEIAEGlacier#FRHE « AR HEARAIZEHSIYHRERENX « KA HEERERERESS

BinfEFE o WERSIEEAZHKFEFERNNERHZFEE PRI HERERNRE - UHHEREEER (0
& REHAE) - BETTHEIESHNEIERE « 41 BENROEEEIAVIRE

f1StorageGRID Y4By —(Bal SEMA A ER A BIMBRIVEHFN E - RARES
()  BELMERERER - (ClacelBRYILE - HRH « CAILIER TEUFWE BX B2
HER SR -

o. ¥+ EHRREN
MHERZ%E ~ ARIRERAREIMAIMUEN TGet Objects (BXE¥H) ZEK -~ LUREUERRAVH o

e
"fEFS3"

Azure : Cloud Storage Pool¥J{4-894 &3 1A

Bl EER{#7Z7EAzure Cloud Storage Pool ¥4 A4 ap B HAPLES o

43


https://docs.netapp.com/zh-tw/storagegrid-115/s3/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/s3/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/s3/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/s3/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/s3/index.html

44

Client application

Client stores f‘ Client retrieves object
@ object in | @ copy with $3 GET
StorageGRID. : Object request.
1

StorageGRID

A

StorageGRID ILM
moves object to
Cloud Storage
Pool.

o

Azure Blob Storage
(external container)

Client restores a

retrievable copy with S3
POST Object restore

request.

StorageGRID
sends request to
Set-Blob-Tier:
Archive.

— - Archive Tier
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ZECloud Storage Pooli§E#ISMEBAzure Blobf#1F A 23

#E/01#&#Cloud Storage Pool #4 SwiftFl A umHRENI I o SWIft R Z IR BRERE
() 3~ StorageGRID RULFHMEMEMEMIAZE Azure Blobt S EBNSWIthIEE o S HiSwift
Gt ERLUFIS LS GAR ( (403 Forbidbid® A1 ) -

MHBEERERE (FEEBEENARE

¥4 ZE Azure Cloud Storage Poolz #%StorageGRID ~ I EI#&¥)14+ B &5 E E Azure Blob{f#/ZERIEE o

- IR IEIR

MRYEEHAERIERE « AP IRRAREIIMAINZE HSIMHRERER « eI HINEREREAzUre
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BRI ERE - 8BRS EEAzure Blobf#72/$41fE  StorageGRID—BZRYIGHEREE
SKEYZIHEAE  StorageGRID BENAI &4 SR OISR IEE o

1 Storage GRID Y34 H9—(BS SEMEAtZFER (I BBV EFNE | - RARES
()  BELMERBEER - HREEREERNE - AR TSR [IeE) BX -
B A o

S. ¥ EREEX
MHRIE EAzure Cloud Storage PoolZ & ~ FAF IGEFFETURAEEE H Get ObjectEK ~ WUEECGERIIYI4 ©

B R B TR
EinfdF 2R S EERRA PIEMEE N

7£StorageGRID /MBI BEHEHH A ZEHNER
&A] LUER Cloud Storage Pooliié StorageGRID ¥ &R EISMNIBAIE ©

NS StorageGRID #EAFEHRER « Bin#FrE RithiYEER T ARBRERRIFEXK o [ - KrlfeE
ERHS3 POSTYMFZEREK « 7 8E7FEXCloud Storage Pool FRIE DY E S o

BigEEE RN A4 B R B] AR R1E StorageGRID A EFHIEE S #Z S EMILt R EPiELNE
¥l o TN RYIEHIME—FIERIE AL Cloud Storage Pool™ « StorageGRID BI|fFANetApp B BFERE ~ W 1EIIE
BT ENBE_ E RS IRAE AN o

ERBREOBRRALGE !

1. BuBE—RinfEFERM o

2. REILMRA « MHEAERRETHEFNR L (BRIERREES) - LRE—MHESHETER
HEERhE

3. BFRAFTEEILMIRR - 2478 « RIRARABNRA o
B EHEStorageGRID AZE KD BRI SN E
TR UERAEIRHEFERM « Y4 E7FEStorageGRID AEIZ ARG TS o FIUN ~ RREBREMHTE

& ~ BERRRIOEFIEEYH MRERE) - CAUERZRFEEERMNEDI BT « LUIHEREERE
A FER StorageGRID HEMHEIRRARAIZER o

BEREDBHERAE

1. BB —RiRfEFEER o

2. REILMRR ~ & MERMA L RFARBERRF#EFE R
3. HRAFMEEILMRR] o 7218 « R LRBRA o

HEE S AR I in RS

MREEZRIEER D EHEREZERR « IUREZSERimFEHF o ILMRRPHYERESR RIS E R
EBEZRRFHETFEROPEMG - F140  ERISERZEFETFAmazon S3 Glacier FELEFE A SR ATEREII M ~ L
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FzAzure Blobfi#fF & s R EMHE P SATEERIYIMF - SiE ~ IERIBERRZEEAmazon S3 Glacierf2Azure Blobf#?F
RFEZEBRBER - FRSEZRKERFERME « FicE - —RAERVGREET—EASREEERLP -

AEBRFZAZRRRAS

1. BYRZ10EZHFFERM o

2. REILMRA] ~ UEEEENFRRRBEENMHERMBEFESEZRFEEERMP o FlU - BEEEATNY
4{#727£Cloud Storage Pool AFR ~ i i {#7Z @B I E7F1ECloud Storage Pool BHRIE ~ i1+ TE
7£Cloud Storage Pool AR —EZEFR ~ FAE 48 ZE Cloud Storage Pool B

3. WRAFMEEILMIERR o 7A1%8 « R RKENRA) o
Einf#EERNNE S

MREHTEERAEHFEFE R H7% H StorageGRID BEEE R4 « BINEERRTE
MERER#FERNNEEEE -

—REE

* & * Amazon S3 GlaciersiAzure Blobfi7r S H S KSR « REHEMAERIIRESR -
PAT ~ LRI R BRI R AIEH B © EBENBENBRNA « CUAEEARRSAT
MER ORI © REEHHCRTREROAS BRI -

* A7 Cloud Storage Pool A% SwiftFl P im#EEXEYI 4 o Swift RSZ IRV BIZIREK « StorageGRID A th##
JEREEVE(A 2 832 4 S3 Glacierf#77:2 Sl Azure Blobf#EZERTEERISWIftH)H o 2EH Swift Get¥) 1 E K LKA
IELEYIHREE LM ( 403 Forbidbid2 A1 ) °

. %E’:‘ﬁéif;ﬁﬁ”ﬁﬁﬁﬁﬁiﬁiﬁlﬁ*?%ﬁiaﬂﬁ%#ﬂ’ﬂﬁ?@i7][] « Bt R 1EEAFabricPool 38 X IEAEN E S EEE R
B B E RtV E
EEN Binf#EFE Mz A « SN BLEIIIMNBSHHIFE I IMNEFAzure Blobf#FA2s « UEAN Bimi#FEMN o 24
% - E1&1EStorageGRID AR &HE BinfHFHE « HBEIEE FHIEN ¢

 (HERGEERY | Amazon S38{Azure Blobf{#ZsR1 ©

* WNREEERAmazon S3 ~ B|BinfEEFEE RS A BBECAWS Secret Region (* CAP (CZSTEERA O#8LL) *
) R -

* ATESEN A S3RVREL)TE o
* FHREFE AR RRIARTS iRES o
* FRRFFENETHRFAENEE -
° * 83 ERMNTFINERIDM W R FIER o

° * C2S* ! fECAPAIARZFENS & FsEERISTREURL ; fAARESCASNEE « AP Insdss © AP IRsE RN E LR
; MIRNEZIRENE ~ IRANREZERMENS

 * Azure Blobf#F " 1 1F/5 2IBEIRE £18 - BLETBRHLARAFBNTERE -
© AT LURIEE S TCA TR R TL SR B A SH0EAS o
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RinfdFE NPT RERIRNEEFE

EERRILMIEE TR Y8 A B8 15 ERICloud Storage Pool ~ &4 ERTE B S AMIHZEZAMER - &
AR T3 EZIB R EACloud Storage Pooli@zH o

HR#EFERE ~ Cloud Storage Pool & ff /3 FFIEIZIE :

* 80 : AN LUhttpFAZEAY IR ELURI
* *443* : FRAR UhttpsFATERIHEEURI

TRIUER L SRE IR FEFERNE « IEEFERVERIR o

ég%@ﬁﬁﬁXﬁﬁﬁﬂ’ﬂProxyﬁﬂﬁéﬁ - AR TE #FProxy ~ BRI B BXEINERIRES « FIUNAERMER_EAYIR

REZEE

EEGRAZRREEFERNENERRHERE EEEBEREGT J‘E‘ELZ? Jﬁ'ﬁ o fEwiBE EFINEIRPIERE
ERERRIMEBR A « WARIE A StorageGRID Cloud Storage PoolZE/MI7EIR BN E R £ - BEMEEER o

BEETIMNERiRf#F B RithinR R StorageGRID ~ EE BN KEERREITERIES] « UHFRTENITIE
HOPEZE o BEPAIE EEERE AR —EERSIMN A « (BRI RiR#TFERMBIR A R E R S3eAzure PIEFYIHBVEERS
PRASEY—/\ER S ©

MRIEEERYHEIMBCloud Storage Poolif2h#%[clStorageGRID E¥F ~ AISE G EEF SIS ©
f£StorageGRID FHME—IER T ~ ¥ EBRISER Y4B #ITINAE

* I —HEARAECloud Storage PooldR « MHATEHYIE(#77 StorageGRID TV AR TE
VIR o EREER T  CEREEHREILMBRIFREENT o ETILMHER StorageGRID ~ ILIAEREF
HBEER « ERHCloud Storage PooEERIIE © S48 - FEAHER N5 B R AU M TS AR TEAE
& © StorageGRIDYI#4#[EStorageGRID #1141 « Bl 7z iRy ARI R o

* Mt EREAHEFERRIEMER o NRHFRIME—FIEREZAS(I5  Cloud Storage Pool# + StorageGRID g
HINetApp B RBE R ~ WAEENEFENRL LIRS

EYH1EStorageGRID Einf#FE R M [OIZE &R StorageGRID ~ HHHEEYHREIRHEFE
@ TRAIGERE R HZEER o ERBREWH AT - BIASEEMTSZIBEIPT « LGB &R R &5 E K A8
RARR A o

S3 : Cloud Storage Pool{#7Z & FrERy R

AR Eim#EFERMINESHEF & AT B SR 4 JB1% T StorageGRID %1% ~ UWERMHBZETEE ~ BUSMHAR
A& ~ WEFRFEGlacierf# R BEERYMHES - BAEIE W StorageGRID T ~ RR2:EASES T2 ST L AU7ZEUE
(s3:%) ; BE - MREEZMD ~ FEERANERT TSR StorageGRID LUHEEA :

* s3:AbortMultipartUpload

* s3:Deletelbject

®* s3:GetObject

* s3:ListBucket

* s3:ListBucketMultipartUploads
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®* s3:ListMultipartUploadParts
* s3:PutObject

* s3:RestoreObject

83 ! INEMEFEESBINEESA

Y14 7£StorageGRID Cloud Storage PoolP15E 4 2 [ET28) ~ R HILMFRBIF]StorageGRID EIREILMIERAIFR
il o MR~ RBIRBEEERMPISEINESIHEER « BEEAmazon S3 GIaC|er:3?.S3 Glacier Deep&#tg
(HBEEBEEGlacierf@ AR NRBERAFR) Y4 « B RHZMBEENE B ERAAREFT S

MRECEBNE R RFHEF OB - KWAEINSIFEEE LRI BENEERAR - MEXAERAIE
{EGlacierf#774RR 1 2 38 S3 POSTYIHERAPINRETFRER G EE o

I3 ~ BB Storage GRID ESHLFFIL IS EE M 4717 EIRHAOFT A VSR EAmazon S3 Glacier#77 &2
%  CATLUESNBSIRETFE LRI A BBAERE © ISR FHIB—BhfE (- Transition *)

<LifecycleConfiguration>
<Rule>
<ID>Transition Rule</ID>
<Filter>
<Prefix></Prefix>
</Filter>
<Status>Enabled</Status>
<Transition>
<Days>0</Days>
<StorageClass>GLACIER</StorageClass>
</Transition>
</Rule>
</LifecycleConfiguration>

BIRRAGTEFMEEMUMHEIIZA (FFED « f£StorageGRID MU REBREZHFEFHER) ~ KHEIRE

% Amazon S3 Glacier °

HBEINEMEIZERN S apiEERRS ~ /0{ER* Expiration*BI{ERE BV AIRHAHR - BEASEEER
@ SMNEBEATE R AR MIBRBHEAIYIH o MNRETHE E X StorageGRID E X ZECARANYIY - iFEEK
EIMIBREIIE o

R B RinEHEF P AYEBEZES3 Glacier DeepsFtg (MIEAmazon S3 Glacier) -~ FBIEE
<StorageClass>DEEP ARCHIVE</StorageClass> 1t EEariBHAH « BRF AR ~ EHIAFA Expedited
R 2 LITES3 Glacier DeepStE i@ R4 o

Azure : FHRENE S

EICREAzurefFEFEIRE R » OIS TERIIFEEERES Hoty (B) T MCooly (18) - BIAMNZiGf#Z
BRMNEEFEIREE « CREZERABMATERE - BIERYMGRBREZHEEER /HJE? BRBARIIENRES 5
&) ~ BFERMERNHot (BY) RE - TRFRIERAZEIORAWEL S ABRIRYIGN E MR E

F ° StorageGRID
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EinfEFE RN
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EASREMDER « REF— I ERRE
7£StorageGRID WEB ~ AR — (D EREX
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EinfEFERANERA R FEEERMNE

7 o Binf#FE RN 7EILMIAR R P ERES
HEE - #REEFERMB—4AHFERE
B~ (BEimf#FE RN EERERS35Azure
imeh (IP{iit ~ 558%) KEE ©

BEEEREES
. ;Efﬂ*ﬁ@ﬂ@83gﬁi‘e*?€$§ (82¥5Amazon S3
* Azure Blob§F1EE

TERAPILMRA R —EZEILMFREY o ILMFR
BFE FEStorageGRID B A SR E EinfETF
BIRAM ~ UBMHBEneIeR o

CloudMirrori& & IR

CloudMirror{€ 2 iR T Al 210 B B a4
tStorageGRID # 1 (3KR) HNFEEEEZ
SMERS3fETEE (HRYM) o CloudMirrortE & A]
B SIERZE IR Y B8 S ©

FHEEREFERAAEEENIS3 APIE
ZCloudMirrori2h (IPﬁ'Lth - REEE) KR
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% -« ZIPIRPEENTAHEERETRES
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meERERE
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ERMERIA o EHRM R AMIBR B B9ith i
FEEHIY « MAGRERIE ©

CloudMirror B B9t R ¥ (H 18 A4S
5 StorageGRID 1% * FItEA]7£StorageGRID
IR Z AT EEEE ©

EiRtERELEE. (Amazon S38{Azure Blob Storage

) ~ StorageGRID URFESMEEFEE NS 2RFTRHNE o

TEEZNER

* WA EB SR IRRYEIEE 285 A Grid Manager ©

* M RRBR R ERNFEUER o

* AR ERFETFERMIRELER) o

* Cloud Storage PoolFf2BRRIIMNI ETF B B IS BIFE ©
* B ARAFINREF RN A BMENMMEREESH -

RIRERI(E

Cloud Storage Pool @15 B —4MIRS3fETZE T Azure BlobfEFEA S - —BREEFEZIRHEEERM - IR ER:EHE
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FER
1. 842* |LM > Storage Pools* °

LRI MEFEERN BE - AEEIMEER | #EERNNEiRHEEE R o

Storage Pools

Storage Pools

A storage pool is a logical group of Storage Medes or Archive Nodes and is used in ILM rules fo determine where object data is stored.

+ Creaie || # Edit || X Remove | | @ View Details

Name © 11 Used Space @ 11 Free Space & 11 Total Capacity & IT ILM Usage &
® Al Storage Nodes 1.10 MB 102.90 TB 102.90 TB Usedin 1 ILM rule

Displaying 1 storage pool.

[ Cloud Storage Fools

“You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system A Cloud Storage Pool defines how to access the external bucket or container where objects will
be stored.

+ Crea!e!;_/'"Ed‘t:' x Remove:. Clear E“:;r

| No Cloud Storage Pools found.

2. TEEN ER#FFERN BRHP &R —T N#i -

BEENEATRCreate Cloud Storage Pool (RIIEisf4iz:ith) AR o
Create Cloud Storage Pool
Display Name @
Provider Type @ i

Bucket or Container @

3. BmATSEM :
ki siiPH

BTRRE R RfEFE RN RERENGTE - REILMRAE « FEAR
Z A8 o
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1R A8
R sEEY TR EENREREEEREIREILEREEERA :
* Amazon S3 ($1¥1S35(C2S S3E IR {#1F & R tSEHULEEIA)
* Azure Blobf#1E% 15
Mzt ECEEHERELE BEmESEHIE TRFRS « T8
81 M TEARESEEE ) FEK -

BrRE3¢Container AHEIRfEF MR IMIMNISIHEFEHAzure B2 HTE © T ILIEER %
B RRFFEN SRR ETEEN - TRIBILIERFEFIRE RN
REERHFERNE  CEAEBEIE-

4. IRIEFMEMMERLRL « STREER MRFSHEE TR M MAMR2SER:E) &R -
° "S3 ! IEE Binf#F EIR MR ERE s F A E R
° "C2S S3 : IEE Binf#F B Rt EesasF B K"
° "Azure ! 57 Einl# 7 B IRNAERE FEE R

S3 : IEEERFFE RN AT

gfﬁﬁJSSL_Liﬁiﬁﬁ”ﬁfn%ﬁémi’mE% v WREINE Inf#F E RN ImRFr R R AT o A
BE Bl NBAFNERIDMMEZEFNER -

CEENER

* {&w47E85 A Cloud Storage PoolfEZANE H ~ Mii§* Amazon S3 *15E A HEREIES! o

52



Create Cloud Storage Pool

Display Mame

Provider Type

Bucket or Container

Service Endpoint

Protocol

Hostname

Port {optional)

Authentication

Authentication Type

Server Venfication

Certificate Validation

=

5]

e

53 Cloud Storage Pool

Amazon 53 v

my-53-hucket

I HTTP & HTTPS
example.com or 0.0.0.0
147
v
ise operating system CA certificate v

* MRICEREFNEREEE « RILANBINISSHEENEFREIBIDAMMEFINER

TR

1. B R IREE RS ~ R THIE ¢

a. ERERERIGEFEERNREZERNERTE

FERBHREAHTTPS ©

b. i A Cloud Storage Poolf{alARES = 12 ek IPL o

fuan

A
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s3-aws-region.amazonaws.com
@ AN P E S ESTE o ERILUE* Bucketd Container-*# i ABucket£ 5 o
a. F{E ~ IBEERERIRFEEE RN EEAREREE
FIEHR (L B B A EFR TSR IR | EHHRA43AIHTTPS ~ EHHESOAMHTTP ©

2. 11 TE&3%) @&ERH ~ #EHYCloud Storage PooliZhFTEERIEGE4ERY o

eI sREA

EFEEE f?’fﬂYCloud Storage PoolfZERf « B HFEE S I DM FEE

E# B AZBSETFEXCloud Storage Pool &R - AEEZEEIR DI
EFEENELS °

CAP (C2S7ZEXA O#8ik) &3 CZS S3 o AifE "C2S S3 : 5 B & Rt RS 4E
o

3. YNRIEEFEESRE  BRATIEN !

E=I1g 2B
FEEIRID BERINEBENL 2 IR P BYEENE&ID o
R EINEE BRI R FENEE ©

4. 71 MAAR2REEEE) @R  BEEESETLSESERRHEEFE N /RENSE ¢

1B Sk
FEREERAACARE EREERG FRENTERCARERFEEGRLS o
ERBEFICAR:E EFABEICAREE o #—T MEE T#g) - 7A1%2 _E{EPEM/encoded

CARsE °

a7l BREE REE AR TLSEARAY/&REE H R BRsE o

5. 4%—TF [*fiF ) o
I B 77 E B StorageGRID ~ TFHITHALR &I 8177 ©

* BEFAFENRBRMESEFE - UnES I UERITIEERIEIRIEL -
* RIRECERERAREER « URHEFERAZRREEERM o F70BFRILES - HRMEA x-ntap-sgws-

cloud-pool-uuid °
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Y18 Cloud Storage Pool§RHS4HK « (G WBISEIRAE « MOFERBAMMNERE o FI - MR BBERRIE
ENREE R - TS QWSS o

@ Error

422: Unprocessable Entity
Validation failed. Please check the values you entered for errors.

Cloud Pool test failed. Could not create or update Cloud Pool. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

A2 R BEAECloud Storage PoolBJ1ET ~ RREIRE ~ AR B R E & #TFCloud Storage Pool °

GG
"SRR IR AT E R
C2S S3 : 15 ElnfAEE RN E R
EERBBETRRT (C2S) SIMHBEEEIRFEFSRMER « LHEFC2SIEFEA O
uE (CAP) REAERELER! « StorageGRID MU {EESR2AIUERE AT ~ LUEER
HIC2StHR P TFEXSIE IR ©
CEENEMR
* &5 7B8 AAmazon S3 Cloud Storage PoolfIEAE T « EIFEARFSIHES o

* AR StorageGRID FEERIURL ~ UEREEURLAESINECAPEARSEVSEH Y « BIEiERGET
HIC2SIRFRIFTA L ENERAPIZH -

T EEA REENBATREIREEN (CA) %EMNMERSEICARE o ILRE R AREFECAPERSBING
43 © StorageGRID{EIAR2FCARE A EFFIPEEARES ©

* BARAHBEENBITRSEREEM (CA) ZENBRIKESE o IWREANR B SHNS D HEFIECAP
fAARES ° StorageGRIDF A iin/Rs5 1 A EFAPEEARS « M AL AEESFIIEHNC2SIRARIER ©

* ARmKRENEE —EUPEEMARIEHNFAE &8 o
* MRARIHRENLESRENE ML AER T ERE o

1.7 TEEsE) @R - 1 TERsEiRE) THIZUREDIER M CAP (C2STEEALMEIL) 1 o

IERF S BERCAP CGSEEsEIRIIL o
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56

Create Cloud Storage Pool

Display Name @ 53 Cloud Storage Pool
Provider Type © Amazon S3 v

Bucket or Container @ my-s3-bucket

Service Endpoint

Protocol @ © HTTP ® HTTPS

Hostname @ s3-aws-regicn.amazonaws.com

Fort (cptional) @ 443

Authentication
Authentication Type @ CAF (C25 Access Fortal) v
Temporary Credentials URL @ hitps:/fexample com/CAP/apifv 1 /credentials?agency=my

Server CA Certificate @ Select New

Client Ceddificate @ Select New

Client Private Key @ Select New

Client Private Key Passphrase
{optional) @

Server Verification

Certificate Validation @ Use operating system CA cerlificate v

=3 3



2. RETHER :

a. ¥ EAISEURL” « 5581 AStorageGRID 5TERIURL ~ LUEZEE(EURLAESINECAP ARSI BT & A
5%« BRI ISHIC2SIR PP B L EMBERAPIZH -

b. E#*fAARStorageGRID BCAR:E* ~ FHZ— N EE T#TE ) « 2418 LEEIHEEsECAPRIARBIPEP-4R
BECAZREE ©

C. B4 AP UHRESE" « 55— T lSelect New* StorageGRID (GEEFM*) | - A% LEPEERIEME
75~ UHEAR ECAPEIARSS ©

d. ER APHMLEESRY « FiE—TER Mg * -« A% LERPR/SENPEP-RISAE TR
MELZZWEME ML BAERERRIN o (RSZIEPKCS #3MEMT © )

e. MMRARKIMEEIBENE « AMAZIREZ AR IRTLAEEE - T BB P IR ESBEEH
TJF?E::E3°
3. £ TABRESER:E1 BERT « IRMETHIEM ¢
a. BAYREEE  SAEIFHEB]CAKRE ©
b. ##—TF TEEEY #HiE) -~ J3%8 LfEPEM/encoded CAREH ©
4. #—TF T*fFFE~1 o
BT B B R StorageGRID ~ FHIIAER S $1T

* BRHFENRBIREESFT - UWRESAIUERTIEENNEKIES
* RIRSCEERARER « URHEFEEHRFAZRREEFERM o SH/70BRILES - HRMWA x-ntap-sgws-

cloud-pool-uuid?®e

f1E Cloud Storage Poolfgs85<i ~ S Z U EIFEERE ~ REFERERMBVER o FlUn ~ MR BELERFBIERH TS
ENEEEREE  OIRcGREHER

@ Error

422: Unprocessable Entity
Vfalidation failed. Please check the values you entered for errors.

Cloud Poaol test failed. Could not create or update Cloud Pool. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

A2 R EEPEAECloud Storage PoollVIET ~ FRARIRE ~ ABBRE S #FCloud Storage Pool ©

G
R T R
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Azure : $57E B ERNABRE AR

BRI Azure Blobf7Z:% & HICloud Storage Poolf ~ #4787 StorageGRID b

ZBContaineris EIR B L BAMIRE £i8 ~ LUERKRHEEFEDHE -

ERBIESR
* {24785 A Cloud Storage PoolfJE A ~ Ai#&* Azure Blob Storage*fsE AL IERLEE! - *HE iR FE

R TR o

Create Cloud Storage Pool

Display Mame
Provider Type

Bucket or Container

Service Endpoint

LRt

Authentication

Authentication Type
Account Mame

Account Key

Server Venfication

Certificate Validation

B
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e

53

&zure Cloud Storage Pool

Azure Blob Storage

My-azure-container

hitas: i

myaccount. blob_core.y

Shared Key

se operating system CA certificate

-

vindows.:net

1 3

* W ERIERRFIRE IR F#FEEPT ABlob#FABNA—ERHAITT (URI)
* CAREREIRP N RBNWE R - L UERAzure ADPILRSIHELE(EE -




1. 1E TRFinRS BRRY ~ BARNRFIARER#FEE ZBlob#ERSEBNRE—ERHT (URD) o
LR ER—TEEIUEEURI

° https://host:port
° http://host:port

UNRIEKISEEIZIE « TER T HEIZIB443B I HTTPS URI ~ MEFES0AMHTTP URI © +* Azure Blobfz#
FERZBHIEHIURI * © https://myaccount.blob.core.windows.net

2. EEsRE R ~ RIETIER ¢

a. #HEIRP R ~ BABEAIMNBIRTS B 23 09BlobETFIRP %48 o
b. #H¥IRFEIR* « BABlobfEAFIRANME LR

() sitazurelts « CUBEAHSTSMES -

3. EHAARERERE @R « BEAERA TLSERE Rinf#fF it Z/RENT I ¢

IE =B8R

EREERFCARE FEREE ARG L REMTERCARERIFEERLR °

ERBEFICAR:E EFBETCAREE o #—T MEE Hmg) - A% LEPEP-ARIFER
o

BNEREE /RS BN TLSEARRYREE M AREREE ©

4 B—TF T*f#fz*1 o
ERHFEiRH#TFE R MK StorageGRID ~ FHNRER G2 HAIT

* B A SMURIZEETE - UREE A UEREIEERIDEERER
* RIRECERERAR S » LR EHR B BiRFEFERN - S57BMRILER « HA#EA x-ntap-sgws-cloud-

pool-uuide°

YN Cloud Storage PoolfgsE R « MEREIFHRAE - SRPARRERMBIRER - fIgn « MR B ERFHEHERNEIS
ERBB[IEE ~ ARG HREHER

H2 R HE#Cloud Storage PoolBViEm ~ fIRARIE ~ AR BREH #1FCloud Storage Pool ©

1ERAERR
"R PR R IR EE SR

REZIREFERD

ISR L#REECloud Storage Pool’REBEH 28 « FRISIHBSNEMEMEN - BROE LS
ECloud Storage PoolBS3f#FE T Azure A28 ©
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ERENES
* AR IERVRIEE 285 A Grid Manager ©
* BEEEENTFEER o
* AR ERFETFERMIRELER] o
1. 3%&#2* ILM > Storage Pools* °

It KR TRE7FE Rt BEE o Cloud Storage PoolsFRA& &% HERAHICloud Storage Pools °

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or
container where objects will be stored.

Pool Name URI Pool Type Container Used in ILM Rule Last Error
®* azure-endpeint hitps:/istoragegrid.blob.core windows.net azure azure-3 v
s3-endpoint hitps://s3.amazonaws.com s3 s3-1 '

Displaying 2 pools.

I

2 BEIEBEE T RIS o
3. H—T " o
4 REBHEETLE  REHY  REEEERESE o

() cEresmRErERnnHEREL  SHEFERACSES -
MRAESEAI 1S T FRRSSSURR BB - TTLURER 1R E AT S8R0 B AT R A0S o
5. 45— ") -

BR#EERFEFERNEStorageGRID ~ B E RIBN A s RIRFB MM ERFE « UREBIUERKS
EBEREE R ZKTFRN ©

YN:RCloud Storage Pool&gzEK R « BIEERREERAE o FIU0 ~ MNRFERTHER « AJAEFIREHER o

H2 R HE#Cloud Storage PoolBV3Em ~ fIRARIE ~ AR BRE S #1FCloud Storage Pool ©

e
"Binf#FERINEE"

SRR R E R
BIREiREEE RN
TRILBFRILMAR R R R EA B FYHFER N Em#EEA ©

CRENEM
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R BERZRINEIE 23S AGrid Manager ©
IS EBRERE R ZEVERR ©

CERRSIHFENAzure RS S EAMMH - MRIECEABIFESYMANRInEH#EN - M EHR -5
20 RBEHREIRHEEERN o

@ E &} Cloud Storage PoolfFStorageGRID - #1ZECIERE A RIZER A - LUSE AT
ABIRETFA o SBNBIHFRBEIESE - ntap-sgws-cloud-pool-uuid °

TEEBIRAEEREEEMILMIRRY

TR
1. $842* |LM > Storage Pools* °

IER IR TEEERN) Bm| o
2. FEEXEAIRTEILMR B PR Z Binf#7F AV SRS
MNRTEILMARR]HfEACloud Storage Pool ~ BIEEERERSER o TR8FR) %EREFMA ©

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how fo access the external bucket or
container where objects will be stored.

Pool Name URlI Pool Type Container Used in ILM Rule Last Error
*  azure-endpoint hitps:/istoragegrid.blob.core windows.net azure azure-3 v
s3-endpoint https:/fs3.amazonaws.com s3 53-1 4

Displaying 2 pools.

3. #—T T#bR1 o

BERNFE RS L & o
A Warning

Remove Cloud Storage Pool

Are you sure you want to remove this Cloud Storage Poal: My Cloud Storage Pool?

=13

4 #5—F TR o
TR ARG o

FERAE
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"REEE A R i A J R
SEHBHR IR EFE RN

MRIEEEI ~ REMBFEREFHRGEEIFER « A (EREERARHE D BRI EN R
Fliﬁ 7H o

FIENR A RS

FHEHIT—REZHICloud Storage Poolf@EARTERE « URAREInf#TF hAESF « M BEZE(FLE

% o StorageGRIDMIREEZANEEEATIEE « [FFERN BEN 'ERFEEFEERL fEH0N 'RE—E
#HaR WEET RS -

TRETHHSEZRHEEFERNEAZMRTHES « TEHEREENREERRASAXA -

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store ohjects outside of the StorageGRID system. A Cloud Storage Pool defines how fo access the external bucket or container where objects will be stored.

Peal URI Pt Container Used in ILM Rule  Last Error
Name Type

Endpoint failure: DC2-51-106-147: Could not create or update Cloud Storage Pool. Error from endpoint: RequestError: send
. 53 10.96 106.142-13082 =3 53 v request failed caused by: Get hitps://10.96.106.142:18082/s3-targetbucket/x-ntap-sgws-cloud-pool-uuid: net/http: request
canceled while waiting for connection {Client. Timeout exceeded while awaiting headers)
& minutes ago
http:/ipboerkoe@10.
Azure 96.100.254:10000/d | azure | azure +
evstoreaccount1

Displaying 2 pocls

IESh ~ IR EBRA S EFRAZIB AR5 D EREE— ‘Ji%’v@%ﬁﬂ’]fﬁiﬁﬁ{u%ﬁ/ﬁ =~ BIE &3> Cloud Storage Pool
BARERET o MREWEILE TR E FEAEMN « FREHFERMNEE (B2 ILM > Storage Pools*)
1B LastiEsRl (LEREER) HFRIEZRAE t%ﬁﬂ??‘]iﬁ%ﬁ?ﬁ@i&—ﬁu °

BEHERETEHR
RAERBTREZ & ~ TAI LIRS EMR o 1€ [Cloud Storage Pool)  (Eif#FHIRM) BET

EmRLREIEIZER « AR —T NERRIEER) o HESENS235H StorageGRID ~ HARX ItE#E R EBPRCloud
Storage PoolfY5:R o

Error successfully cleared. This error might reappear if the underlying problem is not resolved.

MREEREECHER MATBETIERAE - 78 - MREREEN KRR (HEFIFEREESR) - fHiRlE
EHELDERNEETRT MLast Error (R1EHE:R) | Hd o

$532  lECloud Storage Pool & & JEFEHIRIRNA

BEREL ?ﬁiﬁiﬁﬂﬂﬂfﬁ?aﬁ“ﬁ%ﬁ/ﬂﬁ - AJREE B TR - MRFEEFEHRREE « MEFEULER «
ntap-sgws-cloud-pool-uuid tZsCHEE ~ (EZIER KRB TERARIUUID ©

—A& M StorageGRID = ~ MNREIEEEILEFAICloud Storage Pool ~ R —{EHITEREE/EEREERICloud
Storage Pool ~ BRI & & Z| th#553 o
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S NP ERRIEERRE -
* SRR EAAEPRE AN ERILEIREERIRM o
* fF% x-ntap-sgws-cloud-pool-uuid EMREEIRFEFERA °
faaR | HURRU N EMZIRETA o inRhE LR

SREABUNFREZIRFEAFE RN « oEFBEILHER o IRR RN EBER AR B StorageGRID
T & NE ACloud Storage Pool ©

EHEEERRE - FIRRIRRLAERAS

* MNRERNEE S Getur: EOF T ~ iEAN BiRH#EEFS RNRE RS S RSGHTTPEERIRE BN E
BHTTPSHASSTAEFE ©

* MMRERNEES Get url: net/http: request canceled while waiting for
connection - FEGDAEESAHRE NS THRTF BN RGTF BV I Ein 7 B IRV ARTS tn Rl o

* WP A HinRsiEiRE ~ FER MY HP—IEHZIE !
o ITEAR A Cloud Storage Poolii AERI BRI AR HEFE « ABRBRERAFEEFHICloud

Storage Pool °
° FAEIEEACloud Storage PoolEEH B HEFELTE « ARBRESFHFHBICloud Storage Pool ©

ERERBEY N RETHFEFERMNE « ATEZBEILEHER o MR E Cloud Storage PoolBF ~ AT e
7\5’3"%;:3 e EHERStorageGRID °

AEEERE « FRECRENCARERESAME -
iHaR | A E BB LIDM EiRfFEEFEE IR

ELEAREIMFRIRHEFE RN « TAE B TR - IRIFFEO404E1FE « sEHEULER - BaJAE
ﬁ%%"F@JEEF'—IE

AR EiREFENRREE R R A HEFEEAERER o
FAREIRFEERMN#EFEERS x-ntap-sgws-cloud-pool-uuid {EsCHEE

BER MW EL RIS IERE !
* BEERENFNEHEMBNNEREZESHEVENER -
* ARGV EERGIEER4REECIoud Storage Pool °
* WNRAERIERE ~ B4R SR E0FT o

$E32 | #EXE T Cloud Storage Pool AR o RELEE £t

ERERMBRERBEERAR - JREEBIILIER o ILHERR TEBEF N AR BEFStorageGRID #£:E
HYCIoud Storage Poolf#F&#FEAR °

EEEIERE  FIRRIRRAVIERAS
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THER | M ENEEILHEER
ERERMBRERBEER RN « IR @TIEEER o Y1 Cloud Storage Pool @ S HILMBRIZENER - 7
5 %E Cloud Storage Pool Z Bif#F/EFEFETAVER « SZTEEILCloud Storage Pool Z & HEFEMEFEFHNE
fhaRE R « B fEAMI PR TR o
AE A TV ED RIS IERRE -

* 3BfkHR TStorageGRID Cloud Storage Pool#)fFHIEdniEER1 FEVIE ™Y EREYIH -

* MREEEHBENYGLIERILMBEEZHFEFERAT « FEFHMREEE PRI -

@ D17 FEMFFILMAI SEM BT Binf#F ERANP Y - WREHRES1EStorageGRID If1
SERFEVFEMIPREVIMF « IECEIREIMBREID M ©

theR . ProxyEHEE RinfAFE RS ESMNTTEER
MRECEEHEFNMERANRER#EEEERIMNBSIIHE 2 MR E A EHNHEEProxy ~ BIFSEZEEILEER o 10
R4MEBProxy AR 23 A EE Cloud Storage Poolim®h ~ TRE 24 ILEEER B0 ~ DNSEIARES Al S H A AR 1%
018 ~ B L IMIBAERATRE o
AE A TV —HZES RIS IERRE -

* BEERHFERNERE (* ILM > Storage Pools*) ©

* BEREFProxy AIARZSHIARRRARES ©
HERAE
"Cloud Storage Pool¥J{4H94 dpiEHR"

TRILGRHFEF RN ENRARISS 5 (FIa6+3) ZIRAM: - LRTE MHSRIS) &RE
18 o AR ~ BEREILMARRBIME ST « AJLUEE TRIBRARNS) RIERE o RMAHT
ERA ~ A ERFERRNS R - BUENNRMUTRER K - TREDSHEREERM
PEYREFNLE o

RN

B RHREER T

* F R ERARIS R EE"

B SHER AR SR TERR

AEEY MRS RER - FREs MEFHH NREREERNENSRBAERL
B EH o LERARG PR EFFZIIMERARUITRER KRB ~ URRFRELER RO MHER

* B IRRVEIEE 28 E A Grid Manager ©
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* B AEARENFIVER -
* BERY—EREFER « HRREs—EEaNE I =AU L ENREER - RAMEMLSHIHEFER
MEEEREHRRIESE
FRERTIF

MRS REEPERANFEFERNMV AR —Ea N =EU LIt - MRIECBERMISHE « #F
BERMGAEDAEZESE °

@ T RHENE SR EFHANFEEE RN o EAREFEMRANHRERER

1. #&$ZF* ILM > Erasure Coding * ©

MR 4RES R EME) HHEBERNHIR o

Erasure Coding Profiles @
An Erasure Coding profile determines how many data and parity fragments are created and where those fragments are stored

To create an Erasure Coding profile, select a storage poo! and an erasure coding schems The storage pool must include Storage Nodas from exactly one site or from three or more sites 17 you want to
provide site redundancy, the storage pool must include nodes from at least thrae sites

To deactivate an Erasure Coding profile that vou no longer plan to use, first remove it from all ILM rules. Then, if the profile is still associated with object data, wait for those objecis to be moved to new
locations based on the new rules in the active ILM policy. Depending on the number of objects and the size of your StorageGRID system, it might take weeks or even months for the objects to be moved.

See Managing objects with information lifecycle management for important details.

+ Creale| # Renamg | | @ Deactivate

Profile  Status  Storage Pool Storage Nodes Sites  Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy

No Erasure Coding profiles found.

2.8 —TF T~ o
M2 ECEREMN ) HeEZ IR
Create EC Profile
You cannot change the selected scheme and storage pool after saving the profile.
Frofile Mame & New Frofile

Storage Pool @ [

3. A TMPR4ENS) REENME—BTE -

IHERARIS R EAE BB ARH— c IRECEARARERENRM « IEZREREFEA « R EERFR

() ERER RERAERIEILMRR BTN G E o
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Fromday @ 385 store | forever v

Erasure Coding profile name

Type  erasure coded v Location | Adl 3 sites {6 pius 3} v Copies | 1 -]-_ »

Storage pool name

4. ERUSAIL TRIERARES) REEFTZINREER

66

MRCHEREMERES—ES « ERELZERERNREEER - FRARFHRIER
@ BEERLE [FrAME) BREEERT - WRMEE ZELE « ITARIMLE TR
B SRTEAEEEAERRL ©

NRFEFERAISIMELS - CRELAERZFEFERNRETHERENS - BREAWE
IENREFERN  REFTANHERFEEGE -

©

BIENREERMNE « 7] ANESRSTE S E S RBRET N PNFEFHEMIE S BB MmET
Create EC Profile
You cannot change the selected scheme and storage peol after zaving the profile.

Profile Name & 6 plus 3

Storage Pool ©@ | All 3 Sites =y

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code © Storage Overhead (%) & Storage Node Redundancy @ Site Redundancy &
L) 6+3 50% 3 ‘Yes
2+1 50% 1 Yes
442 50% 2 Yes

SEFANHERFERE S ZHSIIL THENR -

° SHERAZTURE | THIRTIRVIHERARIS D 5% | BR R BR+REITEER R -

c fEAE (%)  ETRERBEHRYHEERKN N IENEIMEFRE - REEF=ETHRER K
RBBUE KR ERABEL -

© RETFERABIE | REHMHNEE  ERBMEMAEERENNEREEERK -
° IhEHE | ENNHERENBES AL BERFREYIHER -
AEXRILAHE  FRENREERNICAESSSELE - BELSHA BT - DUAFHER

IHEIEK o HIUN ~ EEERC+IHBRB A RRIIRIEAHIE « FENRFE RIS ARSI E D = Eih
8 - BsEnLaZEDA = (EEFmME -

ETIER TEERAR -



o{{T{

CERNREFEE RO ARHIE S HE - EENNREERNES S @SR « FHEHIRTIE -
TR UTEILMARB R EEALL TRIBRARRS) SRERE ~ AR ERRGHRTE

Scheme

Erasure Code & Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy €

L 2+1 50% 1 No

The selected storage pool and erasure coding scheme cannot protect object data from loss if a site is lost
To provide site redundancy, the storage pool must have at least three sites.

TERNNREFE RO S ERHEREHEAENEX - flI - EERNRFEFE RN IS MEL S
FRHE LR TS - MREEEAHRFEBRFEDGER A BEN—ERFFERN - HHRE
Bis &N fEFE RN - HRE=EREZIEE -

Scheme
Erasure Code @ Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy &

Mo erasure coding schemes are supported for the selected storage pool because it contains two sites. You must select a storage pool that
contains exactly one site or a slorage pool that contains at least three sites.

TR R e s —ES - MERENRT ERNEFERY « FrEREFAMSEIaesExRune e
a1 NEFEERM -
Create EC Profile
You cannot change the selected scheme and storage pool after saving the profile.
Profile Name EC profile

Storage Fool All Storage Nodes

3 Storage Modes across 1 site(s)

Scheme
Erasure Code Storage Owverhead (%) Storage Node Redundancy Site Redundancy

No erasure coding schiemes are available for the selecled storage pool. The storage pool includes the All Sites site

, 50 it cannot be used in an
Erasure Coding profile for a one-site grid

)

ENNHERFEEAENREERNTRS—E THEFENE REEEE -
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Create EC Profile
You cannof change the selected scheme and storage pool after saving the profile.
Profile Mame & 2 plus 1 for three sites|

Storage Pool @ All 3 Sites v

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code € Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy &
6+3 50% 3 Yes
L] 2+1 50% 1 Yes
442 50% 2 Yes

The selected storage pool and erasure coding scheme overiap an existing Erasure Coding profile. Use caution if you apply this new profile‘fo
objects already protected by the other profile. When a new profile is applied to existing erasure-coded objects, entirely new erasure-coded
fragments are created, which might cause resource issues.

FUtEEAS - FHEBE-AEEAR - BRS—E MG REERER2+1ERE « M3 —EREERN
FEEROOERAI S S EFERMMFNEFR—ELS -

HOACEAR AT R ER © BIEILMERAIRRIACAZREER SRR/ « MRRIMRERERE
E S HRERTEENRE HBRFEEW - StorageGRID QISR AW B - EXR G EEHEHR
AM2+1R R o BIEH—E TRIMEE) REEBEES—ERTHE TG EERE  AMEHNRE
FEEEAER o

5. IRFIHSEHBRRESR « HENCEEANHE o
EREECRPENRRIES R « CEZERHEEN (BAREESAITERMEN) BERTEEE
TR (BEZRBENESMBAR) ZRBUGTE o I ~ {E4+25RM6+3HRZRER « MRBELE
SMNOELTIREMA AT « HEEN6+375 R o MIRABRE B R BRI - LUA D EF SIS HA R RO AR RE (55
1~ EREU+255 o

6. #—TF T*f#fF "1 o

B R IH AR

AR EMana [HEFES RER - UWEEBEMRERERENINGEE ©

CEENER
R BERZRINEIE 23S AGrid Manager ©
© ISEERSE R EEUER o

1. #&%F* ILM > Erasure Coding * ©

MRS EME) EEMBEAIHIR - TEMdat) M [FH) HRESEEH -
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!+ Create | 7 Rename

Proﬁle- Status ”S't:oragt;. Pool Storage Nodes Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
1 DC1241 DC1 3 1 2+1 50 1 No
De22-1 Dg2 3 i 2+1 50 1 Na
DC3 2-1 DC3 3 1 2+1 50 1 No
* Al sites 6-3  Deactivated All 3 Sites 9 it B+3 50 o Yes

2. ERCESHHRIRER o
MEfenty M HEH) REBERA -
3. B— T EMEA*
MERan HECRENE ) HEEAIRMERNLIR o

Rename EC Profile

Frofiie Name EC DC3

=1 3

4. @A TRIERRES) REERME—RTE o
MRS SREERBEHIINEILMBRKEETRNRFEEERLATE

Fromday @ 385 store | forever v

Erasure Coding profile name

Type | erasurecoded v Location | Al 3 sites {6 pius 3} v Copies | 1 +_ »

Storage pool name

@ HERARIS R EE RTBL AR - IRECERRAREENRTE « BMEZREEEER -
e B ERREEES o

5. #5—T Mtz o
ERHEBRRIERTENE

MRIERTTEBEAMBRRERERE « BB RETERILMIAER P ERZSERE - AR
DUZ BRIFR4RIERERE ©
TERENER

* B IRAVEIEE 28 E A Grid Manager ©

* M ARBRERFEUER o

© M RRERD ~ BANRBEAERAERERMEEEENBUHZERER - RCEE—EXRETHRESRFR T
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MFFARES) REMRE « MEEEERAS

RAREIETLIE
EICER TGRS REER - ZREENSTERE MREBREE) BEELE - BERERYEHE -
!+ Creaiei # Rename || @ Deaclivate
Profile Status Storage Pool Storage Nodes Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
DC12-1 DCAH 3 1 241 50 1 No
DC2 2-1 Dc2 3 1 2+1 50 1 Mo
DC3 2-1 DC3 3 1 241 50 1 Mo
®  Allsites 6-3 | Deactivated All 3 Sites 9 3 6+3 50 3 Yes

TEZBEAEERN MERRE RERE - BIILMBRRIMKEETE « FERREHAIRERE - SEAEM
ERENF AR ER °

NRFFE FINE—IRIGH ~ BIRTBALLISERA TRIPR4RES) sREME | StorageGRID

MRS sREAEBRTARILMARRY

[BRARS) REESABRMEMILMIRL « EREENIHERFBEMTREDERINTEE ©
1. #E#2* |LM > Erasure Coding * ©

2.

3.
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MMprARISSR M) BEMBEEILIE o TEHeat) M [F/H) RIBEMEEH -
B TIRRR) - SRCEEA TGRS REERBIMEMILMARL

MREEFILMBRRREER TMIERRE) RERE « BIEEERZRERE - ISR F « ELDF—EILMBRRE
Fi* 2_1 ECERIEHE* o
Profile Status Storage Pool Storage Nodes Sites Erasure Code Storage Overhead (%)  Storage Node Redundancy  Site Redund
O 2_1EC Profile Used In ILM Rule Dc1 3 1 241 50 1 No
O Site 1 EC Profile Deactivated DCA1 3 1 2+1 50 1 No

MRFEILMBRIPERRERE « sFEETIITEHR -

a. =" LM > Rules * ©
b. $¥45HEERE) « REUEIERIATREREE - UHEFRRI 2SS ERLEERN THiRES] RE
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ILM Rules

Information lifecycle management {ILM) rules determine how and where object data is stored over ime. Every object ingested into StorageGRID is evaluated against the ILM rules that make up the aclive
ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule that is used by an active or proposed ILM policy

Name Used In Active Policy Used In Proposed Policy

' | 2 copy replication for smaller objects +
'®  Three site EC for larger objects <
) | Make 2 Coples

Three site EC for larger objects

Description: 6-3 erasure coding at 3 sites for objects larger than 200 KB

Ingest Behavior: Balancad

Reference Time: Ingest Time

Filtering Criteria:
Matches all of the following metadata:

System Metadata Obiject Size (MB) greater than 0.2

Retention Diagram:

Trigger Day ©

whEs T ——

Duration Foraver

a. léﬂj%lLM%ﬁﬂU@ﬁﬁf@%‘&%ﬁﬁE’\J TIERARES. RERE  SFFIEZARRE S AR ERTRHILMIRRS0E MR
I\I °

TEUEEEHIR ~ TAREME R =L EEC) RANGARIERTMILMIERA]
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Deactivate EC Profile

Are you sure you want to deactivate the profile "All sites 6-3'7

StorageGRID will confirm that the profile is safe to remove (not used in any ILM rules and no
longer associated with any object data). After this profile is deactivated, you can no longer use it.

5. MIRMEEEFLER « S Deactivate (1) * o
- {1 StorageGRID AR MRIMMERS, REHE « AUEIAEA SR o A AEMILMIARIRERL

° YN5RStorageGRID FAFARENR - G HIRHERAS o AIE0 ~ MRVHERHDL LR E TR ~ 7L
FHIRERAR - CAERESHHE « 7EBREAFRER -

REME (FEAFMES3)
ILMFRBAIRIREZ I SR F B R R IHREEY 1 « BER ARSI EEFEA R

FUE - MREEETRAPERASIHEERMAEERG « BRI ARPHHEER
B AE A& o
REENER

* W BFER SRR B 2SS A Grid Manager ©

© SRR ENFEER ©
RIREIET(E
EUSHEEFER « KO LUEEEERERINELFREER - IsT @i EHEEETMIE L RIAFERE - URbhR
FEIER ~ B AREERE « WREERENK

FEIILMARIES « (A B BB BRI B S IR o fI « EAILUREHER « RERE
TEus-west 2@t 17 > SIEETFENAIMIE o A1 EAI LIS B R B L M A T B A b O\ A
T2E0%E b B (AT o

REMER; « 5HEIETHIZER

* RIETER « FTARETRRE S AR S B i us-east-1&1 °

* RS ERGrid Manager 27 &1 « 7 SETE(EAE P BIERE N SIE A EEAPIR I ATAERT « SUTES3MERT
REAPIZRIIBRFIZERTEPIEEIFFARE o MRFEEMREREUZENKEEMStorageGRID BEIHARTEZ
EINPER « G ERER °

* BUS3HEFER - KU AEARIINEENRME - BiEREeN AR - BUREIED2EFT « BRGE
B32EFTT - BRFTREBF - FRNEFS ©

@ BN A AR AEU-WEST- 18974 o MR EEEFERENEHEU-WEST-1&13 « B ABFAEL)
218 o
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* NRFEE& L E A AR ERRILMERRASEZNILMIRA R  BIEEARRSUERZESE

* MNRILMIRAPIEAEREET RIS B ~ M ZRAFIEEEZNERL o i « MRICERAREIR
BEENERA) - e REER o (QD%‘”TILM%EE“JEP@%EHW%%EHE%%%% BiERRZESD - 2
fEFAGrid Management AP FRANMIEE MR EEZN &I « B G ELE BN EE o )

* MREEERABEREILSIHEFE 2 EMIFRZESE « AR ECBE2ERUERERGESRSHZHEFET
BUI ~ Bl RERTIE &I o

1. & ILM > regions * °

M&iE) EmMEENHIR « X5 HBAERNES o *"BIS1*ERTERED « "us-east-1"BIEECAE R o
Regions (optional and 53 only)

Define any regions you want to use for the Location Constraint advanced filter in ILM rules. Then, use these exact names when
creating 33 buckets. (Region names are case sensitive.)

Region 1 us-east-1 (required)

Region 2 us-west-1 + X

2. BEmME&E

a. B—THABT 4 RE—BENEHA -
b. ARISIHFEFERBEANEIFLE

ENRUHNEHNSHEFER « A ACAILRYNEHRBIERUERTERTE
3. BEBMRKREANESE « F12— THIERET x
MRECEABRENARERATRRISEZRANESE « BJEHIRERAS -

@ Error

422- Unprocessable Entity

Regions cannot be deleted if they are used by the active or the proposed ILM policy. In use:

us-test-3.

4. SEREEEE - 55— lSave (f#7F) 1 *°
CIRERTAIE TEMILMARR)) BT DERER) EELM MIBRE) BETEEEEE -
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ILMFRE Al RS E IR E R PER RN E c EEEIILMIRE ~ s5EA NEILILMIRE] ]

FRtEZ Al
* SRR IR E RS AGrid Manager ©
© BRREB R ERNFEUER o
* MREBBIEELLRABRANERIRE « G EEEHEFIRPER - SEHENBESEIRFRAID ©

* MREHERARIE ERFIEHEPEEHESREYT « A RRSIHRHEFEISWItBI#FEREA L RF
H B eI SR ©

* MREEBRTESR QIR ERERMTITEEANFEFE RN EREEE R

* MREERITLEHBRRBIES « AIVAERTE MHFFRS) RERE o

* CARGE "R EERYE RHREEIR"

* MREFERITESIYHHERRERRBRRR « AIAARE "SSUHHERR" o

()  sERURANBERILMIRR  BRA TR | RIERILMRA

REREIE T (E
BT ILMARBIR :

* 555 [8StorageGRID fEF L RAHVIRIEM HTFAER o
* AT EERNYHFETERE (ERNHRREE) - URESEMHFIRIEREE

* FIERRLE AR R AU R A B LA Y3 StorageGRID EIRZAMIVFEAZIN  ILMARBIZ IR RIS
RERIEMIMT ©

* SAEE LR EZYHEREREREEMLE -
* EREFPRE ZERAMMEERRNTERARERE (T - BRRIEERR)

1. 3%82* |LM > Rules * ©

HERFAFHIRILM Rules (ILM3RR!) HE ~ ERSSZERRA ~ #4217 « B3E -
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ILM Rules

Information fifecycle management (ILM) rules determine how and where object dala is stored over ime. Every object ingested into StorageGRID is evaluated against the ILM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You
it edit or remove an ILM rule that is used by an active or proposed ILM policy.

W Clone || # Edit| % Remove

Name Used In Active Policy Used In Proposed Policy
*  Make 2 Copies L4

Make 2 Copies

Ingest Behavior: Dual commit
Reference Time: Ingest Time
Filtering Criteria: Retention Diagram:

Matches all objects. Dayo
Blesi it O
0
Foraver

@ YN5RStorageGRID BEHHEESIHHERERMA T NLMRRL BE - AIEINERER
@ - HEBXRESHEHR « FRERBNFHATHRE S RS R -

2. 2 Create (BiL) ©

LR Hi3RCreate ILM Rule GEZIZILMIRR) HBENDE1 (ERER) - CAIUER TERER) BEXK
EZEMRBERBMHE

1ARAE
“EFS3"

“E S wift"

"R RN

"REREFE R

ER R E R

PR RN B MR s IR"

" S3YHE BE ESR R

S (H3) | EHRERAE

BUILMRAREND R (EHRERE) AIREERRAINESNEREDES

RREERTIE

RABILMAR R SHE4 (B StorageGRID  ~ THAERSY {4 AR E KH IR AR BRI IR ETTELER o IR REE I
BFFBERER « StorageGRID BIfERRAIKEMH o ERIURSHRUERZEMEYG « tha] LUSEEZER
BRM ~ P —EZER A IR RESLE - S EREERM - AN SEREFEER -
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Create ILM Rule step 1 of 3: Define Basics

MName
Description

Tenant Accounts (optional}

Bucket Name matches all || Value

/& Advanced filtering... (0 defined)

1. E 2 E RO PR ARRR M —2TE o

BB A1 BI64EFTT ©
2. (TJ#€) 1£* Description (F3BB) *FE&rhEm ARAIBIAIRZRER o
IR AEZREARB AR INAE « LUE H B HEARA

Mame Make 3 Copies

Drescription Save 1 copy at 3 sites for 1 year. Then, save EC copy farever

3. It AT LUEIEE A ILRAIM — S ZES3HSwiftiRAtRA o MMRILRABERIRFAAER « FRILEUEZES °

MRERA RER HERS FEARA) #R - EAIOEERER MMAR) - BABWATERID ~ 58
AZEIDIERLUER D IRBYFER o

4. S AT E E A ILAR RISt EESwift 5 23 o
MRERHEEE (AR - MR EEREMASIHHEFEISWItEES

MREARREEREE « AIRANSERENSERERERGOPIEYMT -

@ YNRIEFRANR R I SHERARIEAR A ~ SAIECEPEER " - 2418 ~ IR (MB) “EFEER
RS ~ WAFHRAARN0.2 * o K/\ERERR A FEIR2 MBELEE/ N\ N SR EH ZRARES o

6. BB T—5" o
HE2 (ERMEME) MRS o

g
" EE R ILMAR B EfiEE"
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TEEPEERIERT ~ [GRAILUEMZE LR PEERLER  EEUER 7 « ARIEEFHEERHE -
SHEMIFE © ILMBRRIEEEREZERAR N EREEZTEF YT -

TREET AT AR ISR NS B RER « AN SEhEEREREEE T « LURTEHM A B RHE o

ChA R R TIENEET A M

REERBSRY (14Fh) . RARRYE R BSRSA] B 4 o
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. R AIE(E AT AR A B IR Y (I B 4RIt &
. I TPORRBSRE) JEREERESR o 4 TPUmBSR) BAX
ANVAEE D R E B A A LIRS  WREREYHR
.« KR EARNEMEEH) o

© RIREER

44 - e —S3T St S B2 EHERS o
P ARER I ~ CRTAARBELE USRI . xr SLERIAE
-85 F test-object/ ©
o

EREFEESRE (T4FD)
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UEMRS (ZFRS3) * ER
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* IR
© KRt
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- FEE

* FLUER
* AER
* AEE
© AERE
* 1iERA

FRAEERHE
EIS3HEFENESE o EA* ILM > regions *2RE&ZRFE
TH&EL -

MizE : us-east-1HIEE b TEus-east-1EIFHEIIAY
Eﬁ?ﬂ%qﬂ B ~ LUIRKRIERE BIFMNHER TN

"REME (FERMES3) "

MR (AMBZESL) o

AEEE/ I MBI RN ~ SBERIATENLE © F)
a0 ~ SHERIEHEBRARBEARREARA « RN

(MB) #EPEEREEIRERA ANL0.2 o HERTE AIFEMRMIER
AREE ARG AN 200 KBELE /A1 ©

U RSB E R E T CRER
R EIBEER LR SR 1F B A RIS o

SHMERY « HAERERRENLE AR
FIE R A 1 -

B ~ ERER R EAEPES NG
color=blue ™ (A& color FRAEREERATE
equals HEEEE « M blue FHEPEEZEE o
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FRUEE AR XERNESET RiEERE

MBS (2S3) - o SBERY « BB A28 « WEE

R (B 251E o
RS

o Flan ~ EREEBEYHEBRIYIYE Inage=True * 3515

. E Image BTG IREATE « equals SHEEE
(ERE £ #l True ARYIEIEEE" o

- Fag

e ILE | R R TENYHERER D ANE o 0
RLUER B A A EENES =2 ERNES o

- RER

. RUFTE

© AMERE
- 1eFsA

EESEPHENAENE

TEFRERSERIER « LrILUEEZBTEBERNENNSETEERE - FI0 - REBZIRA LB A/ TH10 MB
#1100 MBZ BV ~ sREEC I A/ NV REERIAERY « ARIEEMEPEBRME

* B EFEBEHEEIEEANEEFIK10 MBEYMF
* FEPEBEHESIEE /R EFR 100 MBEYfF o

Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

Objects between 10 and 100 MB

Matches all of the following metadata:

Object Size (MB) j greater than or equals j 10 :I
Object Size (MB) j less than or equals j 100 — + %

[+]

Remove Filters

fE A2 (E1E B IR SRS E LR o T THEFIS « FRBFEA R Brand ATiBrand BifiA& R as
EREPEERMENYH o« 8 ~ IEFRRAEFEBR /R 10 MBEYBrand B¥f4 ©
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Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

Multiple filters

Matches all of the following metadata:

User Metadata j camera_type equals j Brand A +

+ x|

Or matches all of the following metadata:

User Metadata j camera_type equals j Brand B u
Object Size (MB) j less than or equals j 10 =]

+ x|

FERAER
"TEILMARR e A _E 2R BB

"REME (FEAFMES3)

T2 (H3¥)  ERRENUE

BIILMRABEND 2 (ERRENE) AIREERRERT - LURAEMG B #EFR
E~ B R (BREEESARE) - RFUERERHE -

RARERI(E

ILMFRAIAI U BE—HZERERET - SERERETIERNE—RHE - EEERSERETRE  KERAER
EER ~ BE/DWATHEORBIE—IRIET c 159 LUKEERE « HEIETBEREEEAMHEERARL -

MREREZTARRENER « HEZAFERFRNIUE « BHEREETEHAIUEST -

AHEFHILMBAEEFE —FREUMBEERES - BEEFNEREFEARALENREE RS - —F& - FER
{E2+ 1S BRIRISAVE A ~ WIERFN—ELS -
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Create ILM Rule step 2 of 3: Define Fiacements

Configure placement instructions to specify how you want chjects matched by this rule to be stored,

Example rule
Two copies for one year, then EC forever

Reference Time Ingest Time v

Placements @ 11 Sort by start day

Fromday | 0 store | for v o365 days

Type | replicated b Location | Add Pool coiies| 2 El_il

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more

information.
From day 365 store | forever v | m
Type | erasure coded v Location | DC1(2plus 1) » Copies | 1 -+ | % |

Retention Diagram @ T Refresh
Trigger Day 0 “Year 1
e 5 ——
ez S I
i £ ——
(2plus) O >
Duration 1 years Forawver

pg
1. BAB2ERD  FENGERES RO RRE R AR -

7’

IR Bkl
1R EN BRs PR RYBERS o
ERIFEEE EREREY GREXEIRAR) Y1FBIRR

fyEE @ CEEEALLEE « KA HSHEFERSwWIft AR X
TFENBSRE ) BB ©

"FEILMAR R R AR 2R A AR
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*fiEE - *IFE AR REEE RN B AR A SRR EFE RIS o

R LAE A TR ZR AR IF B R HhRZS ~ LA BhRAIE IRV
T & o F2H T84 | SSRREMIHRILMRRIERA] o

EREERNRILKRE EREEZPEBTHTIEERRHE

2. 7F

() WRCBRIAENA - YERRHEREE

MFIRME BERP ~ EIFE—RERRIAR MM ERRE o

BN ~ RIS EISEE —FERNMHRHFMUE ( 1365K01 ) ° E/OMAEHORMBMITIEIET °

4+

3. %
a

b

C

BEUTERESR:

BRI RIUBE R « BEUER -

- 1E MUE) WP - HECEMENSEREER  EI EEERN o
NRIEIIEE—EEAEFEZRA « 557 EEStorageGRID ~ TEEIEEN#EZERL L - RAEREYHN—E

BB - MRENERE S = ERFFEHR - METEIAEAEEE - IRGRE=HEE - SEREFH
R ERIF—DEA -

() B rErEROLMKE) BT RREATRERILMRA -

MREIEESERFREFERM - 555250 TR
* ERBEFTFANREEROHRE
* MREAHEFNFEFENHE  AISERFREERNPERFRFEAYHES -

" MREAHELVNREERNAE - RATHMHES - UEERhZ BERHIRERENTE - [
RriEtRIG B NS ES—EIHFNSEEZ -

- MBREEEFHESR (QSERNEEELE  AMENFEESTEREREE—EEL o E
It ~ /DS ETRRAIAI Storage Nodefsk#z LR HIRTEL A TZ IR o

Placements @ It Sort by start day
Fromday | 0 store | forever ¥ m
Type replicated v Location |\ Dc1 H All Storage Nodes iA:ch Pool Copies | 2 EaE

Specifying multiple storage pools might cause data to be stered at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

ERCERFRNE -
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MRERERMBEEESR1 - MGHIRES o LMRB R SEEARMERILI—EERE
&~ FERAXRAERNER - MR—EBFRERAIE—EMHESESEE « QIREFER
MRS AR R EER - EARSFHEEREFPRE - SO EERAEMS
HTFENIE o

Placements @ 11 Sort by start day

Fromday | 0 store | forever v m

Type replicated Y Location || DataCenter1 * | add Pool Copies | 1 Temporary location | — Optional - v +]
@ An ILM rule that creates only one replicated copy for any time period puts data at risk of permanent loss. View additional details

AERRBLERRE  FFAIT RSB IER(E

" IEINEARERVIE A RE o

* H—TISRET 4 FITEHARI AR ILEEIMNTIE R - ARENFRNREFE RN ElR
EEFEIRM -

© BETIRIEHRER" « TIEHS - MRIRISAFTERMERRTSEEE 1
AT 2 AR LS o
d. MRS — BRI - /A8 E A E I o
() oERUESER - SERRIRERBE -

4. EERMHRFIERHFEFER NS
a. e BRIV E R  ERER" ©
b. FEI B EUH « EEHIEE IRt o ARENTIRHEFERAM

From day @ 265 = | store foreverj m

) | Example Cloud Storage Pool & | "
Type | replicated j Locaion Copies | 1 =

MBI RS « BT TR

T BT E—MEIRS TP ENZEZIREETA o Rt  SthEEEERNKEIS R ERNCloud
Storage PoolfIfEF&E R o

Type | replicated v Location “testpooIE 0> * |[testpoolz £ * | Add Fool ‘ Copies

If you want to use a Cloud Storage Pocl, you must remove any other storage pools or Cloud Storage Pools from this placement instruction.

* ICRBETEEfIHEERICloud Storage Pool RIFEEIHEI—R 182 - MNRITR DB RA2MEUL ~ 5L
FHIRHERAR ©
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Ak

Type | replicated v Location | testpool 5 Add Pool Copies 2|

The number of copies cannot be more than one when a Cloud Storage Pool is selected.

C BEAAREEAZSREEFERNPREESEMHES - IREAERFEEFERNNZSEREMNE

IOATIY

BHEE - AF—HREMENZTERZRFHEEERMN - AFHRERAS

11 Sort by startday

1 [+]x]
1 + | %

Placements ©

From day 0 store | for v 10 days

Type | replicated : 7 Location || csp1 O Add Pool Copies

Type | replicated L Location || csp2 O |F«Gd Fool Copies

A rule cannot store more than one object copy in any Cloud Storage Pool at the same time. You must remove one of the Cloud Storage Pools (csp1, cspZ) or use multiple

placement instructions with dates that do not overlap. Overlapping days: 0-10.

To see the overlapping days on the Retention Diagram, click Refresh

< Refresh

Retention Diagram ©

Trigger Day 0 Day 10
o < I
csp2 o
Duration 10 days Forever

* RIS YIHRETFTECloud Storage Pool ~ [RIRs G+ #7743 StorageGRID A {FEE XM FFEMR

ANy

HSEVRZS o« A8 ~ WIAEHIFAT ~ MR EEHBNRERRTRE 21T - WEABEMUESEESR
AU EMILRRY o

Placements @

Fromday | 0 store | for v 385 days
Type | replicated v Lacation |DC1 * || DC2 * | Add Pool ot | 3
Type | Teplicated v Lacatian |testpnnl2 oy |_-—‘~-.1|:I Pool Copies | 1

S. MNRICEIR T HRARIBEA :
a. fERA T HITURE R « EECIHERRS
BEHEGETFN1 - IRRRLBEMREEIF - EA2B8200 KBEE/ NI ~ AIGHIRES -

Do not use erasure coding for objects that are 200 KB or smaller. Select Back to return to Step 1. Then, use Advanced filtering to set the Object Size (MB) filter to "greater

than 0.2"

(D) smsteh)i200 KBHAERIHSIETS - LB EIBIER ) \SSEHBIBA £ o
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b. yIRBIFEMHEARNES « BREBTIDEMLUER
I A E—3LUREIFERT o
. JEIEEREERREE o
iil. AN (MB) EREESRRER [KH0.2) o
C. EIHFME o

HBRSEANRFUECLEREEROLE - REEE MRS REERTE -

From day | 365 store | forever v

Erasure Coding profile name

Type | erasure coded v Location | Al 3 sites {6 pius 3} v Copies | 1 +_ »

Storage pool name

6. 5& « TP UTERE EIE R E AR RS I ZRIMAE A ¢
° ¥B—TFISRER » BIRIEE—RERAEREMERIIERINIEZ o
° #%—TF Ui - RARNRERIMEEREET

() peenReERIERIEEBMG « BIEREHRBLL forever 5 o

7. B—T TEMBE) UEHREELEDECHNRERT

ExRFHE—THEETIHERNREUENRRE - ERER T HEP—EBRET

J wEEA
G SHERIETE A
S T R A

FULEHF - MEERERSHEEMERFERN (DC1FDC2) —F - AR - /A6 + 3(ELL S HIHERR
W75 - BREHSRISESREEF10E - 1NFR - BLEWHFREEiEStorageGRID FEARIERTM T PR

Trigger Day 0 Year 1 Vear 11

S -“j i
DCc2 C1
S SN

Duration 1 years 10 years Farewer

8. B F—% " o
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C) AAR - A EREFIEEENR A SES R - CHEEERNEMHFNRET - MR
Er%E - 2E A StorageGRID SREREMI(HES ~ &R0 At ARTRIE FEBIEC R BRI

THRBERARTHEAREENENR « EMHEFEFFIEMR LREFEEH o

EE gl EREHEEEREHAR - 25 EREEFERRESE L REFEEERE
L REF R SERTR PR SRR

EXRBEMG - HFERERIBER & =8

Hepasr

EXREHFBIPHEER =H Y

87



FRsE4REY EREREEERERE - 25 EREFEFEER ST LR E

% RSB F o B
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—fEREE © B« EER EREA © B EAER ENEA
BRERSBS L8 26 < BRERELFHE 260« BRERELF R
REa
RIS
R R

PER3Z3 I ERMRUTH

BIUILMBRRBEND RS (ERMETA) FIREEZILRR =Y TR AR
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FAREETL(F

A USREEEEAR ~ TRHHEATT] « UWEHBETILMEHE ~ Al UREER « UIZBEIFFERAINKETS
i © StorageGRID

Create ILM Rule step 3 of 3: Define ingest behavior
Select the data protection option to use when objects are ingested:

Strict

Always uses this rule’s placements on ingest. Ingest fails when this rule’s placements are not possible.

® Balanced

Optimum ILM efficiency. Attempts this rule’s placements on ingest. Creates interim copies when that is not possible

Dual commit

Creates interim copies on ingest and applies this rule's placements later.

cows [ e [ e

1. ENZEREY G RHE RN ERMREER

IR 55

B AT ERREN R E R IR MM E L E o BIEEITILRAAIMER « £
BERGRM

T RIEILMELE - EHEIFESILRANKENE - EFRIIBEEL

LW TEREEFRILBEED « WRTHEBRERIRAMNKENLE -
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

== Create Proposed Policy | | i Clone | # Edit || % Remove
Policy Name Policy State Start Date End Date
% Baseline 2 Copies Puolicy Active 2017-07-17 12:00:45 MDT

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this palicy. If this is a proposed policy, click Simulate ta verify the policy and then click Activate to make the policy active.
Rules are evaluated in order, starting from the top.
Rule Name Default Tenant Account

Make 2 Copies (4 v Ignare
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save fhe policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make this policy the active ILM palicy for the grid.

Name

Reason for change

Rules

1. Select the rules you want {o add to the policy.
2 Determine the order in which the rutes will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

i+ Select Rules
Default Rule Name Tenant Account Actions

No rules selected,
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MName Baseline 2 Copies Policy (v2)

Reason for change
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule appliss to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever.

Rule Name

® 2 copies at 2 data centers (§

2 copies at 2 data centers for 2 years

Make 2 Copies (&
Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).

Rule Name Tenant Account
1-site EC (§ —
]| 3site EC (@ —
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Two-Site Replication for Other Tenants

Description: Twa-Site Replication for Other Tenants
Ingest Behavior: Balanced

Reference Time: Ingest Time

Filtering Criteria: Matches all objects.

Retention Diagram:

Trigger Day 0
i [ I
DC2 H

Duration Farever
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Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

!“+ Select Rules |

Defauit Rule Name Tenant Account Actions
* Isite ECEH Ignore x
3 i=site EC & Ignors »®
+ 2 copies at 2 data centers (§ Ignore x

B3]

WRFERRANAEXRAREND M - AIGHIRES - ZERREILRA JE#WZ\’EEE
#3StorageGRID EAREIEFER SRR BIETERE MY (I RSB
RERRERE)

Default Rule Name Tenant Account Actions
@ + Isite EC lgnore x
L3 1site ECEH ignore »
v 2 copies at 2 data centers for 2 years (§ lgnore x

The default ILM rule in this policy does not retain objects forever. Confirm this is the behavior you expecl Otherwize, any objects that are not
matched by another rule will be deleted after 720 days.
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any palicy.

I = Create Proposed Folicy ' | B Clone ‘ | # Edit| % Remove

Policy Name Policy State Start Date End Date
'®  Data Protection for Three Sites Propesed
Data Protection for Two Sites Active 2020-09-18 16:01:24 MDT
| Baseline 2 Copies Policy Historical 2020-09-17 21:32:57 MDT | 2020-09-18 16:01:24 MDT

Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy.

» Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifzcycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Added a third site

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Tenant A
One-Site E Coding for Te ta &
mie-5e Exasure Doding tor Tenant 5, G (200330117092364740158)
Three-Site Replication for Other Tenants & v Ignore
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ILM Policies

Review the proposed, active, and historical policies. You can create, edif, or delefe a proposed pelicy; clone the active policy; or view the details for any policy.

| = Creaie Proposed Policy | | Wi Clone | # Edit | | X Remoye

Policy Name Policy State Start Date End Date
'®  Baseline 2 Copies Policy Active 2021-02-04 01:04:29 MST

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Rules are evaluated in order, starting from the top. The policy's default rile must be compliant.
Rule Name Default C« li Ti t Account

Make 2 Copies (§ v v Ignore

Simulate
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Select Rules for Palicy

Select Default Rule

This list shows the rules that are compliant and do not use any filters. Select one rule to be the default rule for the paolicy. The default
rule applies to any objects that do not match another rule in the policy and is always evaluated last

Rule Name

' | Default Compliant Rule: Two Copies Two Data Centers (3

Make 2 Copies (4

Select Other Rules

The other rules in a policy are evaluated before the default rule. If you need a different "default” rule for objects in non-compliant 53
buckets, select one nen-compliant rule that does not use a filter. Any other rules in the policy must use at least one filter (tenant
account, bucket name, or an advanced filter, such as object size).

Rule Name Compliant Uses Filter Is Selectable
Compliant Rule: EC for bank-records buckst - Bank of AB o » Yes
ceE

| Non-Compliant Rule: Use Cloud Storage Pool (3 Yes
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy Tor the grid.

MName Compliant ILM Policy for S3 Object Lock
Reaszon for change Example policy

Rules

1. Select the rules you want to add to the policy.
2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule (and any non-compliant rule without a filter) will
he automatically placed at the end of the peolicy and cannot be moved.

i == Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for kank-records bucket - Bank of ABC (8 v Bank of ABC (90767802913525281639) x
MNon-Compliant Rule: Use Cloud Storage Pool (8 lgnore ®

s Default Compliant Rule: Two Copies Twa Data Centers (5 ' Ignore x
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ILM Policies

Review the proposed, aclive, and histerical policies. You can create, edil, or delefe a propoesed policy, clone the active pelicy, or view the details for any policy.

< Create Proposed Poiic B4 Clone | | # Edit H ¥ Remove

Policy Name Policy State Start Date End Date
®  Compliant ILM Policy for $3 Object Lock Proposed
Compliant ILM Policy Active 2021-02-05 16:22:53 MST
Non-Compliant ILM policy Historical 2021-02-05 15:17:05 MST 2021-02-05 16:22:53 MST
' Baseline 2 Copies Policy Historical 2021-02-04 21:35:52 MST 2021-02-05 15:17:05 MST

Viewing Proposed Policy - Compliant ILM Policy for S3 Object Lock

Before activating a new ILM policy

« Review and carefully simulate the policy Errors in an ILM policy can cause irreparable data loss
« Review any changes to the placement of existing replicated and erasure-coded objecis. Changing an existing object's location might resul in temporary resource issues when the new
placements are evaluated and implemented

See Managing objects with information lifecycle management for more information.

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or smaller from being
erasure coded. See Managing objects with information lifecycle management for more information

Review the rules in this pelicy. If this is a propesed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change:  Example policy

Rules are evaluated in order, starting from the top. The policy's default rufe must be compliant

Rule Name Default Compliant Tenant Account
Compliant Rule: EC for bank-records bucket - Bank of ABC (& L {9076?2;;;10;;85281639)
Non-Compliant Rule: Use Cloud Storage Pool (5 Ignare

Default Compliant Rule: Two Copies Two Data Centers 4 v Ignore
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Before activating a new ILM policy:

« Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.

« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource issues when the
new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the paolicy active.

Reason for change: Example policy

Rules are evaluated in order, starting from the top
Rule Name

Default Tenant Account
Tenant A
X 7
s e (94793396258150002343)
PNGs (O Ignare
Two Copies at Two Data Centers s Ignore
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HETEN series=x-men FRAEBEPEER - FRHEX-menfRA « BEERFEPNGsIRA o REATERRA
K7 E = E HHER R H hFRAIAEFT -

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object

Simulation Results @

Object Rule Matched Previous Match

photos/Havok.png X-men (4 *
photos/\Warpath jpg X-men (8 o
photos/Fullsteam.png PNGs (% *

REBILMERRBIEER)

LA BA N E R EHI LMIR A 2 AT BHLMIRA ~ BUEREILMIRA o

A1 EEIRENILMER B R ERRE AR

ILESBRUERBRIN AR R 2 s AV IR B R BREE AR A o

TEUESEHIR ~ SHEMERHEF & P RREEIY RIS HE S HILMRR* o IERRIE S =IERA) ~ IFFR -

* BRRAMIRER (2F « 28 A Bucke-A*) {E#E I Bucke-a 8944
* FTEMRAIHEER | ECIfF (1 MB) BRRFIEREFE « EEEEAI MBEIH o
* BERAZTARRR ~ FSEAIEREFRM o
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Viewing Proposed Policy - Example ILM policy

Before activating a new ILM policy:

« Review and carefully simulate the policy. Errors in an ILM palicy can cause imeparable data loss.

» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temperary resource issues when the
new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objecis that are 200 KB or smaller from being
erasure coded. See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the pelicy and then click Activate to make the policy active.

Reason for change:  Example policy

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Two coples, two years for bucket-a (& s
EC objects > 1 MB (& -
Two copies, two data centers (§ b —

Simulate Activate

pg
1. FmERATREERAZE® ~ B—TREE -

LEEFE IR MERILMRR) HEE55 o
2. 71 Tt BRI ~ BARIEYANSIHEFEMM SMSSWIt SR/ « ABE—T TR o
IERF g HIRRERER « ERRAIPIH—ER A/ S RN SEDE -
Simulate ILM Policy - Example ILM policy

Simulates the active ILM policy or, if there is a proposed ILM policy, simulates the progosed ILM policy. Use this simulation fo test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket/my-object-key or my-container/my-object-name

Simulation Results @

Object Rule Matched Previous Match
bucket-a/bucket-a object pdf Two copies, two years for bucket-a (4 ®
bucket-bftest object greater than 1 MB pdf EC objects >1MB (§ ®
bucket-hitest object less than 1 MB pdf Two copies, two data centers & x
Finish

3. HERNEBEYIHETT S ERRIRRA o
FELEEEHI

a. bucket-a/bucket-a object.pdf IEFERTEHE—EFRA ~ ZRAUZEFEFHMH bucket-a ©

b. bucket-b/test object greater than 1 MB.pdf {EA "bucket-b'EIFRFFEE—IEHRE] o HHx
#h~ B ERBEERELHIERA] « ZFRBEERERI1 MBRV)M -

C. bucket-b/test object less than 1 MB.pdf AREAIMERRE)FBVEREMEME - RLbZR&FER
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RAKE ~ MASEERGE

#42 | EEHRENILMER R EHEEFRAY
LEEBRUERBRIN ARSI R R BATHEFARA) ~ B BER -

fEUtEBHIT ~ *REE RAEERRT o ItRASESAAseries=x-menfEAEFRERNYIMG - HRES=1E
MR~ IFFAR

* B—IFRA PNG EEELUERIEZRBME .png ©
* FTERA X-men “EEARIER AR HETESS series=x-men EAEPEBER :
* RE—ERAMEESHES P OZTERRR - EGIEREART SR mERRBYM

Viewing Proposed Policy - Demo

Before activating a new ILM policy

= Review and carefully simulate the policy. Errors in an ILM policy can cause imeparable data loss.
» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
Issues when the new placements are evaluated and implemented

See Managing objects with information lifecycle management for more information.

Review the rules in this pelicy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change:  new policy

Rules are evaiuated in order, starting from the top.

Rule Name Default Tenant Account
PNGs & Ignore
Tenant A
X (A
o G (24365814597594524591)
Two copies twa data centers (3 v Ignore

omss

pg
1. FmERATRFERAZ® « B— T8 -
2. 72 ™tk RS - ARG RSIREEFEMMSIRTSWIR B R RE  AARIR—T TR -

e HIRERAE R « B8R Havok.png ¥ 2 E* PNG*#REBIFERT o

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the propesed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket'my-object-name or my-containerimy-object-name Simulate
simulation Results @
Object Rule Matched Previous Match
photos/Havok.png PNGs x

B ~ ER—ERA Havok . png HREZERIFAT X-men *FRAY o
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EEMALRERE - FENHEFRA
a. #—T Tzepkd) MR TMERILMERE) B -
b. ¥&—T4REE* UAREERA
C. #* X-men *#RAH R ENEETRiR o

Configure ILM Policy

Create a proposed policy by selecting and arranging rules, Then, save the policy and edit it iater as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate fo make fhis policy the active ILM policy for the grid.

Mame Demo

Reason for change Reordering rules when simulating & proposed ILM policy

Rules

1. Select the rules you want to add to the policy
2. Determine the order im which the rutes will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

| 4 select Rules

Default Rule Name Tenant Account Actions
L X-men (& Tenant A (487139951949278125686) x
& PNGs (& — x
v Two copies, two data centars . x

= B3
d fB#—TF M) o
m—TF Mg o

R AERN Y S IRBEEMPRAENE « WERHBRERER - £8AF - RAMER HEER
Havok.png MHFRENEX-mensREEFHRA  (0FEHA o E—(@ TEE¥) BT « PNGsIRAIE iR EE
HU¥IFARET o

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucketimy-object-name or my-container/my-object-name Simulate
Simulation Results ©
Object Rule Matched Previous Match
photos/Havok png ¥-men 8 PNGs 4 o

@ MREFEE 'RERA BE -~ AIREETEEREMERRA EEMEARE
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#6513 : REHEENILMRREEEFRE]
HEEEHIERBRNARER R A ~ (EIERBIPBIRRR] « DURMEESES
TEUEEEAF ~ *REE [RAEEREF o ILRASESHERIIMN series=x-nen EREFEEN | BE - &

KRR RAE « ADSEEIFTARARYASR Beast . jpg ¥1F AR EX-menhEERHRE « MEFSTERMR
A » MEESERWEZFFC

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket/my-object-name or my-container/my-object-name

Simulation Results ©

Object Rule Matched Previous Match
photos/Beast.jpg Two copies two data centers (& »®

SREY AR PRI TERRRR B AR « S BERE R PHSERE - MEEEAER

1. StHRRAPHSERR « B—TRALEN ESFHEER Bm -« BaERARE (6 TR RAE
g AR L -

2. BRI AIRE ~ 2E R EREEFRM o
TEUEEBHIT ~ X-menfREIFPEE R B 2R - PEBFHEBAS Mx-men1') ~TIE Mx-meny o
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X-men

Ingest Behavior: Balanced
Tenant Account: 06846027571548027538
Reference Time: Ingest Time

Filtering Criteria:

Matches all of the following metadata:

User Metadata Series equals ¥-men‘

Retention Diagram:

Trigger Day 0

AlEEED b i [

Duration Faoraver

Close

3. BEMLRIER « BB TP REERA
* MFRRAREZRRN—2 ~ EAILAESRA] « ERRAPBEFRA  2ARMLARE -
* NFRFRAZERFRAN—ED ~ RIAARIRE o EEERESBIRERRRAIAIREA -

BRI s0A
EERAY i. 342 ILM > Rules * ©

ii. SEENRIERERIFRAN ~ 7ABHE—T* Clone (188) *o
iii. SERFFENES ~ ABE—T M#EF -

V. 35E4E* ILM > Policies * ©

V. ERGEEMNIRR ~ ABIE— T 4RE" o

Vi. F—THERGRA o

BEEGHTRAAUIZEN S 1R ~ BUBZEURIGHRAIAUIZEN S 1R « RBH—T T
ER] °

Viil. 3g—TF T* 75+ o

Vii.
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I an AR

fREEFRA . EEEVEEERAVRA « ABIE—TRE o

i. F—TRIBREIT % EEBETERARA  FE—T MEE o
ii. 3¥E42* |LM > Rules * ©

v. BEERARIERERIRRA] ~ REHE—T4RE -

BERERNES - ABE—T TEE -

vi. 3EZ* ILM > Policies * °

ii. EEVEREMRA] ~ REHE—T 4R o

viil. BEERIETEBAIRA] - —TF* TApply) (M) ~ KE#—TF T Savel
(f#77) o

<

V

4. BRYITIREE -

@ MR IEERAILMRAEEREER « RILesm AR RS A BT - SRS
A2 o

TEUCEERIR ~ BIERBIX-menfRRIRIEE NS Beast . jpg MHEME series=x-men FRAEPEER - 40
FaHA o
Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object
Simulation Results €
Object Rule Matched Previous Match
photos/Beast jpg ¥-men & »®

EXENILMERR
RHILMARBFTE EZZNILMIRA ~ 2R RN EEEA TS TR 2%  BIoJREE
I
TEENESR
* B R IRRVEIEE 28 E A Grid Manager ©
© SRR S E R FEVER ©
* B EEREF ISR ERILMRR] o

@ ILMRBI SRR EEER A SEE ARGV B RFHER  ERENRAIZ AT © sAF AR AR IRA « L
SHEFIER °
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EICRERBILMRRIR; StorageGRID ~ FIFEREEMAYH - SERAYHNERELY)

(D - cREETHILMERZ A - #nMRAER NSRBI R E BN EAES - BER

BEMHBIIIE « IS EEMBEFNTRELER - ERYREEIRME -

RIRERI(E

ECRBNLMERAIE - 2SRRI S MEFTA SR o N8 « EFrE R ERER A LURWRRRIZ AT ~ FrBvfE
BHRRAFAIEFAEEREN - ARLEBERT - RATEFHFEFENNERTRR - UERA S RIMSIFERMME -

* MRECETRBEFLUEMERERIEANL « AIEEEE SRR - fl - IRESE I =HESR

AIRRTIRA] ~ MIFRMPEARA « AR EIAEF - AR CSEMELHEIE

* MRGETRAIEGREERERIFAMNRNEE « RIFRIFFAA MR R « THEEEERAEE

E o U0 ~ MRICEBNEALMERRRMIF=(HEARRABFRE ~ BIFRAERRS FHA B8R
EFTA RS LAR B (HAERET « MRRBIA G4

TR

1.
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EEERTRBEENRAE B NLIMERR) EEEERRA) - 2%%—T TR@E -

BEETRESAE « RMCHEEDERENEZNRA -

A Warning

Activate the proposed policy

Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before

activating. Are you sure you want to activate the proposed policy?

TE2ERMERM - MRBEXFHIRPEA 2 * « UHERERAFT S RAFEMRRIB 1 StorageGRID
RN 8B BBk -



A Activate the proposed policy

Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before activating.

The default rule in this policy does not retain objects forever. Confirm this is the behavier you want by referring to the retention
diagram for the default rule:

Trigger Day 0 Year 2
= [
Dc2 [.11
Duration 2 years Forewver

Mow, complete the following prompt:

Any objects that are not matched by another rule in this policy will be deleted after years.

Are you sure you want to activate the proposed policy?

o f

2 f—TF TR o
4t

=]

ERENETAYILMIE Bl B -

* JRAJETEILM PoliciesEEMRE P EERRAIREESActive o TEEHEER) BB 25t RAIEENAY H RAFNES
fE o

ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

== Create F'roposeGF'olicy”l’i Clone | # Edit | | ¥ Remove
Policy Name Policy State Start Date End Date
#  New Paolicy Active 2017-07-20 18:49:53 MDT
" Baseline 2 Copies Policy Histarical 2017-07-19 21:24:30 MDT | 2017-07-20 18:49:53 MDT

* SERIERTRRAIERET TRAGKRS) & TEE) o TRGBE) M MEREH) BHESEHRAARRHSG
B ~ U ZRANREABER

HERAE N
g6 - EEILMERA"

ERY BN E HEREILMRRAY

RREILMIRR 2 & ~ TR |“$E|’J/,Juit%ﬁ:ftﬁi\HY@JStorageGRlD AR o ZELE
ZPTYMFPEE N TR « URMEARERIRTAIARIE - WEEERNGE -
CRENES
* EREREEYEHBIE AR

° *UUID * : M EOBRIIE—HBUES - MAZEIARMUUD o

° * CBID" : StorageGRID ¥4 Y5 BIBB(IH IO AT UK FEIXECER BRIS YA AICBID « AR AT
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CBID ©

° * SIHEFEMYMGER | FBSINEREBMMGE « BREEAENEERFFENYGRBESREE

B o

° * Swift ContainerAI#{4+5 8" : BBSwift TEHEIHE « BRIGEARNGERARSENYHREES

RAEFHR I o

1. JEERE o
2. JEEY ILM >*¥pf R kI B3 o
3. 1E*HBIBE RS A M B AIE o

&R A& AUUID ~ CBID ~ S3EZEE/Mt S8 « SiSwift B 8s/4145fE o

Object Metadata Lookup

Enter the identifier for any object stored in the grid to view its metadata.

Identifier source/testobject Look Up

4 f— B o

FEENEE T PR B EAER - KBS THIERER !
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° RIEPMEER - BEFEYIMHID (LUID) - ¥IfraiE ~ BEiE - HARFRIEXID « MHFREEAR) 5

—REIULYHBY BRI « WKk ERIERY By B BRFIEG o

° (EAEYF R BT ERE P EN SRERY -

° HIRS3YH ~ RV BRI T R RERH -

© HNERIMHES - BEERNBEREFLE -

° HRNLEHRRIENMIHES « SER RNEMFEEFUE -

° ¥} Cloud Storage Pool RV Z « MR E ~ EIEIMNEMAFE R Y BYME—R RIS o

° BRI NZE UG - ESERHEGIBIEN AN EETTE - HIREE100EE RIIHF -

N ERETAI100E&ES ©

° FREYH P EBEFIIRARERIZEMN NS RERT o LREPEBFSHEIRMRFERESY - BEAFRER

BITRIBITHSERE -

TSR EERSMEERRESZSSHEMGI P EEREHER



System Metadata

Object 1D A12ESEFF-B13F-4905-9E9E-453T3FEETDAS
Mame testobject

Container source

Account 1-1582139188

Size 524 MB

Creation Time 2020-02-19 12:15:59 PST

Modifisd Time 2020-02-19 12:15:59 PST

Replicated Copies

Node Disk Path

99-97 ivarftocallrangedb/2/p/06/ 0B 0nMEHS TFEnQQ)ICV2E
99-99 fvarflocalirangedb/1/p/12/0A/00nMBHS [ TFEoW28ICXG%
Raw Metadata

“TYPE": “CTHI",
“CHND": "Al1ZE96FF-B13F-49@5-09E0E-45373F0ETOAE™,
"HAME™; “testobject”,
"CBIDT: "exSB2IDEVECTCIRSlE",
"PHND " : "FEABAES]-538A-11EA-IFCD-31FFEDCIB050"
"PPTH™: "source”,
"META": {
"BASE": {
“"PAWS": =27,

O. W RATFEERNUERIE « MESIERAEREDR

WISELR T8 A - (AT BEHERF SORLMYIEARRIAA B AR IE3E3%  ORLMABHGNE
()  IRHEsARMILMTERFRENEN « BR AR B ERILMERREE R
HE o CABEITIHE - MBSHERR - AL RIRRIE AN 2 HOABRTHAN o

e
"R LEC B
"fEFS3"

"{5E FA Swift"

ERILMAREFIILMERER
EIILMBRRIFIILMRR 22 ~ SIe] UEE G AE LR ~ WiEFEEFERE REERMENELE
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* B IRAVEIEE 28 E A Grid Manager ©

* BRI RURIR o
40152 B BTE{EFR o RAUSUER SRR A FRILMARAY « BUSERIRREORA) - MBEHREMIRER
FRAUBSILMARR « RABSCHIT FOISER -

(D) 1 EnEmTRASRERERA o

2. fRRRAISPABERILMARA o
3. 7  EREEEIRA LRI SHITERNRE -

SER
1. 38842* LM > Rules * ©

2. BRTERIRZRAMNRKIES o
HEsB R R AR EA R HILMIRBISEZENILMIRRY

3. WIREEBIFHRBKREERD  FREOCERIR - RBEIBIR o
4. FEHEE USRS EZMIFRILMARR o

ILM#5R Bl BEEN B o

IREMPR T EERAPERRR @ ECARRE - RANETEHIR - FnZRAE
P EESERRA o

Viewing Historical Policy - Example ILM policy

RHeview the rules in this policy. If this is a proposed policy, click Simulat
Reason for change: new policy

: Rules are evaluated in arder starfing from the fon

Rule Name
This is a histarical ILM rule.

Historical rules are rules that

2 copies 2 sites) (&  were included a policy and then

edited or deleted after the policy
became historical.

Erasure code larger obj
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HERIEN
"B ILMRA"

AREEILMFRE
CRIERERBILMARR] « A e B ENMELST o

TEENER
* B ZIRRVRIEE 285 A Grid Manager ©
© SRR ENFEER o

RIRERI(E

MEMFAAREZENILMERRHERFILMERR  BIEEREZRR o HRILEREERA] « WHERAEE
ETERVENEE o SthEARREStorageGRID TERRASSEA10.3Z AR EBILMARR (B32(3) HILM
AR o

@ gﬂ%a%ﬁﬁﬂ@%ﬁﬁu%ﬁi@:ﬁ{’ﬁﬁﬁEPILMI?E'JZ%TJ VAR EEYHRRERETIESIENARE

1. 3B42* |LM > Rules * ©

HERFREEERILM Rules  (ILMARRY) BHE o LEEEERRHAEAARR « ishEAPRASEZRAPE
FARYRRAY o

ILM Rules

Information lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
againstthe LM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule thatis used by an active or
proposed ILM policy.

= Create | | # Edit | | i Clone || ® Remove

Used In Proposed

Name Used In Active Policy Policy
| Make 2 Copies v 4
| PNGs v
& JPGs
| X-men v

2. BEEUCKERRRA - ABIR—TRE" -
BERNRIRY T4REHILMAREN) 52 -
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Edit ILM Rule Step 1 of 3: Define Basics

Name JPGs

Description
Tenant Accounts (optional) Tenant-01 (16229710975421005503) H Tenant-04 (83132053388229808098)
-
Bucket Name contains ‘v| az.01

/~ Advanced filtering_... (0 defined)

| carer e |
3. SeR AREEILMAREI) WENEE - WRBETILMARINS I BB EAL RS o
IERRILMIRBURS BT E AT o
4 5T Ttz o

MRCHEBANELRIORA @ ECRRRAE  RANBETREHE « KRS
FESEHRR

Viewing Historical Policy - Example ILM policy

Review the rules in this policy. If this i= a proposed policy, click Simulat
Reason for change: new policy

Rules are evaluated in arder starting from the ton

Rule Name
This is a historical ILM rule.
Historical rules are rules that
2 copies 2 sites) (&  were included a policy and then
edited or deleted after the policy
became historical.

Erasure code la ger obj

G
R ILMIRA

"TEILMAR R R (e R PR B 2E 28"

ERILMRE

NEBREE o A% - MRFE - ST UREZWRADEIRERERE  MLERZB AR INERR  INRILMIR
B 21# FStorageGRID hiZs10.25 B R RRAS IR ~ B EEEBIEZFRAY o
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TEENER
* SRR IRAVEIE RS AGrid Manager ©
© ISAEER T R FEVER ©

) SRR
ERAESRAFMEEERPRILMERRZA « 3515 - @EYMHNRERE RIS ENRREEH -

1. 3E$2* |LM > Rules * ©

LRSI EETRILM Rules (ILM3RB)) EmE o

ILM Rules

Information lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
against the ILM rules that make up the active ILM policy. Use this page to manage andview ILM rules. You cannot edit or remaove an ILM rule thatis used by an active or

proposed ILM policy.

+ Create | | # Edit | | Kl Clone || » Remove

Used In Proposed

N Used In Active Poli
ame sed In Active Policy Policy
| Make 2 Copies v v
| PNGs v
~ JPGs
' X-men o

2. EITERRAILMIRA « A8 —T* Clone (18H) * o
BEEPRERR TEEIIILMARRALL HEE o

3. SAMKER T 52 ERAREEILMAR Bl 3t 5 PR JE PRy B 22 28 SR BB AT AE AV ARA o
BRILMIBRREF « 1S B AL o

4 B—T T*fEFE~1 o
BERNEE I FTBVILMAREY o

HERAE N
"{E R ILMFRBF0ILMIER A"

i

"TEILMAR R R R PR B aE 28"

BRARILMIRAE ST

@A BB AR (TS P 2RBILMIRRIFHEBV G BB - ERISERBEEIEILMERIR(TY « LFVET RFRUEE - KE

(THIRIBERTAREAR LHRECEE « BRIREARINAEH AKX - AZFERENRR

CRENES
R BERZRINEIE 23S AGrid Manager ©
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* B RBER R ENEFEER -

TR
1. EEERIR o

NetApp® StorageGRID® Help ~ | Root + | Sign Out

Dashboard " Aleris ~ Nodes Tenanis ILM -~ Configuration - Maintenance - Suppaort -
Dashboard
Health @ Available Storage @

4

Data Center 1
Overall

No current alerts. All grid nodes are connected. )
Used
Information Lifecycle Management (ILM) © '
Dala Center2 5
Awaiting - Client 0 objects '
Awaiting - Evaluation Rate 0 objects/ second B
Scan Period - Estimated 0 seconds B 29 TB
Protocol Operations @ Data Center 3 =
]

S3rate 0 operations/second 1§ Free

Swift rate 0 operations / second 5

2 BEEMERBAEE (LM) B& -

TR LR — TR @ UEEARHFEERA -

(EAS3YH R E R EZYIMF

SR EES ~ (KL% StorageGRID GV RMRIASIYIMHETE « WEBFREER
RYILMIRAY ~ IAFERYS E ST R PR EIE ER BN S KMIFHER ©
HERSIVHHTE ?

TYIHEEETE ) ThRE BRI REMIRA T E ~ StorageGRID #8E*Amazon Simple Storage Service (Amazon S3)
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StorageGRID with S3 Object Lock setting enabled
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Objects without Objects with
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application <
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copies forever

l

Create new proposed
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Tenant User
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Review considerations for
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'®  Compliant Rule: EC for objects in bank-records bucket J

‘0 2 copies 10 years, Archive forever

() |2 Copies 2 Data Centers +

Compliant Rule: EC for objects in bank-records bucket

Description: 2+1 EC at one site
Ingest Behavior: Balanced
l Compliant: Yes l
Tenant Accounts: Bank of ABC (94793396288150002349)
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Reference Time: Ingest Time
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53 Object Lock Settings

Enable 53 Object Lock for your entire StorageGRID system if 52 tenant accounts need to satisfy regulatory compliance requirements when saving object data. After this sefting i= enabled
it cannot be disabled.
53 Object Lock

Before enabling 53 Cbject Lock, you must ensure that the default rule in the active ILM policy is compliant. A compliant rule satisfies the requirements of buckets with 53
Object Lock enabled.

It must create at least two replicated object copies or one erasure-codad copy.
These copies must exist on Storage Modes for the entire duration of each line in the placement instructions.

.
= Object copies cannot be saved on Archive Nodes.
= Atleast one line of the placement instructions must start at day 0, using Ingest Time as the reference time.

At least one line of the placement instructions must be "forever”

| Enable 53 Object Lock

NRITE LA ERRStorageGRID RISZRINGERA TE2MERERE) RE - WEAEEZ TIIME :

The 53 Object Lock setting replaces the legacy Compliance setting. When this setting is enabled, tenant users can create buckets with S3 Object Lock enabled.
Tenants who previously created buckets for the legacy Compliance feature can manage their existing buckets, but can no longer create new buckets with legacy
Compliance enabled. See Managing objects with information lifecycle management for information
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Enable 53 Object Lock

Are you sure you want to enable 53 Object Lock for the grid? You cannot disable 53 Object

Lock after it has been enabled.
o
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422 Unprocessable Entity
Validation failed. Please check the values you entered for errors.

The default rule in the active ILM paolicy is not compliant.
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@ Error

503: Senvice Unavailable

Unable to update compliance settings because the changes cannot be consistently applied on
enough storage services. Contact your grid administrator for assistance.

* FHEEIBAPIEAEMSI APHEARAEZWFIRIEIFER 503 Service Unavailable ERFELBIGIENXE o
EEMRILTEER - SBREBE TS ERIRE .
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Edit ILM Rule Step 2 of 3: Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Two Copies Two Data Centers

Reference Time Ingest Time v

Placements @ 11 Sort by start day
From day ] store | forever v m I—
Type | replicated v Location || Storage Pool DC1 H Storage Pool DC2 Add Pool Copies | 2 E x

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

Retention Diagram @ 7 Refresh
Trigger Day 0
S ) I —
Storage Pool DC2 ﬁ B
Duration Farewver

cors [ o |
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Create ILM Rule step2 of 3: Define Flacements

Configure placement instructions to specify how you want objects matched by this rule to be stored

EC for 53 bucket finance-records

Reference Time Ingest Time v

Placements & 11 Sortby start day

From day 0 store | forever v m

Type | erasure coded v Location | All 3sites (B plus3) »

Copies | 1 Ii x

Retention Diagram & 2 Refresh

Trigaar Day O

All 3 sites

(6 plus 3) ] . >

EA ]
ILMERR (%1401)
FIFALLRAR ~ ERILGEEHERZEMENILMERR « BB L A2 HIILMERRIZBREIE  StorageGRID
ZihAREN—RRILMERRIFIREEIE TFILMARA

* PREVNE  SEIEFR6+3IHRRIERIATIIABILSHEFERMNYIMH finance-records BREBE=(EEKH
IL) ©

* MRIHEARFEE—EILMRR] « FEARBNERILMARR] (MEERERIWEZELFL) ~ BZIHE
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it tater as required. Click Simulate to verify & saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Marme Object Storage Policy
Reason for change new proposed policy
Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

[ 4 select Rules |

Default Rule Name Tenant Account Actions
EC for $3 bucket finance-recards (§ Ignore x
L Two Copies Two Data Centers (5 Ignore x

g2 | ECHF A/ NERERVILMAR AN RRAY

SERIAE A THIEAIRRAAMFRIBABER « ERILMRR ~ RIBVFXNEREAT S ER
HIECTRXK °

@ TEHNLMMRRIFRRIER S - BEFZ T AR LREILMIRR] o TERRERRIZA] « 5Ac RS
HRE ~ BEBHEFS AT SRERNBTENEKRIBRT -

ILMFRRI1 (Fg02) : FRAEAR200 KBEY#I{+EBfEAREC
HEEEHIILMARBISHR B PRA AHL200 KB (0.20 MB) BI¥I{H4RES o

RAER gEHIE

MRATE fEZECH+> 200 KB

2E R FRE B

R/ B RS ERIE RN (MB) K520.20
RNERE A=A S RII2+13HERARIBR A
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Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

EC only objects > 200 KB

Matches all of the following metadata:

Object Size (MB) j greater than j 0.2 :I x
*

Cancel Remove Filters

MERPRIEEERIA Z Bk 8B 12+ 1SR IRISEZ o

EC image files > 200 KB

Reference Time Ingest Time v
Placements © 1 Sort by start day
Fromday | 0 store | forever v m |—|
Type | erasure coded v Location | All 3sites (2plus 1) v Copies | 1 + =
Retention Diagram @ T Refresh
Trigger Day O
il )
(2 plus 1) ) >

Duration Forever

ILMARR26519N02 © MfEEREEZ

LEEAILMBRI SR I MERRED « MAS R AFARINETERE © IERRIRRAFEIE ZFRA - ESILMER
A1 (Fln2) SHERELFIE ARL200 KBEVHIM « FREAILMRRN2 (FI02) 127EMA 200 KBS E/ NV ©

RAER #HHE
MATE MEEREZR
2EHfE VST
YIRS BRI =
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Create ILM Rule Step 2 of 3; Define Placements

Configure placement instructions te specify how you want objects matched by this rule to be stored.

Two replicated copies

Reference Time Ingest Time v
Placements © I Sort by start day
From day ] store | forever v m |L'- 3 |

Type | replicated ¥ Liocation | DC2 * | Add Fool Copies | 2 + | %

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more

information.
: - ~
Retention Diagram & 7 Refresh
Trigger Day 0
i 5 I
Dcz Ej .
Duration Foraver

3
EHI209ILMEREY : #¥EK72200 KBR¥I4EREC
TEUEEEFIREIH ~ K200 KB & LU SHERARES - FRE HtH I S MEE S8 o
LEILMER B A S4E T FUILMAREY -

* SHERAZTURBFRA A1L200 KBRYH 1 ©

* MRMAARFEE—EILMIRR] « FERFARILMARRIRZILZMHHIMEEREZ - BRI BEEHERX
12200 KBEY#f+ ~ RILERRRI2{2IEART200 KB E/ N1 ©
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid,

Mame EC only objects = 200 KB

Reason for change Do not erasure code small objects

Rules

1. Select the rules you want to add to the policy.
2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The defauli rule will be automatically placed at the end of the
policy and cannot be moved.

|4 SelectRules
Default Rule Name Tenant Account Actions
EC only objects > 200 KE(§ Ignore x
v Two replicated copies (8 Ignore ®

A3 ¢ ILMARRAIERR « A ERMIRERGRIESS

TR AEA TS AIFRAIFIRA ~ BERAN200 KBRYFAR EEITIHERARDS « WHRBVIR
BRIE=(EEZA -

@ TEHNLMRRIFRRIER S - BEFZ T ARIUREILMIRR] o ERAEIRRIZA] « 5Ac RS
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ILMARE1 (FIgN3) : #HYKH200 KBAIBERAE ~ s5{FEREC
LEEE B IL MR Bl {5 PR 2 PR B8R 2R SH 2R A K51 200 KBAYBRIGAEZE o

HRAIER #5I{E

RATE ECBR{&4E> 200 KB

BE B FREY B

A& AR B R e P e ERE PR EEHER SR RIS
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Advanced Filtering

Lse advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (53 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

EC image files > 200 KB

Matches all of the following metadata:

User Metadata j type equals +| image

+ 4
LINEd

0.2 =

Le Lo

Object Size (MB) j greater than

[+] %

Cancel Remove Filters

MR IERARRA R E—FFRR « FILHHSRRIEREIEMEBE AN K200 KBRIFAR ©

EC image files > 200 KB

Reference Time Ingest Time v
Placements © 1 Sort by start day
Fromday | 0 store | forever v m |—|
Type | erasure coded v Location | All 3sites (2plus 1) v Copies | 1 + =
Retention Diagram @ T Refresh
Trigger Day O
i )
(2 pioe e >
Duration Forever

ILMARR261903 © R PAA RIERIRGIESRBISEEZ
LEILMARRUSE G FRHEPE BRI INAE SRIEE B R IREBIE o

RAER #BHE
MRATE SRR D

2EEfE VST

fERE BRI ERSERE EREFERE R ENRAIE
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MAES #BHIE
RERE TR B R PRIERRES

Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

3 copies for image files

Matches all of the following metadata:

User Metadata j type equals j image X
x

Cancel Remove Filters

R RAFRYE—FREI B L A1$200 KBRIBRGAE « FILE LM ESMEBRAI200 KBEE/\HYBRIERHE

3 copies for image files

Reference Time Ingest Time

Placements & 1t Sort by start day

Fromday @ o store | forever v |

Type | replicated Y| Location “[)01 |[Dc2 < | D3 * | Add Pool Copies | 3 + x|

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Retention Diagram @ 2 Refresh

Trigger Day 0

pcL

Dc3

Duration Farever
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HHIBHILMIRE | RIRGIER M EIFAIRE

FEUEEEFIF ~ ILMRB)ER = BILMAR BRI ILRE) ~ LEHERAH200 KB (0.2 MB) HIBRGAE ~ %200 KBZLE/)\
RIBEIEEEBEAR « W AERIEMRGIEE MEEEEL

LEILM/RRIEEHI B Z AT FHIERERIIRAY -
* SHERAZTUHEFAA R1200 KBRIBRIRIES o

* B = {ERIGRIRRIERVIED (B1200 KBEE/N\HIBRE) o
* RERRAEREEMEGFYM (BIFTAIFREGIESR) -

Viewing Active Policy - Better protection for image files

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: ILM policy for example 3

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
EC only objects = 200 KB (F Ignore
3 copies for image files (§ lgnore
Make 2 Copies (§ v Ignore

g4 SIRRAEMIHFRIILMIRRFNREA

MR ERAIRAEEINFENSIHFE « SR UEILMRRIFMA R IEBRiRE A2
ZRFEAVARA ~ FBUCEIEIEB MRS ©

AP ~ EPIASH IR IR ~ R ERIME SR PRI R AIEG PR ERNRERE -

@ TAILMRRIFRAMER LR - BFZ AR UREILMRR o ERRERIRAIZ AT ~ SAciEiiEs
BRE ~ BEEF S NS RERNBRINEKRIIBRT -

@ NREEILILMIRAIZREZIE B RIBIIFRIRZA « 55ER ~ B BB YIHhik4SBIUUIDELCBIDZ At
RERE - EESHYHFRIUVUIDFICBID ~ SBIEVHN AR R ERY 4 PEER B -

FERAER
"SN{AIMIBRS SRR AR+

"ERYH P EE R B ILMERR"

ILMARR161M04 © #EFE=(DEA10E
AEFILMBR EE=EER R OHEEFESEDHNESR - BHA10E -
LERRBERIRFAEYIM « EmEREESBIRAES -
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RAES #HHE

HEER =ERFFEE - BEUNFENERFBC « 256%4DC1 ~ DC2H
DC3 °

MATE =h+5

2E6E NS T

RERE EHO0X « RE=HHMEAI0E (3+652K) ~ —H7EDCT ~ —fp
7EDC2 « —{A7EDC3 © fE10LEAETRES « FEMIBRYIE MRS -

Create ILM Rule step 2 of 3: Define Flacements

Configure placement instructions to specify how you want objecis matched by this rule to be stored.

Three Copies Ten Years
Save three copies for ten years

Reference Time Ingest Time
Placements @ 11 Sortby start day
Fromday | 0 store | for v 3652 days [t
Type | replicated ¥ Location || DCH || Dc2 || DC3 |add Pool Copies | 3 + | %
Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information
Retention Diagram @ = Hefrests
Trigger Day 0 Diay 3652
Pe ]
pc2 S
s O I ——
Duration 3652 days Forever

ILMARR261404 © RWEIEB AR AE AR EF2E
EHILMFRBEZSIRA IR EIE B RIRRZASE A ~ BHA2EF

ERILMARR 1B AR YIRIFI AR « RIES BRI S —ERR « UEFELEMIEB AR - LEARRAIER*IE
BRI R FA 2 EEE o

FUEEAR « LEREFMEIFERIREVES « MELESSHEME o

RAESR HHE
EEFEIR WEREFEE « SEMUNFENERFRC « 2565 4DC1HDC2 °
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MAES #HHE

AR JEERATARAS @ MEmMID
2EEE JEERIFFFE
RNERE EHOR (HBHEIRIFERIFRE)  (FRRD ~ YRR A Rl A FE B AR ZASBIAR

—XFtR) ~ RIEERMYIHRAIIMEERESFRE2E (730K) ~—
fE7EDC1 ~ —{ETEDC2 ° fE2FATREF « sAMIBRIFRAThRAS -

Noncurrent Versions: Two Copies Two Years
Save two copies of noncumrent versions for two years

Reference Time Noncurrent Time ] v

Placements € 11 Sort by start day

Fromday | o store | for v | 730 days m ' |
Type | replicated v Location ‘ DC1 Add Pool Copies | 2 + | %
Specifying multiple storage pools might cause data to be storad at the same site if the pools overlap. See Managing objects with information lifzcycle management for more
information.

£ Refresh

Retention Diagram @

Trigger Day 0 Year 2
g wl
pcz Cﬁ i
Duration 2y Foraver

ILMEE] ~ iN4 : S3RRAIESIYI4

NRCEBLUARRER BRIARAR S TR SRV RIERRES - BIEA*IFE R E A2 ZREIRRLALR
FILMERRIF ~ A EHREERE BRHARARIRRR)Z A1 -

S3hRAEMHBYILMIRRIATAEBL S T HUILMARRY
* TERRAERLIFRABIAR—KIEE ~ IS SEMHFREMERR F&HHR) RE25F -

@ IEERIRERASALRERAGD « 7 @EREBRYHFIREBIRA - TR  IFERIFIR
A K EAN G EIFE AR ARAIAEST o

* BRENEY « BFREIIZEERES - UEZEENROSHEF—MDESR o REMYIHFIRENEERFRE10E o

140



Configure ILM Paolicy

Create a proposed policy by selecting and arranging rules. Then, save ihe policy and edit it tater as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make ihis policy fhe active ILM policy for the grid.

Mame ILM Policy for 33 Versioned Chjects
Reason for change store 3 copies of current version for 10 years and 2 copies of noncurrent versions for 2 years

Rules

1. Select the rules you want to add to the policy.

2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

| == Select Rules

Default . Rule Name ) Tenant Account Actions
l Noncurrent Versions: Two Copies Two Years (3 lgnors x
U4 Three Copies Ten Years § Ignore x

The default ILM rule in this policy does not retain objecis forever. Confirm this is the behavior you expect Othenwise, any objects that are not
matched by another rule will be deleted after 3652 days.

SR AR  EFRERRIE a0 A AT ¢

* (EIEE R AR A ER S B 55 —EIARAUARFT o MNRIFERIBIWIHRRARI2EE ~ RIILME X AMIBRZRRZS (
WEHEE PR PRBIFR R IF B RIRR A48 A) o

@ EEREIFERYIRRZ ~ S AERZIRAFIUUIDICBID ° B A RATRREER « &7
LR BN EFRFHHUUIDMCBID °

* BRI AR & 85 — EARANERT o BAINMIIRAHIE106E « ILMEEF SRR EAmne
AkRZS ~ EAEERRMIMEAA Toncurrents o FIEATILMETIEES - H3F B AIARA & L —ERRAIER o
It ~ DCIMMEAEIER « DCIHIDC2HI MBI A B #1724 o
G
"R R SR ILMR A
255 - BASRETTARIILMARR R
TR AR E AR A1 AR R R BAS R RRERI T2 ~ BILEYMFREERERNER OIS ©

FEUCEAIF ~ UBRAERIVERRSERZE - MERELEYHREFERELSNTS - ittt « B1E%KE
HthE A RFBFIEMHE » AR FEERENFOSEBRERAC

@ TAILMRRIFRAMER LA - B5FZ AR UREILMMRR - EEREIRAIZ AT ~ SAiEfiES
BRE ~ EBEEF A A S RENB RINEKRIIBRT -
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HERIE
"I REE T T

"WER3Z3 | ERMETA"

ILMFRR1 (FI0n5) : ESHEEUAREERER AL

ZAEEHIILMAR R E R BRARRIREETT A « WRZBHERE A EEFESRHERINYMG « EEEREAEU-WEST-3&
B (B%R) - kEFEREEEEERFC

IEFRAERR BN ERE R BS3#FEREREU-WEST-3 (BR) 8 -

RAIER BHE

HAMRA BERIER

HEREERREE (I ERHIZEEU-WEST-3

#EEERMN DC1 (B%)

AT B HRE LA REE B 2R B R ORI AEE

2ERME FREXEEE

NEWE EHEOX « BMEEREARXAREEDCT (BR)

FRET 7% A o SATS T REENEFE A LLRAINNELE - MREEETERER A

EEMOYHES - BIREERG R -
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Strict ingest to guarantee Paris data center

Description:

Ingest Behavior:

Tenant Account:

Reference Time:

Filtering Criteria:

Strict ingest to guarantee Paris data center
Strict
Paris tenant (25580610012441844135)

Ingest Time

Matches all of the following metadata:

System Metadata

Retention Diagram:

Trigger

Duration

ILM#REI2 (fI4n5)

Location Constraint (53 only) equals gl-west-3
Day O
REk it ] I
) I

Forever

: B RS TR RRER

A& HIILMARRE R FEREEITS » BB —ERTEFIEAIHREERENILMEER - R EFERMHTTSIL
RAUFIBEMHER ~ —HURERERDO « B—HURERERFC - MRRAESEZERE « MIERERE

EAFEFEEMNTRAUE -

LEFRAE AR B RE A& ERHF

RAES
HARE

HEPL RIS

EEERM

MATE

2EHE

RNERE

HRETAS

#HHE
feedid

DC1 (BB2%2) #DC2 (EE)

2{pEA2{EE R P

VST

EFOX » R MEERESKAFREFEMBEELR AL

T o MRATAE ~ FRBRABIBEIETRBEFTS IR - B
Al s SEEARRUERIFEEREES -
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2 Copies 2 Data Centers

Description: 2 Copies 2 Data Centers
Ingest Behavior: Balanced
Reference Time: Ingest Time

Filtering Criteria;

Matches all objects.

Retention Diagram:

Trigger Day O
e Fars O]
L Wl 0
Duration Forever

ILMERBIEEAS © EEHEETTA
ILMRBEEH B EmE R A RNEREEITARIRE
ERAMERRMEITANILMERA AT sEEFEILMARR ~ Fian :

* REBERERIAR HSH#FERAEU-WEST-3 (B3) #vft ~ EERARERER PO - MREEERE
RERFC ~ BJEARREL o

* EXREENRONBRENPOFEEFIEAEMYG (BEBENREREFEEFTERENYN)  MREER
RREET  SAREEMARUERFREES -
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and adit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Example policy for Sirict ingest
Reason for change Do not store certain objects for Pans tenant in US
Rules

1. Select the rules you want fo add to the policy.
2. Determine the order in which the rutes will be evaluated by dragging and dropging the rows. The defaull rule will be automatically placed at the end of the

policy and cannot be moved

| 4 Select Rules

Default Rule Name Tenant Account Actions
Strict ingest to guarantee Paris data center (§ Paris tenant (255680610012441844135) x
L4 2 Copies 2 Data Centers (8 lgnore x

R HIRAE ~ ETRHRAEYAREHES T ¢

 (HABNEREE BS3EE RS AEU-WEST-30MM4 « S E—EHREIETILY « M RIRRER T
O o IR E—E3RBE A BRI « Rt E Y AER G HEEEEE R o NREEERMNRER
BRI BT DS © BIREER & SR8y o
© PRI EAYIEER S LS —EREIRELY « GIEBR ERMAE B R ES3HER RIS AEU-WEST-30M14 o
SEERR O EEE—DYHESR o Ri8 « RAS ZEHRAERTEEE  FRUNREE —EE RO EE
E « B g Aa BB EEREREE o

#5506 : EFEILMFEH

MRCHEFREFTEL B IRMEL S « PIEREZE UL AEHILMERR -

o0

SERANZA  ERASEREILMRE &S FE N E R 7 & StorageGRID FIEEFERMAIRIAE
TL\fltt%ﬁWJEP » StorageGRID #RFEFHIE T —EZ2HMEILE « FEEFATIILMIRE] ~ LUEBR ERH#EF IS

@ TAILMRRIFRAMER LR - B5FZ AR UREILMRR - EERERIRAIZ AT ~ SAiEfiEs
BRE ~ EBEEF A A S RENB RINEKRIBRT

SEILMRRHMEER A2
ECREARBVILMER IR « StorageGRID FISE & E R I TRIRFUNEE « LHEMRAPHRERRTEERT

B2 /o

SHAYMHRBRENRLER -
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HE B HILMERIR StorageGRID ~ RIMTRERAAN « SIERAMEAIERNY
(D - cREETHILMERZ A - #nMRAER NSRBI R E BN EAES - BER
BMPEOAIE  ATAE BT FIE EST A E (L BES - SERBE HFRIM -

BIAEE RF 2 & StorageGRID FIMAEREMILMR RS ELRT E14E !

* RARER THIBRARDS RERERERANHEKESG -

@ FIRERMERERER « 8@ MPREE REERAE—  BEAZEREAHEBRER
E% o StorageGRID

* SEHEAYIMFIRIESERE AN - RABERYHEIRAERFERMT
* REREAEMHNEEABEREAENME « fIE - BAREWHBAZFEHCloud Storage Pool ~ FEEHTFH

BIBIES o
FERAEN
"ERITILMIER]"
& 568YActive ILM/ZR : M1ELL S BB R {RE
EUEEEHIG « TFHILMERBIRY] 2 ¥ 154 StorageGRID MIMEE R4 MERET ~ W EAMIEILMIRE] o

ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone fhe active policy; or view the details for any policy.

4= Create Proposed Policy | | B Clone | & Edit | x Remové

Policy Name Policy State Start Date End Date
'®  Data Protection for Two Sites Active 2020-06-10 16:42-09 MDT
! Baseline 2 Copies Policy Historical 2020-06-05 21:48:34 MDT 2020-06-10 16:42:05 MDT

Viewing Active Policy - Data Protection for Two Sites

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Data Protection for Two Sites

Rules are evaluated in order, starting from the top.
Rule Name Default

Tenant Account
One-Site Erasure Coding for Tenant A (8 Tenant A
(49752734300032812036)
Two-Site Replication for Other Tenants (§ o lgnore

3 S
Simulate § Acivaie

FEILILMEE « BRI S AN TEE 5 S 2 E2+ 1 SNARREA(RE « TR A S AV B B4 B A
WSS MELS LS ERE o

@ A EBH PR E —FIRREREREERS - MR EY A SERHRRES o [EAER200 KBRY
HEAMM « MEREFE _ERANRE - BREGERERIEE -
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A AR AR E UL S HERARNS

RAESR ghHIE

MATE TP AR B —ih & SHERAR TS

HAIRA HRA

EEERN BRI,

RERE B RO B2+ SR ARIBIE 5 0RE K iR

MA2 : HEHMAPETRILEER

RAESR gEhHIE

MBS HihtB P RVEIE 18R

HAIRA B

EEEIR BERAROFIERF 02

RERE ?\&;ﬁo%%ﬂﬁ?ﬁ?ﬁ%ﬁﬂﬁ?@k D —PERTEERPO  — R EREER”S
D2 o

EEMILMERR ~ Fltne : ={Eih & ERMRE
TEUEEEHIH ~ ILM/RBETEEH =155 StorageGRID FI—ER#AR ©
HITIRFELGMEIL 6 2% - EREESEY TmENN#EER | —ERNENPLOINREEER « Z—Ef#EF

SR SMAZALE (EMARFHMERMFETEERR) AR RREESRIMEMBIILMARRIN—(E
HMHILMRRREE « RS RFRERE =@ SRER
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Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy

« Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle managament for more information

Review the rules in this policy. If this is a proposed palicy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Data Protection for Three Sites

Rules are evaiusted in order, starting from the top

Rule Name Default Tenant Account
Tenant A
Three-Site E Coding for T tA &
Vi DI BRI DU for T (49752734300032812036)
Three-Site Replication for Other Tenants (& 4 Ignore

RYENIERTRIILMRRIE ~ BRtE P AR BT = (Eih e LR F2+1HHSRIRISHIRE « BItEMER (LURERE

EARBUNIG) BHRISE=@EiL S L EAMERNIRR RMURE o

A TR A= UL SRR

RAES
AR TE

HARA

EEERM

HA2 - HMARN=IA6ER

RAER
AR TE

HARRA

EEERN

RERE
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B EERRILMIRA ~ FlUNe

ECRENERILMRAE « REVHRISEERERE « RBEMMHSERNRIPRERET « 81
BRI o

@ ILMERRFEYEER AT SE BB A MG B RNER - FERENRRIZA] « SAF AR IARERRA ~ X
SHEFIER °

BN AILMERIB StorageGRID ~ FIFIEIREBFIAMI « SIERAMERARERIY
(D - aREETHILMERZ A - #EnMRAER NSRBI R E (BN - BER
BMPEAIE  ATAE BT RIE E3T B (L BES - SEEFE HRRITE -
EHRRBIETEERGEEHES

EAZEHBAEAFRILMERERS « BRAEARARNYIGSEE RO ER2+1SHRFEEILURE © THiEE
BYILMIRRUA ~ BRI P ARHRTEE RO ~ 2M3_EfER2+1 S RURISRRE

X ILMIRAIRS ~ 81T FHILMIEE ¢

* FHRARERRIH E D BN MEER D « MHTE—ERMTRED K - A%  E=E R BRFHS—EE
BRFETRNERARLC

* FEETPRILMIBHERER S - SENTGBRERANREEYMH - ARILMRERSRERMEY THFRGEE &
ENE ~ BRI SR 2MAVIHRRISH & ~ Wi ERHE=EER A

@ BRI EIRAR2+H R RAGERMER - EERMBIREER « /5@ THRRE &
ERERAHE— - BAGERERHZRRIER L o StorageGRID

ERETEERTREAES
FEUtERF ~ BRIfEASTRILMERAG « BRrEMER NG SERERF O MN2@EFEE NP MERREZS
RIRE o TEAREBILMIRA PR « B EMES R ERAER SO « 2M3MEEE RPN = EERESE
RIRE ©
ESENFTBIILMIRRURS ~ T TIIILMIES :

* B LSMNIERE R BRI RiStorageGRID ~ RIEESEERF ORI =8 « LEEF—HEL -

* EETPHNILMBHEREFTD - §EMIEBEREEEMBRIREAYHE - ARERPOMERFOHNERE
IR AN AE M B FTILMIRAAIIR = TR ~ StorageGRID FLLEFREAE R AL I —PYIFIFIEZ ©

RS IR R BRI &

BAEH P EZENILMERIERENRF + StorageGRID LEVMware R A EIENAER S ERZ I E - EEAHEFA
MIRBYIMHRILAVIHRRNE R R ~ UREERTPOIAEMBRRAYHRIIAINERES « IIFELL—RE
RESHERER

HRILMERAEE « AR IEENMREAZKA RS ERIERIEFLEERR - EEEERTTE2EBFRERTZ
% - IERREERIEIER ©

HETERBTNILMRREERERERE « U AR ESERERAMAHUERNREPER TREMRE
HY) EFRERIEDS o i TERESREL RARNHENHRIEMBIALNERE - URFEREMGFSNLEMZE) o
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() NRCEEREREILMRIETRERE R  BRAERITSIE o

FH7 : SIVHFHENTSILMERR!

TEERILMIRBIE « S UERA AR AP RISIHEFE - ILMFRBIFILMRAIVESEERS « IR
B ERASIYHHEE 2 #FE P HRIHREMRET XK ©

C) YIRIGFE SeRiStorageGRID hRABIZIRINAE R E R EERRERBIRINAE ~ thPTLAE AR L #EH 2R 178
BRI EMAERERERINENRARETE

C) TAILMRRIFRAMER SR - B5FZHARIUREILMRR - EERERIRAIZ AT ~ SAciEfiEs
BRE ~ BEEF A A S RENBRINEKRIBRT

FERAER
"EFSIYIHIRE R EEY "

"EIZILMRA"

SV HE HH R REFENYF

FELL#EISh « & 5Bank of ABCHYS3TE B IR S BB S BIZR B AASIIA ARG « WHESE
HOSRATETER -

HEEES e

HARF TS ABCER{T

BB SRITEOER

e E£FEE-1 (FER)
Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name =+ S3 ObjectLock @ |+ Region % ObjectCount@® = SpaceUsed @ = Date Created =+

bank-records v us-east-1 0 0 bytes 2021-01-06 16:53:19 MST
1

ML R IRITEEREFEENSEYHNYIRE « BEFEATFIHE retain-until-date Ml legal hold &
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=

TE .

BEMHFRIRE

retain-until-date

legal hold

EFIE
"2030-12-30T23:59:59z" (2030%12830H)

BSEYIHHRAERE B CHIRRAS retain-until-date RE : LERE RN
EO0 ~ ERBERD o

"OFF"  (RER)

ERBHER ~ YRR AT A BER (R & S EH S 7A R E o MR E
REZFERE » BMER ~ EEMBRZYIM retain-until-date B
IR o

SIVHFHERILMRRNEES | BB HFE EHRHSRRIERERE

LEEEAILMMRAMEB A% ABank of ABCBYSITHAIRE o EELEBRIUERYIMH bank-records AEEMAH
KRS RET=EENF OGS RIHEFER L - EA6+3HRRITRERE  ILRBIFF SRS HER
FEFEEX . FEHHIEROR—ERBEUFHBTRSIES « T ERBNFREIBASERE o

RAER
RATE

HARA

HFERTE

AR

Create ILM Rule step 1 of 3: Define Basics

Description

Tenant Accounts (optional)

Bucket Name

#HIE
FTE7ER | IR1TECEREFBIECH) - ABCERTT

ABCER1T

bank-records

RN (MB) K1i20.20
*MizE © *UbETERS nI R RMIPRARIE A2 AR 200 KBIE/\HO 14 ©

Compliant Rule: EC objects in bank-records bucket - Bank of ABC

Uses §+3 EC across 3 sites

Bank of ABC (20770793806808351043)

~ | bank-records

/ Advanced filtering. . (0 defined)
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RAES #HHE

2EEfE VST
HEULE WEHEORRLA  KERETF
HERARIS R EE * A= EERFOIL S RFER DR HRRISEL

* (ER6+3HHRIRISE S 3

Edit ILM Rule step2 of 3: Define Piacements

Configure placement instructions to specify how you wani objects matched by this rule to be stored,

Compliant Rule: EC objects in bank-record bucket - Bank of ABC

Reference Time Ingest Time j
Placements & 11 Sort by start day
From day 0 -_-| store | forever j |
Type | erasure coded j Location | Three Data Centers (6 plus 3) j Copies | 1 :I +
Retention Diagram & 2 Refresh
Trigger Day 0
it )
16 plus 3) tffa >
Duration Forewer

1 B

S3YIMFETEEFIMILMARR2 | RETEHRAY

AEFILMRR —FA ST RHEHNR LREEMERRIMHES - —F% - EER—OERXAREFEEREE
BRithd o |HiLLIEFRAIEA Cloud Storage Pool ~ R ARFIEERER « h A S ERERASIHHENREFE
SRR o

RAER #BHE

MRAE AREER | ERERHEFERA

HAIRA RigE

HEFERTE RIEE ~ BEBBRNARMASIHHEE (NEMREREREINEE) N#F
HEPEEDE KigE
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Create ILM Rule step 1 of 3: Define Basics

Mame Mon-Compliant Rule: Use Cloud Storage Pool
Description DC1 and 2 for 1 year then move to CSP
Tenant Accounts {optional) @ Select tenant accounts or enter tenant IDs

Bucket Name matches all

/ Advanced filtering. (0 defined)

= (]

RAES HHE

2E R FREF

FIBAE * EHOX ~ HMEERERREEENFOBIFEEFMENER P02
365K

* 1R BR—MERESKEREAZRFEEFERMNT

S3MIHRERIILMARR3EE G © FRERARA

LS HILMARR SR EREREIMEE R ORNREEE RN o IWAFRBZILMRRIPHTERRR] - EAE
ZEMENESS - MEEMERASIHHENRFFEEN | HEMH LEFREMEYHEL - WFOXREIF0
X~ ER TRk (FR2EEE -
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Create ILM Rule step 1 of 3: Define Basics

Name Compliant Rule: Twe Copies Two Data Centers
Cescription 2 copies on SNs from day 1 to forever, reference time is ingest
Tenant Accounts (optional} Selecttenant accounts or enter tenant IDs
Bucket Name matches all |E| Value

/ Advanced filtering. . (0 defined)
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Compliant Rule: Two Copies Two Data Centers

Reference Time Ingest Time j

Placements @ It Sort by start day
Fromday @ 0 = store  forever LI Add
Type | replicated j Location “ Data Center 1 || Data Center2 Add Poal Copies | 2 :I + x

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Retention Diagram & 5 Refresh
Trigger Day 0
L 0 I >
Data Center 2 ﬂ
Duration Forewver
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2. RYEERNRR « SERMFHM LZT —FHMEERYHES - ARR—EVHFERKABRERRH#F
o WERANERRBASHHENREE - IR EERAZRMEEM -

3. ERFEHR LEUNEERYHERNTERES R (RFEOXRFIXE) o
Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate to make this policy the active ILM policy for the grid.

Mame Compliant ILM policy for S3 Object Lock example
Reason for change Example policy

Rules

1. Select the rules you want io add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule {and any non-comphiant rule without a filter) will
be automatically placed at the end of the policy and cannot be moved.

i + Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC (§ ' Bank of ABC (90767802913525281639) x
Non-Compliant Rule: Use Cloud Storage Pool B Ignare x

o Default Compliant Rule: Two Copies Two Data Centers 5 e Ignare i
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