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INREAREEFAStorageGRID & EREE ) hEE « THNHELBRSHMBENR !

* FE-ERENPONERZE - RE—EVERA T ERE

* HEEFINEE B StorageGRID B—EREERIH ORI 1% & I FERY P B R 4 R TZ EERERE
n% o flIEN ~ &R LUEFANetApp ERFFHTZRET) o

MREFEENRERTEH - MERHypervisorfEZ1EVMIZE « BRI SEFREFE R ILEINEE ~ MIEStorageGRIDAYER
BERBERINGE o TEULIBER T ~ eI U RBRISLEERIMNEK ©

TR HypervisoriEsE 2 A ~ 55T IEF RARAENRL - SH2RIRARIERENREBY N8 B AERE S o

A EVMware NS5

OpenStack Live Migrationf1VMware Live VMotion® {5 & #ti% a5 Y RFERF B ~ T B A I4EE A4S
EfiRL o AR S R « (BREER B R IERE O] SE BB RHE R S AHRE T

IERTEE o TES 5 ~ StorageGRID GREHMASERNR « ARBEEHZHEETEE - F2RAMEA
HERE RSB RIRA PR BIRETE T o

—HBERN T ERTE

%T#Ié.’rﬁnﬂﬁﬁé—”ﬁiﬁéﬁi% EBE ~ StorageGRID %< RARFS WA /RHEIRENFS B RIPATE BRI IMNBFERRIELR
FEATRITER I ERH - TEMPER—BNERNTERE - MEERERED -

B2k StorageGRID &7 * RERE M1 LHITHZIRERaBRE NI EEHE :
ethO = bond0.1001
ethl = bond0.1002
eth2 = bond0.1003

ﬁﬁEE’JEﬁ'%FEStorageGRID RIE—EE 4% - SENARRERTENEN (DhA4EE - EENAR R
THE) HENH - HENGAHENRHELEERNERINNE - BEARE=EMBRE—EEEN
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IR7E ~ BEREZREFABEE T2 - IRFH2t1H % 4bond0.1001 ~ bond0.100241bond0.1003RY7 T ~ 8l
AME R » RERFARBRNERSEEH2 HREETHABERERIED - IREH22ARBHERNE - 8

RAFEE o

B S HEARUESET M MER —RHERNEGS ; 2R TRETHAER) UEUS—LE&8EH -
HERFER

A7 BRIRE - (BABVEIRESHE - StorageGRID AREEMRBEERER - AR  BiFBEEU—HEDL
BAFE AMFERIZNAIT ~ (A TFFR ©

1. 12 TEHARLEEL ) (FREAR » SREEMA LHITRERI AR MIV D B EIREEY « ARRIEIZEHRNR
MEKVolume © 2218 ~ IS EH A LRVERE A SR EITERR ©

2. 71 TEARSEEA 1RZEHR - @EE T HB L EMARMRNENVEREEES - URERA LAY ERH#TY
F& o AR ~ REVIFHERRE BRI E AR I TERS ©

EERIRFET « AR AN EIRBIFIEIRAVPRA R A E RN YHHETHIRE « A BERFTRENE
E o IE5 ~ EfIUAEEARBHEEMHR « BERBYUAREESRIMAM B LABRFRAILUN o

LUT &35 88StorageGRID BRI IEFEEINSEEIRE B H BN RFE - EPFEEEFERADMBERE « UKk
ERERBSGIENL /etc/multipath. conf Iet—ERKENEIRIEELTE - AIEFTE T EER -

/var/local — /dev/mapper/sgws-snl-var-local
rangedb0 — /dev/mapper/sgws-snl-rangedb0
rangedbl — /dev/mapper/sgws-snl-rangedbl
rangedb?2 — /dev/mapper/sgws-snl-rangedb2
rangedb3 —® /dev/mapper/sgws-snl-rangedb3

LS
"RET AP

AfEE
EEE
0 A S PR B E B S o

HERIES X ENR{ERRZAS
Google Chrome 87

Microsoft Edge 87
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HEE T HERNRIERRE
Mozilla Firefox 84.

RS RS RE R AR -

BEREE BRE

=K 1024.
R{EE 1280
WETH

ERIREE M B 3{EStorageGRID A ZF D HIZREE o
ETIME—FERT - BEFEHEATLESRER :

s [REAERIZEREZEME (FIiAnsible ~ Puppets{Chef) KEFE K& EEraoy = 1% o

* IRTHERE L StorageGRID A& o

s BIEESE—EREKBEMStorageGRID FIE R TIERS ©
Lflﬁli‘i?ﬁﬂﬁ?’“mﬁﬂﬁ##z«z ~ W ARABREAEZRERE) « IR FEI IR EENEIL « ETASLES (FURRKRETS
) ~ LUEREEGAREETEE LS o StorageGRIDIRIEERAMIPythonfs <5 ~ AR IR EIBERTE
BIINEE ~ UK EEZE R4 ( TGRIDJ ) StorageGRID StorageGRID StorageGRID ° &R B fFERELE

S~ LIS EE LI5S « BEARUNA7EStorageGRID & B1TRIMAARIIEMMERE T EER (LEREST
API) o

NRITH BB StorageGRID ZEEH M HIEEF BB « FERBRERFZA » TRk B8R

g o

e
"ZHEREST APIZZE"

"BEMERE"

EfmERH

,_\Z\’EEEE_F@JiE% 7 HE jEf';EEﬂ_J?,F'ET"%EI7le%1?-'ﬂlt{3_"8torageGRID B2EE - LFRITE
IHAE o s3 AR ~ eI LUEAAnsible ~ PuppetZ Chef S22 @ AR 25 2R AEZRE R B EL L T"F
ZE A */F.%Ea o

HERAE
"B#{EStorageGRID ZEE K& E T HEARFS"
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ZH#Linux

1RWAZBTERR B 4818 1% % 9ERed Hat Enterprise Linux8{CentOS Linux ° f£fANetApp &
BEHRBRT ARSZIEIRAHEE ©

1. REBARIEFRIETRENRERRT « EFA BRESUERER EM E 28 Linux -

@ NRICEANRIRELNUXZEEZT « NetApp R TIEE NEFERL) WigER (BF)
5 TRIERE BRIRE - F7XEEWERCEEIRIE -

2. WARPTA TR SEFINEHH#FE « BfEExtrasiBiE °
HERELREREFPAIERTEELERINIENS -
3. WNRERRA3HA

a. YT TS : $ sudo swapoff --all
b. BRMFIAERXIRIER /etc/fstab URERTE ©

() mRmrx2ems - TERRERERE -

R
"NetApp Bi@MHEBRTA"

RE E AR

EFEM FSERLInUXZEZ & ~ IEOREE BT —LEREIMNVARRE ~ UIETESE TS EEFH—
4BE S ¥ FEE StorageGRID fHE B E 2 TR ETELRVARES /T ©

CEENER
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HY ~ AR A EREAECE o 8E2A T B ERIENRE 2 AT AR AR T E « BFfE M EEHCEERRBIPAML -
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A A AMEER MR E « #StorageGRID X _FRIFRA STIREIBHR A Grid Network/TH ; RSB E
EERLERRER EHFER A E ; HrIUERE ZERITRLEESE - X8 « BBEFGRHE—HRRHERGHIM

EIEARTEARNEHAR TE - A ZREEEERRERGrid Network/ T ~ MUK 815 —EEELAEE]
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"MK ZER"
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"IETEEE N BN EhAHRERE"
MACIHERIE SRR

MAC{IiHE R EEE DockerA 23 A EAIMACHLLE ~ M EREER IS ER UL EFERKE
FRAIHERIMACHIE o EFEZEFMACIUEAE TR S R MR TV R AE RS o

EXFEMACHE &Y

AERLERED « A LUSBMACIIUHERRIZELZ 2 - IR ERERSANERNICANEEER « ARE
BEHN A P ihAR R o $EDocker S 23 E A 1% EHEFANICHIMACTIE ~ RIS R M AR VAR AR RS o

@ Macfiiit R E Rt AR ERARS 2K « IR AEFAERRAREAEFEREF -

RFEERERMACER B RN EIETCRMEZRE (e sEREEREN AR Z IS EAS R E

@ 7 TRARAL o UESh  ERMRIRAIAE @S RNENET ~ P LLAERE N E EAIMACHE S o IR EE R
EANTEICERMEEREMACIULIT BRE) - SRTERMEER 2RI EERER (BIR ~ BARAIEE
BI AR LR RE o

MacluiH#E S FER A EA « WAMMBHRSIRRE - ¥4 StorageGRID RFERRAILINGE
SEERSE—EZR

®* ADMIN NETWORK TARGET TYPE INTERFACE CLONE MAC
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®* GRID NETWORK TARGET TYPE INTERFACE CLONE MAC

®* CLIENT NETWORK TARGET TYPE INTERFACE CLONE MAC

BRBRES Truel BHHDockerSBEATMNICHIMACHILE o IE5h + T th BEFIEE R BBRAIMACKE
i o IRIETAR, « BN RREAE AL - BB CEEARE—E(II NeTORK MaC BEMBAESSE « &
FIR{IIAE © THAIB S AESTE FRBMACKTAE -

@ FEEEEE FRUAMACER ~ MARFFEHypervisor ERIAMELET « AIRERERFER A E
BILinux EHEAEER(ZLEE(E

Mac# S fE A 5

EmfERRAAIEEERAMACER !

* REIAAMaciEH | & cLoNE Mac EREMBREEFMERARERRS BRI ~ BRIFEPIEEMAC ~ TRIE
WS ER EHNIC MAC ~ T B A2 & E £ StorageGRIDESMIMAC  NETWORK MAC £ o HIREFRE
THik NETWORK MAC £i§ - ASERHEAETHTIEERNME NETWORK MAC £if WS BERTEERER
e o

* BtFAMactE® | B cLONE MAc EREGARREIETRHEIRRES Ttruel ~ BERMFEAEHNIC MAC ~ 1S
FiStorageGRIDE4£FIMAC ~ BRIEFEHIEE TMAC NETWORK MAC E£i# o WIREHRE 7 it
_NETWORK_MAC %% @ THEMRISERILL « MIFELERMULL o FUILEHBARD « EREERREER o

MRERAEFERAMACHAIIHER « MAEEAFFAE N EIZEWAES IEHypervisorfg kEIMACHIIEE
@ El ~ SAREE A ERRREE RN ZE AR RESIET - BAMNERER - MAC
{IAHEEFEREE o ERKRB EIRENETHEREHEBANERR « BItARARENLE
BEREEBHERE ©
EERAMACIER B2 "EI RN EREERNTER" ©
MactEBLEE
EXFAMACIESYBY S ~ THEBIMACHINEZ11 © 22 2 33 : 44 : 55 : 66 ~ /" HEens256 1 EIEL4ARE/EHEI T 58

°* ADMIN NETWORK TARGET = ens256
®* ADMIN NETWORK MAC = b2:9c:02:c2:27:10

®* ADMIN NETWORK TARGET TYPE INTERFACE CLONE MAC = true

48 Atens2568 EEMACAB2 1 9¢: 02 :C2:27 : 10 ~ BIEMEMACA11 .22 :33:44 .55 : 66

AN 11 HEERRERNIC
FHOMRARENER T EHE - RBBORAFEEHIRERS o
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You Configure

Linux{EERMEE ensxyz NESELXENFRPBESETN E - ASPENERESNELNE  BRT
EEANTHRESTREEESRENZIN « FREEMAERE o BHRREW—IA ensxyz HENRH
fElStorageGRID 324&#8 (Grid ~ EXEs AR )  UEHBTAREF PRHIERTHE

AR © BB Y ZStorageGRID <& EiF « FBGESE SiFILARARERRVM o

MR BN « BREZGERENE10G1E10GINEFIBREATIVER « ABRBEMRTES
HIVLAN_E

#3512 : LACPE4EEEHIVLAN

HH2{REECARELERNE ~ UREPTMERBILinuxE MRS EZIIVLANTTE °

FHI25RPRERA « S ~ MVLANGERMECE « AIEE— T FRIFMA R Z AR ZFRAE R BRVAERIAR - It
AR ERRRIEER ©

EEERILES ~ FRREEER TG ~ AdminFlClient Networks & B =B F4BER o FAARRMITRTRE
AIVLAN (1001 ~ 1002F01003) L -~ WLALACPEAE T 54EIZIE (bond0) 2IRMA T o EAIUEEE LRTE=
{EVLANYTE : bond0.1001 ~ bond0.1002F1bond0.1003 ©

WMRRFE—EH# AR EERNRMVLANF FAERE « [SaI LI7EELE EFIEVLANAE « ARBEMHEDE
1 (WEFHIbond0.1004FfR) ©
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You Configure

ensl23
ens234

ensd56
ens567

i
i
:
i
i
i
i
:
I 13 ens345
i
i
:
i
i
i
i
|
i

ensb78

bond0.1001
bond0.1002

bond0.1003

1. 1§ StorageGRID AN BRBGERERZNFAABRMERNE - BEEIE—LACPERSH -
EEEEH - ERERAEERE  fl¥bondo

2. By ERIMEEEAERY S85%E ) AUVLANAE,"” using the standard VLAN interface

naming convention ‘physdev-name.VLAN ID °

P *ﬁ%%ﬁuﬂ%zﬁgh;%% SHARS ETTEEMARR « DURIEEREENEMIRE, o« BEKIRREE
iﬁmz\zﬁ% ELACPEZIBEE (RTEATH) ~ LAFEBFMBXNERVLAN °

R SE T HERAERECE H RN EEREER -

HERAE
"@IIEN : etc/sysconfiginetwork-scripts"

RETHHEFRE
AR RIBREFHIEE DECAASE T
TEENER

TCEMBTHEE « EhRMH eIt TEFrRaIE -
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R ER

R BEHER

FRERLIF
REIRFEFHIRE (LUN) DECHEEMES « 55ER TMEFEER1 RRREKRFETER !

* SETHFIENEGEH#HE (RERESEBEZEH GBS EMNEEME)
* SEEEENREFEN ERKERIMEHER)
* F{EVolumeRIA/

& {G1EStorageGRID F % FEEZIRENREET « S ZFHEALEEN  UALinuxis k4GB EERE VolumeIFHES
7 o

() £FBEHE - RBCRHBEMELHRE « BRR TN ISR -

BRER TR BHEEER (/dev/sdb AIgl) BEIERVolumeRIEFER - BLEERIRESTEIHERN
FIBEE EMEE2RRNEEEE - MREMAiscsT LUNTIEEHERNSERT  FEREFERS
ERERB /dev/mapper Bk - LTHEESANEEE S BREHERFRENFRERRKSE - (& « &

BILUER THRREINRISEL /dev/disk/by-path/ UESHENEE R o

fgn

1ls -1

$ 1ls -1 /dev/disk/by-path/

total O

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:00:07.1-ata-2 -> ../../sx0
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0 —->
../../sda

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-partl
-> ../../sdal

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-part?2
-> ../../sda2

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:1:0 ->

../../sdb
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:2:0 ->
../../sdc
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:3:0 ->
../../sdd

BERRNEREEFITR o
AEEEREFHEEIERS 05T « UEE4IiEStorageGRID FIRRA R EE R KRR ERZT - MRITERE
ENEREIANZ ERERSEIRETHRARFMRENFHERTI - RIRTLUER alias Ml

/etc/multipath.conf FE2 ©

fBIgn -
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multipaths {

multipath {
wwid 3600a09800059d6df00005df2573¢c2c30
alias docker-storage-volume-hostA

}

multipath {
wwid 3600a09800059d6df00005d£3573c2c30
alias sgws-adml-var-local

}

multipath {
wwid 3600a09800059d6df00005d£f4573c2c30
alias sgws—adml-audit-logs

}

multipath {
wwid 3600a09800059d6df00005d£5573c2c30
alias sgws—-adml-tables

}

multipath {
wwid 3600a09800059d6df00005d£6573c2c30
alias sgws-gwl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-rangedb-0

EEENHRETRERAEIREER /dev/mapper FEEH EHBEED - SERRNHEEFEREIEERREE
HIR&ERS « CRIBEIEE Zc BB Z5EN AT o

MR ERTEHZFFRE KL IEStorageGRID LU EIE AN ETHRE « M{FREEHERNZE

@ BRIKINAE ~ (ER] ABR I M LA B ETFRE /etc/multipath. conf TEFAB EEIE LAY 1
L o OERERESE T EERRERDockerffEFHAE&EENA] o 6 B E&{EDockerfz#
FVolume LUNMIRIZ A INA IR EHTE ~ BEZLER 50T - BEREE M -

EEEE

"Z4EDocker"

% EDockerf#7FVolume

EZ8EDockerZ Hi ~ KA SEEENR T {EDockerfAEHARE & M A% M E £
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/var/lib/docker ©

FRERLIIF
MRIEFT B AR HFRE AN Dockerf#FHARE « WA SHNEIRDEE LA RHNATAZER « BIRTUBHA
BESER /var/lib e

TER
1. fEDockerf#FHiEE BN IEZERL :

sudo mkfs.ext4 docker-storage-volume-device

2. #i#Dockerf# LR !

sudo mkdir -p /var/lib/docker
sudo mount docker-storage-volume-device /var/lib/docker

3. ¥ Dockerf#{Fhik & L B AYIE B il =/etc/Fstab ©

P R AT R ARG T BRI R BB EREE -

Z#Docker

&4 A17ERed Hat Enterprise Linuxa{CentOS_LE#1T « & DockerR25HIEE
& StorageGRID ° Z#&StorageGRID FEHAZL RIS 2 71 ~ Bt Z8EDocker ©

- A IRBRLINUXERIEE R MBS TRIELEDocker °

(D mREMLnXERIERERFRFERDocker LRI DockerfBIE TH ©

2. FITTIIMER S « FEIRERA KRB Docker !

sudo systemctl enable docker

sudo systemctl start docker

3. HATGHS « BRIEEZEEDockerfIFEHBRRZS
sudo docker version

FA R i A A AR 8 AR A 4 2B 25 1.10. 3B AT AR A ©

20



Client:
Version: 1.10.3
API version: 1.22
Package version: docker-common-1.10.3-46.e17.14.x86 64
Go version: gol.6.2
Git commit: 5206701-unsupported
Built: Mon Aug 29 14:00:01 2016
0S/Arch: linux/amd64

Server:
Version: 1.10.3
API version: 1.22
Package version: docker-common-1.10.3-46.e17.14.x86 64
Go version: gol.6.2
Git commit: 5206701-unsupported
Built: Mon Aug 29 14:00:01 2016
0S/Arch: linux/amd64

HERIEN
"RIE E TR A"

Z#EStorageGRID 2 EARFS

& el L FEEStorageGRID ZEXIEMRPME S K L4 StorageGRID 2B E1#ARTS o

RIRERI(E

B TER PRI AIIERPME L2 5 EHEARTS o LESh ~ S AT LUER R EREFEM B YumEEEREER - 1
B ZHERPMENY o H2RELinuxEE R YumEFEEREA o

1. 1 StorageGRID ILINEER KBTI SETH - ARHHEBNIHZREREL

HIg0 ~ REMBIER /tmp BERPHSEGIRS

2. Wroot& N EifEA A A SudoEfRIVIRR BEABE I « ARKRISEIRFAIT FIE<

sudo yum --nogpgcheck localinstall /tmp/StorageGRID-Webscale-Images-
version-SHA.rpm

sudo yum --nogpgcheck localinstall /tmp/StorageGRID-Webscale-Service-
version-SHA.rpm
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() coBErREmEES AEBREBBES o
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GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

ADMIN NETWORK CONFIG STATIC

ADMIN NETWORK IP = 192.168.100.2

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK GATEWAY = 192.168.100.1

ADMIN NETWORK ESL = 192.168.100.0/21,172.16.0.0/21,172.17.0.0/21

R ENRL G

HHIIERELTE . /etc/storagegrid/nodes/dcl-snl.conf
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HONEREAR :

NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-snl-var-local
BLOCK _DEVICE_ RANGEDB_00
BLOCK DEVICE RANGEDB 01 /dev/mapper/dcl-snl-rangedb-1
BLOCK DEVICE RANGEDB 02 = /dev/mapper/dcl-snl-rangedb-2
BLOCK_DEVICE RANGEDB 03 = /dev/mapper/dcl-snl-rangedb-3
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

/dev/mapper/dcl-snl-rangedb-0

GRID NETWORK IP = 10.1.0.3
GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

BB R

EHIIEZELTE | /etc/storagegrid/nodes/dcl-arcl.conf

i

HONEREAS :

M
B

NODE TYPE = VM Archive Node

ADMIN TP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-arcl-var-local
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.4
GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

B R EE R

EHIFEZELTE | /etc/storagegrid/nodes/dcl-gwl.conf

HHMERAS :
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NODE_TYPE = VM API Gateway

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-gwl-var-local
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.5

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.1.0.1

FFEEEIEERLAVEEH

EHIFEZELTE | /etc/storagegrid/nodes/dcl-adm2.conf

i

HHMERAS :

o

NODE _TYPE = VM Admin Node

ADMIN ROLE = Non-Primary

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-adm2-var-local
BLOCK DEVICE AUDIT LOGS = /dev/mapper/dcl-adm2-audit-logs
BLOCK DEVICE TABLES = /dev/mapper/dcl-adm2-tables

GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.6

GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

IE1EE%:5StorageGRID :Z4HAE

EHPEITLAREREZR 218 /etc/storagegrid/nodes ¥ StorageGRID E{ESZ IEEEL

TE AR R RNAR ©

AEREERENAS - FESEER LERIT e !

i

I

sudo storagegrid node validate all

YNRIEFIEHE « Bl SRR EEBERIERT passed * ~ FIEEHIFAT o
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Checking
Checking
Checking
Checking
Checking
Checking
Checking

for misnamed node configuration files..

configuration
configuration
configuration
configuration
configuration

file
file
file
file
file

for duplication of

for
for
for
for
for

node
node
node
node
node

dcl-adml.. F
dcl-gwl..
del g5l
dcl-sn2..
dcl-sn3..

HN B EZEE  &o] LUER RISt -q 57 -—-gquiet FRY3EIE storagegrid m< (f
N~ storagegrid --quiet..) ° WREINFIEL « BITEEREMEIAHRE SHIERE « <
BHIFEHERE

MRAEEAERER - ESRRAES M HER
TR LR o

SNEBHUIFAR o FIRIEIFEAEREER ~ EHRFTIMELE ~
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Checking for misnamed node configuration files..
ignoring /etc/storagegrid/nodes/dcl-adml
ignoring /etc/storagegrid/nodes/dcl-sn2.conf.keep
ignoring /etc/storagegrid/nodes/my-file.txt
Checking configuration file for node dcl-adml..
ERROR: NODE TYPE = VM Foo Node
VM Foo Node 1s not a valid node type. See *.conf.sample
ERROE.: ADMIN ROLE = Foo
Foo is not a valid admin role. See *.conf.sample
ERROR: BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-gwl-var-local
/dev/mapper/sgws—gwl-var-local is not a wvalid block device
Checking configuration file for node dcl-gwl..
ERRCR: GRID NETWORK TARGET = bond0.1001
bond0.1001 is not a wvalid interface. See “ip link show®
ERROR: GRID NETWORK IP = 10.1.3
10.1.2 is not a valid IPv4 address
ERRCE: GRID NETWORK MASK = a5 . Feg. 2550
255.248.255.0 is not a walid IPv4 subnet mask
Checking configuration file for node dcl-snl..
ERROR: GRID NETWORK GATEWAY = 10.2.0.1
10.2.0.1 is not on the local subnet
ERROR: ADMIN NETWORK ESL = 192.168.100.0/21,172.16.0fo0
Could not parse subnet list
Checking configuration file for node dcl-snl.
Checking configuration file for node dcl-sn3.
Checking for duplication of unique wvalues between nodes.
ERROER: GRID NETWORK IP = I0.T-0.4
dcl-snZ and dcl-sn3 have the same GRID NETWORK IP
ERRCR: BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snZ-var-local
dcl-snZ2 and dcl-sn3 have the same BLOCK DEVICE VAR LOCAL

ERRCR: BLOCK DEVICE RANGEDB 00 = /dev/mapper/sgws-snZ-rangedb-0
dcl-snZ and dcl-sn3 have the same BLOCK DEVICE RANGEDB 00
E{#StorageGRID 3 1EARTS

& ER#ENStorageGRID fERYSZ IRENEL ~ W HE(RTE XA B R EMEENEEL « S BRK
FiStorageGRID M B Eh %z #& HI0DARTS ©

TR
1. EEEEH ERTTIGS !

sudo systemctl enable storagegrid
sudo systemctl start storagegrid

41



2. BT T T AR IREDBELSTETT
sudo storagegrid node status node-name
MRAEAIERREEE] Mnot runy 3K Mlexe's ARAE ~ FFHIT IS ¢

sudo storagegrid node start node-name

3. MNREFAI SR AL ENStorageGRID 7 TZ1EMRF ) (HMREFHERFZEEERAILAE) - BRI
HITTAE< -

sudo systemctl reload-or-restart storagegrid

B2 TE AAMS I SE Ak ik
eI LUEStorageGRID = EIREIEEHIGrid Managers& E BB ZR4% ~ XU

Jit
oy
Wi

A

%

* "BI¥EZEGrid Manager"

* "15EStorageGRID A Z1ZEMNE"

© FMEIL A"

* "}SEGrid Network F48E&"

B ASEE"

* IS AR B R (E i E (RIAR S E A
"IN LIB AR AR EA"

* "}EE StorageGRID 3PEE R RHE"

* "IRRAAERE I SE AR TR EE

R
BIEZ=Grid Manager
B LUE B Grid Manager®k iE & & i€ StorageGRID &N —ERGFFIENFIBEEH ©

ERENES

WIRBRE T EIRERE « WSTRAIIRRRENIER o

1. FRAEERER - ABRREE T HP—E AL

https://primary admin node ip
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client network ip

FE ~ T U EI%IE844 37BN Grid Manager -

https://primary admin node ip:8443
() ‘CEILURBEBABAS - 7EGrid Networkal EIEAHR +5EF X BEIRERBMPHIIPALAL o

2. ##—T T%#StorageGRID —EFEH A
I & B IR A AR5 E StorageGRID B AW ER o

NetApp® StorageGRID® Help ~

Install
o 2 3 4 5 6 7 8
License Sites Grid Metwark Grid Modes NTP DNS Passwaords Summary
License

Enter a grid name and upload the license file provided by NetApp for your StorageGRID system.

Grid Mame

f5EStorageGRID AN EN
1R 7BY5E StorageGRID BRI R 45418 ~ A _E{ENetAppiR (HAVIRHEIEEE o

TR
1. 7 T#2#) EmE_tStorageGRID  12* Grid Name*T#HA TGN —EREEEMRHRTE o

Zi% - ARG REEEINAERTER o
2. 72— B8 « IHREINetAppIZEIEZE (NLFunique id.txt) - FA%E—TF* TOpen* (BEEK*) 1 ©
RIEEREERST - TBRERNREEERE

@ IEEMNZERENIRERE « TMREEEMNERSHRER o StorageGRIDIERILUERTE
REBIRMHSIRAIRE -
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NetApp® StorageGRID”

Install
o 2 3 4 5 6 7 8
License Sites Grid Metwark Grid Modes NTP DNS Passwords Summary
License

Enter a grid name and upload the license file provided by NetApp for your StorageGRID system.

Grid Name Grid1
Mew License File Browse
License Serial 950719
Mumber
Storage Capacity 240
(TB)

3. BEE * F—ib* o
SHE LS

Z#EStorageGRID B ~ B/ BE/ DRI —EILE o e IEBIIEESMILES ~ LUR
F+StorageGRID EBHIEERAN A EHNHEERE ©
TR

1. 7 TihE) BEL - BALERTE

2. BEMEHEMILE « B —TRE—EILSEEZHMR - REEMN LS RE XFHIRPEALTE o

RBERAENTIRNEES S - BRZSAILAE16(EMS -

NetApp® StorageGRID®
Install
License Sites Grid Metwork Grid Modes NTP DMS Passwords Summary
Sites

In a single-site deployment, infrastructure and operations are centralized in one site.

In a multi-site deployment, infrastructure can be distributed asymmetrically across sites, and proportional to the needs of each site. Typically, sites
are located in geographically different locations. Having multiple sites also allows the use of distributed replication and erasure coding for increased
availability and resiliency.

Site Mame 1 Raleigh x

Site Mame 2 Atlanta + X
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TR
FSEGrid Network F43&
IRAZEYE E S A8ES LB F4ERK o

RAMEETLIE

F4AIRIE H B EStorageGRID MR A HEE UL & RIGrid Network F48EE ~ MU R AFRIEEEBGrid NetworkiE 4%
B FHIEE o

WRICEZ BN FHEE « AIEEESAEREE  I5ENTE AR FARE L BB BILRE A SEELR

pg
1 B FHEBIXF AR « I5E £V —EERAARAICIDRAEE L °
2. H—TRE—EREZANGE « LG ERSMIRERIES -

MRECEMEED B « FIE— T RRERERFER - BSEABERERFEREE - HhE3E
mAE BRIV M AR AN REFT R S B0 F 488 -

NetApp® StorageGRID®

Install

006 0 « & © @ G

License Sites Grid Network Grid MNodes NTP DMNS Passwords Summary

Grid Network

You must specify the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Metwork for each site in
your StorageGRID system. Select Discover Grid Metworks to automatically add subnets based on the network configuration of all registered nodes.

Note: You must manually add any subnets for NTF, DNS, LDAP, or other external servers accessed through the Grid Network gateway.

Subnet 1 172.16.0.0/21 +

Discover Grid Metwark subnets

3. EBEE * F—3b* o

ZET B RS EIRS
WAz ESEERETRS « 77 SENNAStorageGRID 2 &A% ©

CRENEM

@7AStorageGRID EZBEFA EHRMIFINAERE RSB R ER o

pg
1. #3B3 Pending Node) (HERER) BE - WHDHBTCEBHIFAAFERERS o
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()  mmsEmaE - ARIEAHHE -

2. EREEEZ B R REIRZE

O—0O 0 0 ¢ G G

License Sites Grid Metwork Grid Nodes NTP DMNS Passwords Summary

Grid Nodes

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

<+ Approve | | ®¥ Remove Search Q
Grid Network MAC Address it Name it Type It Platform It Grid Network IPv4 Address  +
" 50:6b:4b:42:d7:00 MetApp-SGA  Storage Mode  StorageGRID Appliance 172.16.5.20/21
1 b

Approved Nodes

Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors are
identified.

# Edit || % Reset || % Remove Search Q

Grid Network MAC Address it Name It Site It Type it Platform It  Grid Network IPv4 Address
 00:50:56:87-42-F dcl-adm1 | Raleigh | Admin Node Viware VM 172.16.4.210/21
 00:50:56:87:c0:16 de1-s1 Raleigh | Storage MNode VMware VM | 172.16.4.211/21
s dc1-s2 Raleigh | Storage Node VMware VM | 172.16.4 212721
- de1-s3 Raleigh  Storage Mode VMware VM | 172.16.4.213/21
s dci-g1 Raleigh = AP| Gateway MNode ViMware VM | 172.16.4 214721

3. BT o
4. 11 T—RFE) P BRBELTIABTHRE !
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Storage Node Configuration

General Settings
Site
Mame

NTP Role

ADC Service

Grid Network

Configuration
IPv4 Address (CIDR)

Gateway

Admin Network

Configuration
IPv4 Address (CIDR)
Gateway

Subnetz (CIDR)

Client Network

Configuration
IPv4 Address (CIDR)

Gateway

° b | BLILARMR ENREAERAR AT B A8 o

Raleigh

MNetipp-SGA

Automatic

Automatic

STATIC

172.16.5.20/21

172.16.5.20

STATIC

10.224.5. 20021

10.224.0.1

10.0.0.048

172.19.0.018

172.21.0.018

STATIC

47.47.5.20021

47.47.0.1

K E

° fE | RHERAGEIREATRAE Lx&ﬂﬂﬂﬁéﬁ%%qﬂﬁﬁ'rﬂ’]%m It B TR A TR E B R RS e E Y%

18 o EILLKIZEFT RS -

()  smzme-

() #itvMwaressss -

° *NTPA® | BRERNERSEERHE (NTP) A6 -

1REI AR

CEAEEERATE o

4=
EEE

CRAILIE L E TS ~ BIEBIFA 2B vSphere R EHI K 2328 o

ERAE B8

EARLG o BEEE
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g2 T EABIEIKGEIRENR - AAADCIRFRIHFERS « FERRS « URIEMABIEFRRIPAIILAY
MR ENRL - FRE AR EREERIEk TRAR At o

AR E S EN S = D AMERR A UEFIREDESMENTPIRIR o MR LG RE —{EEF
@ AJLUERENTPRIR « AIEZEREEHE « SR EsTRRERE - 1t - REEn 8 mIE
EE%E?EE%IENTPHE}? © AJREGRIG & ELAEAR Y L thER D PR  AERE(REEMERVIFRIR

° *ADCHRFS* ({Z[Rf#7FENEL) @ BEECEHH  BRAFIEHMESTESEMEIESIZE (ADC) Ak
#5 o ADCRRFS ZIEHHERIRFHUEN T RE - SELaEDNAER —E#FER 2 SADCIRT - HE
2% ~ BEERZADCHRFE TG E &R o

3. TEGrid Network/ ~ REEZEHN TIIRBIRE !

o * |PV4fiztit (CIDR) * : Grid Network/ T EIRICIDRABER il (FEAMIeth0) o HIE0 : 192.168.1.234/21
° 18 © AENRAERRRERZE o BN 1 192 - 168 - 0 - 1

MRA ZEREE AR - AIFERE -

@ YNRIETEGrid Network#BREREEEXDHCP ~ Wi L EE « AIfE S TR ERE AFPRR(L
U o A AFEE R IPAIUEATEDHCP{UILEE A o

6. MREERTEERERVERER  FARTFENMENEN MEEER ERPIRE -

% FF#48E (CIDR) 1 XF7#HRH ~ AL TERER S Bt FER - MRESEFHER - AIFEEEER
L o

@ MRS IBPRAARERIERDHCP ~ W EILETEE « HES ZR T A _ EAEFFREAINE o &
AJERETE EEMIPAIMARTEDHCPIEER

FEFREZEE . StorageGRID HN—ERERNERLEE « R EIRFEREVIE L EEHARI K StorageGRID
ZERREERERNETRTE « QIEE7ELIEGrid Manager#isE A IBEITRE o BN BERARNIT TSR :

a. BMAEIEAKE | HEAKEREREND « BECER > EHHEK: -
Eiileal Bt S Oap ST I

o

K

EE R TE R > AR AR - AR RURE B o
FEHE R E MR > IPARRE" ~ AR E R RVAERR o

IREIEE ~ ABE—THBERE -

€. 7£Grid Manager® : YN EIELFTE Approved Node (FZERIEREL) | RS « F5ERHEIEL o
f. % TPending Node) (HEREIRL) RAEHIEPREE, o

0 EEEHTEFBIE Pending Nodes (HBRIENZE) BEF -

h. FERISEI LR EE S AR - CREZEKE NPAERS) BEE HEAKIEMEMNER -

K

a o

MEEZEN  F2REAREMENLERMEERA -
7. MNRECERE AR EREAIE P IR  SARBEMEHEN THAGRER) BRPHNRE - MRERERF
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imiEEs « IFERE MAERKRZE - MEGNARIRAVTEREE

@ SNRIGEIDHCPIER A R Im ERRAHRS « WIS E(E « MEREREAF LFFRAME -
T /A E EERIPAAEARTEDHCPIMEEA o

FEF%E | StorageGRID BN —EFEANERAEE « (IRARIGERIDARERRRME
FiStorageGRID ZEREELZRZETRE « AIEATEIEGrid ManagerizE HIRFIEITRE © B4R
BAPITTIIDER

a. ENRBIEREE | TRAREREREN R « EICER > EMREE

Eileal ISRt S Gap =i STE I

o
i

K

R TE AR > SRS~ AERREE R o
IR R TE AR > IPARAS ~ AR TERARAEES o

REEE - ABR—THBRRE -

€. 7£Grid Manager® : YN EIELF7E Approved Node (FZERIEREL) | RS « F5ERHEIEL o
f. ¢ TPending Node) (HERIEIRL) RAEHIEPRETE, o

0 EFEHLEFHBIRE TPending Node) (HHERIENEE) BEH o

h. RSB LR EES AR - CREZEKE NPAERS) BEE HEAKIEMHEMNER -

ﬁlﬂ

a o

MEEZE - F2ERREOILEAEERA -

8 #—T M*ffz "] o

ERERIEE SR E TOERERL BE -
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o a 6 T 8

License Sites Grid Metwark Grid Nodes NTP DMS FPasswords Summary

Grid Nodes

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

D

(%)
i
ot

Grid Hetwork MAC Address IT  Hame It Type 11 Platform 11 Grid Network IPv4 Address v

Mo results found.

Approved Nodes

Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors
are identified.

Searc Q,
Grid Network MAC Address 1T Name 1T Site 1T Type It Platform 1T Grid Network IPvd4 Address +
 00:50:56:87:42:F dcl-adm1  Raleigh Admin Mode Wiware VI 172.16.4.210/21
" D0:50:56:87:¢0:16 dci-s1 Raleigh Storage Node Viware VI 172.16.4.211/21
e 00:50:56:87. 79 ee dcl-s2 Raleigh Storage Mode Wiware VM 172.16.4 212121
8 00:50:56:87.db:9c dcl-s53 Raleigh Storage Mode Wiware VI 172.16.4.213121
(o] ] dci-g1 Raleigh APl Gateway Mode  VMware VI 172.16.4. 214121
| 50:6b:4b:42:d7.00 MetApp-SGA  Raleigh Storage Mode StorageGRID Appliance | 172.16.5.20/21
1 »

0. HHEEENSERENMIRER « ERELEPH -

AR SRR R RVPR A B1RL - @ « RILUER—T MHEZ) BELER ZE) Za) - BRREITLE
H o SR LUER BB ENREAVEIRIGH « AR — T RE RENHRR -

10. SERABMSERREIZAER ~ — T F—% o

15 TE AR B 8RR (A ARES 51

w782 StorageGRID Z A MIsERERFREIE®HHE (NTP) HREEHM « UEEARRENE
AR2S ERITHIEERESRITRD ©

RAMNEETE
N BANTPEIRRZSTEE IPVANLLL ©

WL BHETESMEBNTPEARES © EERINTPREIARES L AERANTPEERIGE
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T AEERESNESE RN ILENTPRERRI 2 EER « LB RREIRERE -

FEESMIBNTP A RETTIETIEE B 4R StorageGRID BILEERS  35/77EWindows Server 20167 Ail

@ BIWindowshR7s L fEFEWindows Time (W32Time) ARFS o EERRWindows L RIBSRIARFS R 52
B ~ Microsoft Rz 8 7EStorageGRID SZEREIRIEHEH ~ AUl : F2F "ZEER ~ vitHs
EREEIRIERTEWindowsFRFRIARTS"

SMEBNTPfEARES B B IGSeRite kR EENTPA B RIEIR PR -

AT E S AL S = D AMERR A UFEEDESMNENTPIRIR o 1R iLE S R A — BRI AT LIE
@ ENTPRIR « BIEXEREEME « pLE LSRR © IS - BEELSNMERIEERE
ENTPHRIR ~ AJRE(RIG & ELAER A ELthER 3 BRBERT  BERE(REERERVR R ZHE -
TR
1. 7 TERREZ1EIMEMRER4) XFHIRT ~ IEEEDENTPEARSIAVIPVA(LL
2. AME - FENRE—EEEFZHME « LENEEMERIEE -

NetApp® StorageGRID® Help -

Install

OO0 06 0 0 ¢ G« G

License Sites Grid Netwark Grid Modes NTP DS Passwords Summary

MNetwork Time Protocol

Enter the IP addresses for at least four Netwark Time Protocol (NTP) servers, so that operations performed on separate servers are keptin sync.
Server 1 10.60.245 183
Server 2 10,227 204 142

Server 3 10.235.48 111

Server 4 0.0.00 +
3. BT o

1RRE R e R AR A AR E AT

A7y StorageGRID I RMIEEAA BTERA (DNS) Hifl ~ LUEEREHRMEM
FEIP{AEZRIFER SN BB Al AR e o

RAREEIIE

FSEDNSTARESE A B F R EEAIN 28 (FQDN) 28 « MIEERIPINEREEZ FEEE
FMAutoSupport #E1TZ1E - EEE/EEMEDNSEARSS ©
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()  IEEMEm . ERATERLadedsa RBERONSES - REREABRONS RS A
21 ~ TR — B ST EERAEEMIDNS RSB S - MBHEE - FMERREETT
HRIERDNSHRRE HIE R o

YNRDNST AR H MK E B E R ERE ~ RIS SEMRMEIREAISSMARES LAFEDNSTE R - EDNSRELE
i« BARRIRSENERIZFIA AR « ERmE AR o
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1. & TEBRER1) XFHRF  i5E £V —(EDNSHEARESAIIPVAfLLL
2. MAKE « FENRE—EEBZHMSE « LS EHMERZER o

NetApp® StorageGRID® Help ~

Install

O 06 0 0 0 0 o G

License Sites Grid Metwork Grid Modes MNTP DHES Passwords Summary

Domain Name Service

Enter the IP address for atleast one Domain Mame System (DMN3) server, so that server hostnames can be used instead of IP addresses.
Specifying at least two DNS servers is recommended. Configuring DMNS enables senver connectivity, email notifications, and MetApp

AutoSupport.
Server 1 10.224.223.130 x
Server 2 10.224.223.136 += X

REBBMERIEEE /P MEIDNSHEARSS © BHRZAIUISE/SEDNSEARSS ©
3. B F— o
fSEStorageGRID FFEE RS
%8 StorageGRID BT IEER R A « (A BMAREE - ToERARRAL DM HITH
ETEo
RAREETE
£ TZ&EZE BEEKRIEEERICE BB ERootFAE R °

* BRECEEAEBEEANNEEIEFER « StorageGRID W IFREERMFHTF ©

* B RREARCEBREN  AERITRE  \BRAMEERERF - SR THIREEN - Hit - FHARERICE
BRAEZBRHEFEZENME

* MREEBRINVAREIERER « IUREREEREFE RICEBAES -
* HErEEEroot A E BB LUEAGrid ManagerETEE ©
* B EENG LY EIEEMSSHE R EHEFETEREMNPasswords. xtHEZE A ©

TR
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1. " EREERE T « MAERRED - LB EStorageGRID EHAMRIARIGIE -
B SR B BRI RETELENM S -

@ MRELRRETHZE - CREHBEFEEREBMEN « [T UEEAGrid Manager © EZ*
AERE* > FEUER] >R 0" o

2. TRREREETE D - ENMMAERREZBLUE TS ©

3. 7£* Grid Management Rootff Fi & ZH5*H ~ BIAZIEL rooty FERAE B2 7FEXGrid Manager ©
B EEREEZRRIMTT

4. e FERrootFRAEZHE P « EFEIAGrid ManagerZ 5 LUETTHERD o

NetApp® StorageGRID* Help -

Install
O 6 06 0 O 0 0 8
License Sites Grid Metwork Grid Modes NTP DMS Passwords Summary
Passwords

Enter secure passwords that meet your organization’s security policies. A text file containing the command line passwords must be downloaded
during the final installation step.

Provisioning [T TTTYTTT]
Passphrase

Confirm [ TTTTITTT]
Provisioning
Passphrase

Grid Management ssssnene
Root User
Password

Confirm Root User ssssssss
Password

[v Create random command line passwords.

o MREREMERER TSR REHAR  FFRERUHER NZ2UBERaG<7IENE) ZE51E o

FIEVEREER « BENREEE - B—RERABHERS - MRICTBEATERTS « e 5ER Moot
5 Tadmin) IREZEVAERENR: « SREUHEN MEHETHERELBEE S TIEE Y -

AAZRRETHIMEEMHNIESE (sgws-recovery-package-id-revision.zip) B
C) gSummary (BE) EE.LM Install* (ZE*) o EUBTRIEEA SERRE o ZHA
SRR R 77 Passwords . txt A5 « AATE [MEEM, = o

6. BEE* T— * o
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BRBERI ST RE
T RFARRBARERENR - UERZEIRFTTH

S
1. &F* Summary (HE) *BE °

NetApp® StorageGRID® Help -

Install
License Sites Grid Metwork Grid Modes NTP DMNS Passwords Summary
Summary

Verify that all of the grid configuration information is correct, and then click Install. You can view the status of each grid node as it installs. Click the
Modify links to go back and change the associated information.

General Settings

Grid Name Grid1 Modify License
Passwords Auto-generated random command line passwords Modify Passwords

Networking
NTP 10.60.248.183 10.227.204.142 10.235481M Modify NTP
DNS 10,224 223130 10224223136 Modify DNS
Grid Network 172.16.0.0i21 Modify Grid Network

Topology
Topology Atlanta Maodify Sites Modify Grid Modes
Raleigh

dci-admi  decl-g1 doi-s1 dol-s2 dol-s3 NetApp-SGA

2. BRFAERESTRYERTS - B8 B8 BELN [E3U 86  MAEEEEEmHER
3 —TF rRE o
MBHLEREAEAMS WO « WHCE—T (R & RERRMEE G
(D NetworkiIERARER - IRKFES  CAERREBTERN FRBENT BEEH
B o HSR A LESHMEEN -
4. B— T TRIEEN -
ERLEFRENTROEEENMEN  AARRTOTE TEEF) MR (2ip)  IREREALUR
IHEBULEERAINE o ONA FH TWHEE) 85 - UEStorageGRID 12 —(EotS (B4BHEEIN: 5 E kT

H#V‘@u%%?fﬁ LZRGETHRPEBET « BStorageGRID WA TEHILERFILIESE « T REFTEM T RLF
AR ©

O. AR LEINNAR (zip 18R - ARRHRBEEWNERE - RKEABINME -
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@ HIRREMEEMHESRE - BAHPE IR AIREStorageGRID ZAMEUS BRI NNE 58
2% o

6. B MREMIN TRIUEZEREMHESR) SN - ARE—TF I'T—%, -

Download Recovery Package

Before proceeding, you must download the Recovery Package file. This file is necessary to recover the StorageGRID system if a failure
QCCurs.

When the download completes, open the zip file and confirm it includes a "gpt-backup” directory and a second zip file. Then, extract
this inner zip file and confirm you can open the passwords bt file.

After you have verified the contents, copy the Recovery Package file to two safe, secure, and separate locations. The Recovery Package
file must be secured because it contains encryption keys and passwords that can be used to obtain data from the StorageGRID
system.

€ The Recovery Package is required for recovery procedures and must be stored in a secure location.

Download Recovery Package

™ | have successfully downloaded and verified the Recavery Package file.

MRLZENEETT  ERTAEEE - LEESHEHSEMERERNZEEE

Installation Status

Ifnecessary, you may & Download the Recovery Package file again

Searct Q
Name It Site It Grid Network IPv4 Address ~  Progress It Stage I
dct1-admi Sitel 172.16.4.2165/21 ‘ ; s ; ‘ ; Starting semvices
wer st 7216 4 21821 I o
dc1-s1 Site1 17216 4. 217/21 ‘ ‘ | Waiting for Dynamic IP Service peers
det-s2 Site1 172 16.4 218/21 3 Downloading hotfix from primary Admin if

needed

dot-s3 Sited 172164 219/21 3 Downloading hotfix from primary Admin if

needed

4 3

EEEFTARREIRR TR « §HIRGrid ManagerfVE A RMH °

7. £ Troot) FRAEMCELZEIMIEENZIEE AGrid Manager °

SERABMRETEN S B EUARE 2 16 « 1B T RB L TOHCP A AR AR A -
* MREADHCPRISIKIP{LL ~ FFAFERAPAER EMESEIPALEREDHCPRE ©

R BETEEPBPSEL R EDHCP o R ATER E IR EDHCP ©

@ EERAAYIPAULE TR « MR GENFHE - WRDHCPIME BRI EZEHR « AIEEE
EQAPERELE o
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BEnbZeit
e B#{EStorageGRID ZEETHEIRTS « WU R A& EEGRVAERE o

RIRERI(E
FEFIE—BERT - BEBNCEBEAIESRER !

s BB AEEGAZE (BIdNAnsible ~ PuppetsChef) REFERBEBIEaN EA 14 o
* IRTHERE 2 StorageGRID AEH o

s [RIETEEPE—(ERE A B StorageGRID HEREHITERS o
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)~ LUEREEGEREEETEELLE o StorageGRIDIRIHEAMIPythonts <& ~ AT BB EI BT
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L~ ol LUREE LSS ~ BRARUN{RI7EStorageGRID [ B1THZIAEIMEIZBMAEAR TAPFER (LEREST
API) o

Y1RIGH Bl StorageGRID ZEHEPDHIIFETEBBENE « SFEMLRERRF 2R - gk '88%E

g o
H#{tStorageGRID &4t K558 E Z1EARTS

,ak__[L/(StorageGRlD fEAAnsible ~ Puppet ~ Chef * FabricE{SaltStack 122 7] :RZ & 5K
HEMELETIRRTS ©

HESTHRIARPMETEE « i RABRGAE Z2ERE) - StorageGRID AITRCZEMH (RURENRF AN UBABEERE - 1
RECERREGRARBREE KRR ERHELTK CentOS ~ AJ{EStorageGRID ERIEE F M B EFIMATIEER
8o

PRV RERIEMEMN T Ansible BB 5 #HEA /extras BRI o (Ansible) %&ﬁk?ﬂﬂﬁﬂﬂﬂﬂﬂﬁﬁﬁ
;i_:oragegrld AEEEEFIH « 1 StorageGRID EZEEBIRAMRE L - LRIMREEBIABHS

@ HOIBRFM A ES7ERIAStorageGRID 1T IXIERES1 ZAZIMIREEFIRNDER - 5%
BB AERA TG # 2 Al ~ sAFTHTIG LD BR -

TR LB EEE A AP E E R ERRIPRE T B -
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* SR R KREPSH TIEROIE -

eSSy S
configure-storagegrid.py Pythont5 < S BENCARRS
configure-storagegrid.sample.json BRis < IBaVEE FI4HRERE
configure-storagegrid.blank.json B IBREC RN E4EREE

s R8BI configure-storagegrid. json 4HRERE o BEEIUCEZE « AT LUEREHIARREFE

(configure-storagegrid.sample. json) oy TR 4HRE & (configure-storagegrid.blank.json

o

FAREELE
o] LAER configure-storagegrid. py Python§<H5#] configure-storagegrid. json 4BREHE ~ L
HE11EStorageGRID EHIEE{E R HE4RAE o

@ & B LUFE B Grid ManagerZl Z2EAPIZR R TE R4

ﬁ%ﬁ%‘
AEBREHITPythonFe L HBERILINUxIZSS o

2. YA E RN RIEN B &R
fan

cd StorageGRID-Webscale-version/platform

Hil platform & debs  rpms '3 ‘vsphere ©
3. #1TPythonE < B {58 FA IS I AVAR REAE ©

fign

./configure-storagegrid.py ./configure-storagegrid.json --start-install

ER

WEREM .zip ERGHAREFHMEES - U THELCHITLRBARREFNB L o BXBED NMREEH]
HEZE « LUfBEStorageGRID £ —{EEl ZE 4K B FLHUPE T V’1’§‘?%,.ﬁ HIan ~ R EEREZ 2 NHEG AR
B URZENEIR#FIUE

()  LARSHEELHER  BARTERTRIIES0ReORID BRABIFHHNNE RS
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WMRICISEEZE L MBS « BIFEEREE Passwords . txt g E{FEStorageGRID ST I R ARFAE
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iFsssssssaasatdsasasadddgdtatatstssta AR AR REEEEEEEEEEEEEEEEEEEEEE
##### The StorageGRID "recovery package" has been downloaded as: #####

#H#H# ./sgws-recovery-package-994078-revl.zip HHHHH
#HHH4 Safeguard this file as it will be needed in case of a FHHH#
#HH#4 StorageGRID node recovery. FHH4H#

FHAH AR A A R R R R

AR EERET MBS R AR ETWNARL o StorageGRID

StorageGRID has been configured and installed.

G
RN R

"ZHEREST APIAGEE"

HREST APIZEE
IRMERITLE T EFREEMZLLEEAPI o StorageGRID StorageGRID

APIf§EF SwaggerBEURIGHEAPISF & BRI HEAPIX f+ © Swaggerr] B33 A SAIIFRIS A BERERENEF
BAAPIEE) ~ sRBAAPIZN{AIEIFE2EANEIE o A REIEHBIZEWebT iiHlJson (JavaScript Object
Notation + JavaScripti)41Zs8) BERHMER o

@ ERAPIXAHREHITREMAPIEEER BRI RS 5/ NOAFEHRMB T « BRI FRER
BrlaEMER o

S{EREST APISE S # B ZAPIFJURL ~ HTTPENE ~ (EAIAESEANURLBE « UKTEHARVAPIEIFE o

Z4EAPI StorageGRID

EZEET—HERTEEN—ERRR « URERENTEIEEIEMMINER « ZA5EER ThRAENZEAP
1 StorageGRID StorageGRID ° ZE#APIR[EEBHTTPSHEGrid ManagerfzHX ©

EEEDAPIXG  sARIE T ETIEEHM FIZEREE  ABNINEERT|FPEEE Help > APl Documentation * ©
(FENEZEEAPI) B3 TR E © StorageGRID

* ABRE ¢ BERhRASRAPIMERIRIES o IERI LAY HZRASFr IR B E anhR A EZAPIRRZS ©

* * GRID *-A3&ERAERSIESR o IS LB EHARMERIE  SIEAEHAEEN « MBS TR - AT
B ~ MURNTPFIDNSAIARSRIPALL
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* HEERRRERHE (SwittisS3) EIEFIRE « LUERH#FEStorageGRID ERIEE R L -

* BERERENEREIRP RIERRMFE o LRI URERBHAZIR (FlNActive Directory
5(OpenLDAP) - LUEEAERBHEMERE - E ~ S LEEI AEEHENERE -

* BAWAIES3TSwitt APIFE RIREARER « eI U EAELERARENRYE _ LEZEStorageGRID ERIZHE
R o

* EFF 2% ARELERARFEMGHERNER S REREE (ILM) FHEFMILMER]
@ Z#EStorageGRID B ~ TERRMILMIRR] (BEZE2EARRA)) A o R EEEFILMRR]
(B&2Mn) ~ BRBENEMER ~ BERLER -
* MRENLECZERAEEFFE - 55EASANtricity BESBERTTA TFLIE
° #}%SStorageGRID {EE R °
° ERs¥AutoSupport @G WEIREE R ©
* MR StorageGRID SRS E FEFISFIEENR ~ AR EEFIEENRL M B IRIMNBRIE T RARBVELR ©
@ NSRBI ERFE BN EEHE(E A Tivoli Storage Manager{EASMNRERIEREIZR AT « EHABRE Tivoli
Storage Manager °
* 1fStorageGRID M3EE (ZERBERM) RZER] ~ LUERBRZZRAM o
¢ RERRETRHETIBHEA ©

FERTE

* MREBEZWCRE (BRR) ETRAMRIEN  FREETRHIEFBEMEFEHME -

* MREMERSIPAIAE SR BN EEMEEFRAFREE  SBINUER - 52 RAMIEREERARE
BIPUHABRIE ©

F MEYE  EREHENE ©
* MEBE © FREHFEREHD MR o
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(D BBCIFS/Sambaie THMIKELRIBN - SR KStorageGRID HIIRATIH o

FEREHFAE 22 S

SNERTE %L & StorageGRID fERIESE R AEEF 3 EAE(AIRRE ~ ISR LUTFEN R &ECERE o X172
BRABHAIREREERARRKGCEERBRREE o

THIRESEAE AR THENIN A RIS

* /var/local/log/install.log (RITEFRAEHEMEENEL EHE)

* /var/local/log/gdu-server.log (RITEFESIREHEL FIE])
T2 EE R E R I EARENS -

* /var/log/storagegrid/daemon. log

* /var/log/storagegrid/nodes/node-name.log

EERRIAIFEECEE « 525 EStorageGRID MR EEPHRAVIEREN - IRRHHERARE R RRE
AUEREA ~ FR2RIEAEENREEMEERR - IREFEHMIFE) « FBHSRATSE I

FERAER
"BRIERIY ; RREEOHA"

"SG100 # ; SG1000ARFEEALEE"
"SG6000f#TFR "
"SG5700# 7"
"SG5600fE7F & E"

"NetAppZiE"

40 : etc/sysconfig/inetwork-scripts

TAIAEREHIESE ~ RIELInuXBIETEE SN E—LACPEL « AREI =EVLANTT
ERFEASF1E ~ StorageGRID 7 S2#EME%) ~ TEE) M TAPIR) MRTHE o

BieTHE

AR ~ (UNEE R —ImA S es N BiS TEE IR A E —LACPE R EIRIEEE - MAXNEE/VEB=
EEBEIZERINZ2EVLAN ©

/etc/sysconfig/network-scripts/ifcfg-ensl60
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TYPE=Ethernet

NAME=ens160
UUID=011bl7dd-642a-4bb9%-acae-d71f7e6c8720
DEVICE=ens160

ONBOOT=yes

MASTER=bond0

SLAVE=yes

/etc/sysconfig/network-scripts/ifcfg-ensl192

TYPE=Ethernet

NAME=ens192
UUID=e28ebl5f-76de-4e5f-9a01-c9200b58d19c
DEVICE=ens192

ONBOOT=yes

MASTER=bond0

SLAVE=yes

/etc/sysconfig/network-scripts/ifcfg-ens224

TYPE=Ethernet

NAME=ens224
UUID=b0e3d3ef-7472-4cde-902c-ef4£3248044b
DEVICE=ens224

ONBOOT=yes

MASTER=bond0

SLAVE=yes

/etc/sysconfig/network-scripts/ifcfg-ens256

TYPE=Ethernet

NAME=ens256
UUID=7cf7aabc-3e4b-43d0-809a-1e2378faadcd
DEVICE=ens256

ONBOOT=yes

MASTER=bond0

SLAVE=yes

Bond7 &

/etc/sysconfig/network-scripts/ifcfg-bond0



DEVICE=bond0

TYPE=Bond

BONDING MASTER=yes
NAME=bond0

ONBOOT=yes

BONDING OPTS=mode=802.3ad

VLANTTE

/etc/sysconfig/network-scripts/ifcfg-bond0.1001

VLAN=yes

TYPE=Vlan

DEVICE=bond0.1001

PHYSDEV=bond0

VLAN ID=1001

REORDER_HDR=O

BOOTPROTO=none
UUID=296435de-8282-413b-8d33-c4dd40fca24a
ONBOOT=yes

/etc/sysconfig/network-scripts/ifcfg-bond0.1002

VLAN=yes

TYPE=Vlan

DEVICE=bond0.1002

PHYSDEV=bondO0

VLAN ID=1002

REORDER HDR=0

BOOTPROTO=none
UUID=dbaaec72-0690-491c-973a-57b7dd00c581
ONBOOT=yes

/etc/sysconfig/network-scripts/ifcfg-bond0.1003
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VLAN=yes

TYPE=Vlan

DEVICE=bond0.1003

PHYSDEV=bond0

VLAN ID=1003

REORDER HDR=0

BOOTPROTO=none
UUID=d1laf4b30-32f5-40b4-8bb9-71a2fbf809%al
ONBOOT=yes
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