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DC1-ADM1 (Admin Node)

Crverview Hardware Metwork Storage Load Balancer Events Tasks

Node Information @

Name DC1-ADMA
Type Admin Node
D 7T11b7h9b-8d24-4d9f-37Ta-be3falac2Ted

Connection State «+ Connected
Software Version 11 4.0 (build 20200515 2346 8edchbf)
HA Groups Fabric Pools, Master .
: IP Addresses 192.168.2.208, 1D.22¢I2.2i}8. A7 A7 2208 47 474219 Show more
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Active-Backup HA DNS Round Robin

GW 1 (Backup) GW 1P
HA Group 1 VIPs |
_LP GW 2 (Master) DMNS
Entry

_I—} GW 3 (Master) | GW 2 P

GW 4 (Backup) GW = Gateway Node
VIP =Virtual IP address

HA Group 2 VIPs

Active-Active HA

GW 1 (Master in HA 2

(Backupin HA 1)
DHNS
Entry

I » GW 2 (Masterin HA 1)
| (Backup in HA 2)
HA Group 2 VIP
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High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active node and switch to a
backup node automatically if a node faiis.

+ Creale| # Edit || % Remove
Name Description Virtual IP Addresses Interfaces

No HA groups found.
2.—TF T*@iL*) o
ItEF & K IR Create High Availability Group (BBII=r]FHEEI4H) H:EA1E o
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Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface IPv4 Subnet  Unavailable Reason

g140-g1 ethl 172.16.0.0/21  This IP address is not in the same subnet as the selected interfaces

gid0-gi eth2 47.47.0.021 This IP address is not in the same subnet as the selected interfaces

gi40-g2 eth0 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces

g140-g2 eth2 A7.47.0.0/21 This IP address is not in the same subnet as the selected interfaces

g140-g3 eth0 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces
] q140-g3 eth2 192.168.0.0/21

g140-g4 ethd 17216.0.021 | This |P address is not in the same subnet as the selected interfaces
Ivf] g140-g4 eth2 192.168.0.0/21

There are 2 interfaces selectad.
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Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnel

Add to HA group Node Name Interface IPv4 Subnet Unavailable Reason
Il DC1-ADMA ethi 10.96.100.0423
¥ DC1-G1 ethl 10.96.100 023
e DC2-ADM1 ethl 10.96.100.0/23

There are 3 interfaces selected.

Attention: You have selected nodes of different types that run different services. If a failover occurs, only the services
commaon to all node types will be available on the virtual [Ps.
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Create High Availability Group
High Availability Group
Mame HA Group 1

Description

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Select Interfaces

MNode Name Interface IPv4 Subnet Preferred Master
g140-g1 eth?2 47 47.0.0021 L
g140-g2 eth2 47 47.0.0/21

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet: 47 47 .0.0/21. All virtual IP addresses must be within this subnet. There must he at least 1
and no more than 10 virtual IP addresses.

Virtual IP Address 1 0.0.0.0 +
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High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces

g140-adm1:eth2 (preferrad Master)

HA Group 1 47.47.4.219
g140-g1:eth2
HA Group 2 47.47 4218 g140-g1:eth2 (preferred Master)
47 47 4 217 g140-g2:eth2

Displaying 2 HA groups.
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Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface IPv4 Subnet  Unavailable Reason

g140-g1 ethl 172.16.0.0/21  This IP address is not in the same subnet as the selected interfaces

gid0-gi eth2 47.47.0.021 This IP address is not in the same subnet as the selected interfaces

gi40-g2 ethl) 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces

g140-g2 eth2 A7.47.0.0/21 This IP address is not in the same subnet as the selected interfaces

g140-g3 ethl 17216.0.0/21 | Thig |P address is not in the same subnet as the selected interfaces
| g140-g3 eth2 192.168.0.0/21

g140-g4 ethd 17216.0.0/21 | This |P address is not in the same subnet as the selected interfaces
] g140-g4 eth2 192 168.0.0/21

Thers are 2 interfaces selectad.
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Edit High Availability Group 'HA Group - Admin Nodes'
High Availability Group
Mame HA Group - Admin Nodes

Diescription

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnset

Select Interfaces |

Node Name Interface IPv4 Subnet Preferred Master
DCi-ADMA ethi 10.96.100.0/23 L
OC2-ADM1 athi 10.96.100.0/23

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet 10096.100.0/23. All virtual IP addresses must be within this subnet. There must be at
least 1 and no more than 10 virtual P addresses

Virtual IF Address 1 10.95.100.1 e
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High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces
gl40-adm1:eth2 (preferred Master)

HA Group 1 47.47.4.219
g140-g1:eth2
HA Group 2 A7 A7 4218 g140-g1:eth2 (preferred Master)
AT AT 4217 g140-g2:eth2

Displaying 2 HA groups.
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A Warning

Delete High Availability Group

Are you sure you want to delete High Availability Group 'HA group 1'7
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