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Software Update

You can upgrade StorageGRID software. apply a hotfix. or upgrade the SANtricity OS5 software on StorageGRID storage appliances.

« To perform a major version upgrade of StorageGRID, see the instructions for upgrading StorageGRID, and then select StorageGRID Upgrade.

» To apply a hoffix to all nedes in your system, see "Hoffix procedure” in the recovery and maintenance instructions, and then select StorageGRID Hotfix.

« To upgrade SANtricity OS software on a storage controller, see "Upgrading SANtricity OS5 Software on the storage controllers” in the installation and maintenance
instructions for your storage appliance, and then select SANtricity OS:

SGB000 appliance installation and maintenance
SG5700 appliance installation and maintenance

SG5600 appliance installation and maintenance

StorageGRID Upgrade StorageGRID Hotfix SANTfricity OS
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StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are
back online.

Hotfix file

Hotfix file @ Browse

Passphrase

Provisioning Passphrase @

4. EERTAE NetApp MBI FHAISHRAEER o

a. JEEFRE -
b. A A ©

hotfix-install-version
C. #EHY* TOpen* (FEER*) 1 ©
g LE - HETME LSRR EFEERRAP o
CD BNEEEELE AR CRRERRFN—7 -

StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restaried. Connectivity might be interrupted until the services are

back online.

Hoftfix file
Hotfix file @ Browsze # hotfix-install-11.5.0.1
Details @ hotfix-install-11.5.0.1

Passphrase

Provisioning Passphrase @

o EXFHIRPHAE RECERBAZS
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StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

back online.
Hotfix file
Hoffix file @& Browse hotfix-install-11.5.0.1
Details @ hetfix-install-11.5.0.1
Passphrase
Provisioning Passphrase & | sseess i ‘
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A Warning

Connection Might be Temporarily Lost

When the hotfix is applied, your browser's connection might be lost temporarily as services on the
primary Admin Mode are stopped and restarted. Are you sure you want to start the hotfix

installation process?
ﬂ
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Hotfix Installation Progress

A Admin Nodes - 1 out of 1 completed

Q

Site i1 Name i1 Progress Ll Swuge 11 Detalls {1 Action

Vancouver VTC-ADM1-101-191 _ Complate
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A Sorage odes 1o of 8 compte | o |
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* RERBERREEETETPR o (EGrid Managers ~ BEEV#EME T E BT o )

RIRERI(E

HFEE A B CassandraBE il E - EF @4 EER - IREENMSE L HAHEMEEENEIBE15
X ~ StorageGRID B 2R &R HICassandraB il E BB o TR EMFEFERVEMER CassandraZ 7] »
EFEREEAERINALENE o

QAETEE—(AFHREHE « A ecEALILRRREMHZE Cassandra ° MNREASMNVETFEIRLBELR ~ SETTIBE15
RS —EfEFEIRS LB Cassandra ~ SEH A& MTSIZEBFT 5 HIU0 ~ Cassandrar] SEE EFEE R MIEHE
HFHIR & e R R RIRERErF 2 — -

@ MRASERFORLIE (HBEER)  FREEMSIREIF - BT TIIRETRRRF - BRIATEE
gEX -

@ INRE AT IR IER 15 RN E —ERFEIRGAE « SAMAERMIIREIFT - SH7AIT
TIRIETRR - BRI AIAEGIESK ©

@ RS ENZEREFEREENE « IERERTHLERIER  BHSRITIE -

"B SRR TS & TR
TER
1. NER - R EERENGHEEE -

2. FAEEETR, .
a. A< . ssh admin@grid node IP
b. & ARFRSBIZEE Passwords. txt HEZE .
C. AT LU Eroot : su -
d. A FFRFIHZREE Passwords . txt HEZE -

EELUrootE AR ~ IR REREE s F 4.+

@ MRECERE AFRER - RIRHERAISERTE - AR ERRAHIR LSRR IRENRER o "It
RSB RS R IRE"

1. EREHS EHITIIIGE :
a. EHIEAS | nodetool status
B ES Connection refused

b. £Grid Manager ~ EEY* Support ** Tools * Grid topology * ©
C. &£ sSite * Storage Nod* SDV Services* (IhEh *(EFEIEE*) o HEsRCassandrafRFEEEER Not

Running ©°

d. EEHFHIRL S50*E R o Y [Volumes (HiE®) | BEXHIRAIHERIRAS o
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e. BHIILE<S © grep -i Cassandra /var/local/log/servermanager.log

TREZEEHHPEITIAE

Cassandra not started because it has been offline for more than 15 day
grace period - rebuild Cassandra

2. BHIEHS -~ WEITIESEHY | check-cassandra-rebuild
° MRFERFBSEEHIT « RRGIRTITELLELERTE - WA @~y
° IBRHETIEPRNES - MRFER « ;AR EEHEE Cassandra ° A © * y*
ZR5>StorageGRID ZFRT2F & fReaper?k iz I CassandrafVEE % - —BERAT W
@ %E’\gﬂcﬁi‘%ﬁaﬁﬁ‘g‘ . ?*ﬁfﬁt@oﬁ?ﬁgﬂ%f ° f@?ﬁ%@iﬂi%\f%ﬂi@ﬁ%ﬁﬁ EP%ELLShaper 1
g assandra repair] IRICEIIEHEEKIMNTERAE « B TIHRASPIET
HIER < o
3. ERETHE BT FIIEE !
a. 7£Grid Manager™ ~ 3EY* Support ** Tools * Grid topology * ©
b. $EE_site WIERETZEIRL* SoverfRFE* °
C. MNP ARRFBFETNITH o
d. 342" DDS * Data Stor#s ©
e S ERMFEEFEERES Tup) BRRFEFEERE S TEE) -
MERAZER
" RARHEBR PR P g

%78 StorageGRID INAEREEAFEBIE R E1FEES

#smStorageGRID 2t RMAHREBERNENRFHIREERPIRE « IESFERVEER

THEEABRIR] ©

FIRERTIF
T AEFIF AR BT SMZENRE - REMRBMMAERE - BRIV ERHERE - WRERYHEER -
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Prepare the appliance for reinstallation.

v

Start appliance installation.

v

Monitor appliance installation.

v

Select Start Recovery to configure the
Storage Node.

v

Remount and reformat storage volumes.

v

Restore object data to storage volumes.

v

Check storage state.

MREZERFHREE (SRR  BIERMSIRERFT - S570HIT FIIIRIEIERT - BXIFIAE
giEK -

WRERHFERMIE MIER15KABE _EEFE RS « ARSI SZIE S0P - TE15KA
HEMEU _EFEEFEEL_ERCassandra ﬂﬁbagiﬁﬁﬂki °

© O O

MRS ENZERFEREESRE « TERERNTHLSERIZRT  BHSRITSIE
"R S R AN A AT TS S RIS

?q[:l%LM%EE'J?&E?%EE%T?—@%’E%T%’EZK » BERFENSENRFERE « EREEREY

WMRITIEINEEARTBRIARTS | AKAE- Cassandra (SVST) %5 - A2 BB IR BHRIS T~ -
EiECassandraZRItLRPIRIE - EFrEEIICassandraz g ~ EREZD B c MRERRE
R~ AR AR TS IR ERPT o

© O
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@ YNEETERSAEETZRE « BIUN BT 2R S E I LS SANtricity {EZERRMIET « B2 RRFREN
LI BMEGESREA o

HEREER
"BEIEEIE  RREEDEAR"
"SG6000fFEFRE"
"SG5700fETFR A"
"SG5600f#1F=ZHE"
IR
s EBREGHENSUER "
* "BH44StorageGRID ZEEEATZH"
* "EZ¥EStorageGRID EmZEE"
* "$EHY [Start Recoveryl (FHRER) LR ERREERFEH"
 "EEEAEMSCEREE#ERIREE ( TFEPE ) "
B ENEREEAEENREHIREE"
* "RIEFEREEHFEHNE AT HERE"

R AL B S
IERRREE TR « SURTERFRAKEUEMZEStorageGRID EREEE ©
1. BAKEHEFER

a. BATH&S | ssh admin@grid node IP
b. & ASFRFIMIZEE Passwords . txt T !
C. BATFEL U Eroot : su -
d. BARFRFIBIZRS Passwords . txt HEE !
B rootB AR - RTEREE s E 4o
2. EEFERESHITHE « UEZREStorageGRID EEARSEMNMEEE © sgareinstall
3. ERMIBTNCEER « BWA - v

REGEMME - SSHIERSER B 4ER o HABREOISEREERFI0NE « (BEAERERTESDES
AEStorageGRID £/ (FAEIU0EIFERIERAT E] -

AERRUILTHAE ~ RTFEIRE BRI BIAFEEE o StorageGRIDTE/RIA L EE12 = HARIPTER TE AU IPAL UL FE(REF
R FiB ~ BREERFTTRRESD

?ilﬁZ?ﬁ sgareinstall @<L EEFRFIA StorageGRIDECERIRF ~ ZHFHISSHEH « WAL THE
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B4 StorageGRID ZEtfERTET

%;zT_StorageGRlD e ERFEA L INEE « 55FStorageGRID EmBEMIEY (ZE
mEERER) o

CEENEM
* RRKEELEAHERTD  EREERHER - TERENR

* BfEfStorageGRID (EERARENLERER) AEREEREHERELEMNIPAIIL
* {&&N7EStorageGRID EAMILE AN T EEIREZAIP{UE

* SIIHHTE (IP4EAE) EEStorageGRID EMIFRAGrid Network 488 ~ B X T EEIEHZAAIGrid Network
Subnet List (4HEAERFREBE) PES °

* RERKRETRAREN RGBSR EREENETE
° "SG5600fETE%1E"
° "SG5700fETFRME"
"SG6000f#TFRHE"
* SERANEIRIVEERESR
* TRESRAE AR EPERITGI RN E P —EIPut o eI UEAEIRHER (Eh23 ENEIRERHE
)~ AArSARRS SN A P I AR RR B IP AL ©
BAREIET(E
H E1EStorageGRID FERSEE ETFEIRE -2 8ETHAE !
SIS E SRESY B IR EN R AV PRI AN B RA 2 78 ©
* IEEIARAIAZEE IR E R E BB RETISRER o
* EREARET « ZREEE—RRME - GERBTE - T EE AGrid Manager ~ M EENHEFERERTE
AR ERIES -
REMBZE - ERREZEREFEG TN - RAREHSENRHK -

ﬁﬂi
1. FERRIEESSR « REWARRAEEREREHIZRMNE P —(EIPait

https://Controller IP:8443
EmMTHIR NtheRBE %% StorageGRID 23] BE °
2. 71 TEEEEMER BRY R ESREEETEEEMIABIPALL

MRFEEMHUHE DA —ESREADD_IPHEMANSEREZER R —E F4EE « B eI {EA LR S 2
2 BEIRZEILIP{HE o StorageGRID

3. WIRKRETULIPULL « HERBEEE - FFiaE UL
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HIE TR

FEEAIP a. BUMEN TRUABIRENEAIRER) A5
b. FEhia AIPALLL
CHE-TI@E"1 -
d. EREAIPARVERARRE SR T ERLAE) o

BERRMAEGNTEEEME a BN RATEDHMERR] ZET5HR -

b. {EFRRFIBIPAALEE D  EN AU RRE TR
FECIRER o

CHR-T T*f@EE"1 -
d. EREMIPAIMBOEARIRACERY TR ©

4. 11 TERRERAE) WY - MACERERZEARFIERNERSTE - ABE—T M#F -

5. 7£ Tnstallation (Z8%) 1 &EH ~ MR BAIARAES TReady to start installed of nodes name into Grid with
Primary Admin Node admin_ip' (ZE#&FRAER T EREEadmin_ip SR BLEEREE) | - HER
FA* Start Installation* (Bita%est) #%48 -

MR ZE IR ~ AR R BERARIGEIZIERE - FAERET  F2REKRBHRER
HESERSAA o

6. %t Tthe Some Appliance Installer] BE * ##— T StorageGRID TBIa%EE| o

25



NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home

© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

BRIAREEETE% lnstallation is in progress » | ~ diE&R TMonitor Installation (Bf¥EZ4E) | HE ©

() GRCEFSFHEER BRNRE) HE - BUEDERIE—T (ERERE) .

HERAERN

"SG100 # ; SG1000/RFSERLEE"
"SG6000fETF R fE"
"SG5700f#7F R E"
"SG5600fE7F & E"
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Et{StorageGRID &R
BEIRETTH AL « 7 8 StorageGRID BERLLARES o EiEZETHE « BIG EMEEEA
B o
1. BEEETIERE « B —THRERYIPR SRR o
MEERRTR ) HHERTLREE -

Manitor Installation

1. Configure slorage Running

Step Progress Status

Connect to storage controller _ Complete

Clear exsing confguaton I Ccrviie

Configure volumes Li ﬁ 5 Creating volume StorageGRID-obj-00

Configure host settings Fending

2. Install OS Pending

3. Install StorageGRID Pending
Pending

4 Finalize installation
EORET G5 B ETETHIE - A BARESIRTENINTTHRAILIE

@ LZERAARFANGERN TR ZERTANTIE - MREETFEFRITRE « AIFEE
ERATHEM IR RGBT TERO) ARRE -

2. 1R B 2 PR ER A ERE o

°* 1o RERMEFRE"

TEUCREE: ~ REBRNGEREMEFERIE  BREMRARVER - ESANtricity 1BREASRE LR EWAER

& « UK E EHERTE ©
° %20 REMFERM
TEULREER ~ RER A TR ERFERMIRGE R EStorageGRID EREE UM °

. MEMEESITTAEE « HEI* %% StorageGRID Sid*PEERE(F « MARNHREIZESRE AL « BEEAGrd

HmmiT

Manager{E EIREIRL_E1ZOELEENRL ©
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#EHY TStart Recovery

1R
0N

Home Configure Networking -

Monitor Installation

1. Configure storage

=

2_Install OS5

3. Install StorageGRID

4. Finalize installation

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy
09:

[Z2017-07-31TZZ:
ontainer data

[Z2017-07-31TZ2Z2:
[Z2017-07-31TZ2Z2:
[Z2017-07-31TZZ:

[2017-07-31T22:

[2017-07-31T22:

09:
09:
09:
09:

09:

12.
12.
12.
12.

12.

12

3625661
3662051
3696331
5115331
5700961

.5763601

of node configuration

[2017-07-31TZ2Z:
[2017-07-31TZ22:
[Z2O17-07-31T2Z:
[Z2O17-07-31T2Z:
-07-31T2Z:
-07-31T22:
-07-31T2Z:
-07-31T2Z:
-07-31T2Z:
-07-31T2Z:
-07-31T22:
-07-31T2Z:

Q9:
09:
09:
09:
09:
09:
09:
09:
09:

09:
min Mode GMI to proceed...

1Z.
12.
12.
12.
12.
12.
12.
12.
12.

12.

h813631
5850661
5883141
5918511
5948861
2983601
6013241
6047591
6078001
.b1609851
.b145971
6182821

mRIER E AR EFFHNINIER o

WAZBTEGrid Managerd#EEY lStart Recovery |

REERTE 7y i fE BN RA RV B HARNRS

RS
==
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1R

EHEm

T BEAEEIREFEVER o
T AR EIRECE @RAES

Configure Hardware -

INFO —-

INFO
INFO
INFO

INFO

INFO

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

(FABRER) URERBEERFHM

IR 7B B ST 1ERY B EE 235 A Grid Manager ©

[INSG]

[INSG]
[INSG]
[INSG]

[INSG]

[INSG]

[IN3G]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]

IMonitor Installation Advanced -

Complete

Complete

Running

Pending

NOTICE: seeding ~wvar~-local with c
Fixing permissions

Enabling syslog

Stopping system logging: syslog-n
Starting system logging: syslog-n

Beginning negotiation for downloa

Please approve this node on the A

(FRBER) - FTREREBRAKERES



© A AE AR P B R o
AR NS R RS E TR B o
T AE R FHRIDBR 1SRN RER -
55
1. #Grid ManagereHEEY 44444 T (R4S -
2. 1F TPending Node) (MBS HBEFRETBHIEIMILEL -

MAESRERGLIRARES - BEEEMZEHMTEFGIFIREZA « GEIAEIERS -

3. BIAECEZENE o
4. BEFRIAIRIE" o

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Sea Q
Name 11 IPv4 Address IT State 1T Recoverable N
& 104-217-51 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sssses

Start Recovery

o BEEMEMERERREPNIREERE -

EMAREREZESR] TWaiting for Manual Steps)  (EFESHFEPE) FBERE « FAIE T —EEE  JITFH
TRUEHHEREMEVCRRRERFHIRE o

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage

de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps

@ EMAE AR ERIR RS © CE A LR —T B RFAWHMEIIE - ILREHIR EM) H5E
B~ RNMREERER © RN GENTHEEMRS
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€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

MRECHEEEREFEREAME  MABERTREARENMERATATREMAE sgareinstall £
EhFs L o

Do you want to reset recovery?

ENHHAENRN CRBREREUERE ( TFBPH) )

R BEFENHITMEIE S « A SeEFMBESRENFEEREE « M EMEIVEERIRIE
REMIEE - F—EE<THEEENMIE EEREIEN{EAStorageGRID NMBIRFEEFEHIER )
BUHIR&E o 55 _(EIS IS EEMR N CEARBENMIEE « (REEFFEE Cassandra
BilE ~ AR ERENARTS ©
CEENEMR
© B FIRAEERE - UEMREBNSEEF RN S IEEEFEETEE o
1T sn-remount-volumes I5<LHEAISE A B AR H PR EEMFEE o
* REMTREHMAREEEETY WECLEEHMEUSEEEF o (TEGrid ManagerH ~ ZERV 4fEE 4
ETFEUHECE ©)
c KERTRREEEETH o (f£Grid Managerd ~ SRV 4EE ME T BT )
NREZEFFEENRBEAR - NBIERPHNFEEHMERE1S5KABER « B SR EEB
@ P9 o BB70#1T sn-recovery-postinstall.sh I§<HE | TEM{E S ZEHEFEE LS
j#Cassandra ~ It Z EHIFEFEAR A 15K ~ AJREEEHEREEX ©
RARIEIETE
EESTHIRER « ARIT TSR IE :
* BAMIERVETZERR, o
y %ﬂﬁ sn-remount-volumes B MR INIEMIVEFHIEEIIETHS o ITILIS S « FBITTYEE

© HNAE S S EFFHIREE - UERERXFSHES
° MITXFSIERE—BIERE -
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° MRERAR—  FHEHFHERE RS AU EMStorageGRID NF(L#FFHIRR o
° MR HFHIRERTVIER « AR SFEFEEREE - BiRE EVERREERIRERE -
* 1R < 5 I A RIS o
o\ sn-recovery-postinstall.sh 5SS | HITIEISSIEES ~ FEIT RIEE o
BITR] ~ SBDEMERRE EH M ETEEIRS sn-recovery-postinstall.sh (FER4) &
@ SRR REHRIRE « WEFEYGPESE - ENRENR#FER sn-recovery-

postinstall.sh SR EENE A RBIIRIFREE SR IE%E&ZStorageGRID AZIRHFE
R ENRREFAEERL -

o EIMETVCFABMH#FHIERE sn-remount-volumes FESHEEEHM & S SRR LERE ©

@ MREBIRIVCREFHEIRE « BIZHIRE ERERBEREEER o G BERITEHMZRF
AP EMIBERRYEER « FIRRILMRA ERERFEFSEMHES -

o REBEHE FEHEECassandra& R} E o
° ERENETZENEL_EAVARFS o

1. BAMIEREFENRS

a. BIA 3% | ssh admin@grid node IP
b. & AFRFRFIMZEE Passwords . txt HEEE

C. A THISL U Eroot : su -

d. BIAFFSINZEHE Passwords. txt HEE :

BIErootBE AR B RBREE s E 4 o
2. JITE—(@ISSHE - EFHEEARA ERNEEFEERE o

@ WRFIANRFHREE MBI ERERIVE - SNEMAREFHIRE AR ~ ST LUBkA
HES BRI BITEE — (B <08 « ERTSIVIEPRA R SRV REFHIRE -

a. PYTIESHE . sn-remount-volumes
LIS SR ESV N\ A SEE S B BERIRERIREE L #T o
b. 15 SHEMITR - A& B M CIEE AT o

@ EOIUREBEMER tail - AREEE S IMENRN®H < (/var/local/log/sn-
remount-volumes.log) ° iCExiEEFMEMLILR ST S FEF4 o

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740
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====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-



postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by

making additional replicated copies or EC fragments, according to the

rules in the active ILM policy.

Do not continue to the next step if you believe that the data

remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy

or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device 1is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

EEEfEE T « ERCHENRHE —ERFHRE - —(E#FHIRREEHER -

3. s

* /dev/sdb EEXFSIERAM—BIERE L AAAVNVHIRESE « RILEMINEMEE - HiE<
EEMHENERE FNERERE TR

* /dev/sdc HRREFHIREZMBIHRIE « FILXFSIERAF —RMIRERK -

* /dev/sdd EEHE - AAMERKRIGCHHEIRRBRERRIE - BIs<HREAHEMERIRE
i~ FHRCEEERNTERAR—BERE -

%
ny

" MRFEFHIFE EMINERBEE « SFERTFIOPREIZ Y o eI MUERERRARIEENER
Y ERERIBRIZKR - LR EFFETR /var/local/log/sn-remount-volumes.log G0&k

1& o

* /dev/sde FBEXFSIERAZM—BIMRE « WABHMEIVolumeiEts ; £ -~ PRILDREIZEID

* NRFHFFHIRE BN EMERR « FERTFITREE N - EAFEREWNER LRERR

vollID IEZREAILI#TFENRS (configured LDR noid BEMARIRER) o LEFERMILEIRERBK S

— BT ER o
2 BB I AR IR RE o

HD%%%T_ HRRERBEBEXFSIERAM— R E SR E RS - A AERm L FavEs

(D B o A BBRRHITIVR.Z sn-recovery-postinstall.sh 7£ T‘?a‘%ﬁ%ﬂ%@iiﬂﬁ?

B o
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4.

34

a. WENUEEARE S CFRAMAHERERNIER - IRRILEMHIRE « FEMNITIESH
b. #EIFIAHEEERNNR © FRE B HERIENFFHIRE BN IL#FEHR

TEEEHIF ~ dev/sdeBVEH B2 THHERAS -

Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

MR R B RS B SRR © SABHME RS IBEIPT o MBLHIT sn-
(D) recovery-postinstall.shi5%H - (HFHMERSEMEIRI B AEGEREY
i o

o MREMEAMEMEERE « FRTRELHE  AREEATHLE .
() CuREENERENELERNEERE -

TR EREERMEREH Volume ID ~ ERAITRFIBHNEIA repair-data 59 - RMHERER
FHire (T—@iEF) -

d. BEXEMMEREHEBNEEZE « F5HT sn-remount-volumes BRMITIECH « A TIE
SN RFEIREIDEEREE -

NRFEFHIRE AR ER « MSEET—F « AIERENEIEE LRERE
@ FETERMIER - MREEMDMHEELRHES IR T —ERF ERYMGER) 2
A~ REE—0EE -

FANHAT sn-recovery-postinstall.sh MR AWIEHEFHIRE B RE L
@ MIVEMAIBEENEIL  FHTIE<HE (B0 ~ MRILMRRERRVRAI R 2 T —EE A
HE L EENRE EAVEIRERPE) o AR TSZIRERPT ~ LUREWAMRIEE RS o

#1T sn-recovery-postinstall.sh 598 | sn-recovery-postinstall.sh

LIS SR EMS TV CEMEEH SR WERR AR ERNEERIRE ; MEEE - 2 EEHE
BHCassandra&Bi}fE ; WIEEFENRL ERXENARTS o

mARTERE !

© IECIBRIAERERU R A BEBAT ©

° —RME ~ LEZEIESHENITR « ERRESSHIERE -

° SSHI{FFEERBRIERFIRARRET  55704%* Ctrl+C* o

° YWNRIBLEMEREPE « IECHEEH RHIT » WARIESSHIERE: « BERIMIE MiiE) EEIBREE o

——

° NRFFEHREANZRSMART « BIEEIRARFSENRIENE « 15 IBAIAE R FH501E - SEB R
BIRSMARFSET ~ TRRAG B 57 IERVIEERTfE o

()  Hr8aTADCIRBHIAEE EAILRSMIRS -



E14>StorageGRID E/RT2F & FfReaperik iz Cassandraf S B F % - —BEHERITIAER
@ ARFSFME ~ RAEE BERETIEE - ol FREE<THEHEAIES Shaper)
g{ lCassandrarepair] ° HIREEIIEHEELMVIERAE ~ BFRITIERAE ISR
e o
S. % sn-recovery-postinstall.sh IELEEHIT » WIEGrid ManagerEsiE Mgl BHm o
Mg BEm ERERESF PR BIRMNSERIREE sn-recovery-postinstall.sh I§<H !

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name Il IPv4 Address T state 11 Recoverable i

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-S3 2016-06-02 14:03:35 PDT . O S N Recovering Cassandra

6. AL %  {R[EIStorageGRID E| (The Monitor Install) (BEEREsZEE) EHE
http://Controller IP:8080 - {EFZERIEHISIAYIPALLL o

MEEIELR) AEGERECHATRNZEEE -

21 sn-recovery-postinstall.sh IS EERME_ ERENART » I LUEMHERERRE ZE RIS
HEIVERREFEHAEE ~ AT —HBRFh o

TERAE
"R R E R R R I ERE S

"W ERERE AR N HRE"
R ERE R ERREENREFHRE
mEERREREFHMNFETHIRE 2R « T ERFEEFDMBIERERNITER -

CRENEM

* G ARSI E BRI #F ARG A B R  » T£Grid Managerfy TEIRE>*EE ) RIIERL -

) S e
WM ER AR M EEFER - BN T RHEFERNER - AR EREMBBILMARR] « EYHEARRH
fEm o
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@ MRILMBAIRE R/ RFF—EERES - BZESEFENHENFEERE L  SREEmE
Yt

N R HIME—FRIERE AL Cloud Storage Pool™ ~ StorageGRID Bl Z8[ECloud Storage Pool
()  BEBHSEER - ASERMEEE - TRTIRF 2 - ABERATSIBN « WinBEhs
R R R R R ARRA A o

IR B E—RIBRE AN ERIEENRS ~ RIS IEERIZERBEIT B R - BN ERERIEHERAR
@ BURREESEIELR ~ RILIERERIRGR M B E R ERF AP BRI « LIt H Mt EFEIRE
[RESFIENREER -

AEERYMGER » F3IT repair-data 159 | ISR ERGERVAHERNIER « TAILMBEIEECE
A~ UFERFASILMIRE o EaI IR ERARRRNEEIE repair-data 15905 « RIBERZERER BRI TIHR
ARISERL ~ MNRF

CEEEN | RECRREEEEEN  ERRRESEHYN LWETHRE  AWES S TRNERES
)

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* HERES (EC) BHl : REBCEFZEEREDNE - ERRAFERENI LAV EMIRE « EME <R
BRERESRSER

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

R ERARRARET « PILIRIRERINERIRISE R - FRAMMEAI AR  (EEIFENET  ErRILUER
LR ap < AREHEHER RIS B RIVETR !

repair-data show-ec-repair-status

ECEETIFEERRERENHEFER - AIEEEEREET « EEEBETHRER - IRF
@ BNREEFERAR « ECIEEIFRERM - EmLIFRMEINI) « REFREBEHESEECIEEIE
SERCREL ©

NEFEAEHE « 5525 repair-data B WA repair-data --help REEEHBTLY o
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1. BATEEEREHR

a. WA TS | ssh admin@primary Admin Node IP
A FFRYAYEES Passwords . txt 1B !
WA TIEG<L U Zroot : su -

d. A FFFFIAZEES Passwords . txt FEZE -

o

o

BIELrootBE AR I RBREE s E 4 o

2. {Ff /etc/hosts BEUSHOCERBEHIEENHEHMNIUELTE - EEEEPERTFAIEHMIEE -
HIA TGS | cat /etc/hosts

3. MNRFIARFHIREIMELMIE « FEEREMR - WMRIABMOHIREBLERE FRITT—F <)

@ CEAIT repair-data RFFPITSEMBBIEE - EE2MESEERL « SAMASRM IR
ZBFT o

c MR E SEREN ~ 55FM repair-data start-replicated-node-repair #R%
--nodes BERE(EEFENELRVIEIE o

% THEE R ASC-DC-SN3Z (AZEIRS LA RER -

repair-data start-replicated-node-repair --nodes SG-DC-SN3

BRI ERIE « StorageGRID YIREEHEIERIHER - B YHERE
@ Mo B SRR ERMIVEFER _LAFS - KREZHENERRE - UREEHE RN
18 - 35260 B5#EStorageGRID KREFEHIEIES ) ©

° MNRIEHERE SHBRISER  BER repair-data start-ec-node-repair < --nodes &
ERMEHTFEIRLAYIEIE ©

Itb8r % FIE1E % 2 SG-DC-SN3RfE7F EIRL_EAYSHERARAIS B AL

repair-data start-ec-node-repair --nodes SG-DC-SN3

FEGERIME— repair 1D MUHAIE—H repair data BiE o sAEABSIEMNAE repair 1D B
HERVEE AR repair data S o MEEFTAR - FEEREMRRRAE -

@ g%*ﬁﬁ%ﬁﬁﬁ%ﬁ%ﬁﬁ% » AJLARAIRIEIRINERARIEE K - PRI AT AR « EERIEEASR

* MREHEREREAERMNERBTEL « FAITEMEGRS -
4. MRIEMAWIRE FEHE « FEESRZENWIRE o

P75 T E A Volume 1D © 180 ~ 0000 @F—1EVolume# 000F &3 16/EVolume ° ERILIEE —1@
HERR&E ~ —(EHAIR & S E o ZE R AR HEY SR & o
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PREMREERGAMRFE—EFFHNR L - MREFEERZSERFEROVHIRE « SIS S IEIRP]

c NREHBEREIEEEN » 55 start-replicated-volume-repair 8% --nodes FAIEHEA
BIRAAVIEIE o JABHIE{E—IE --volumes T --volume-range 318 » Y1 FFEHIFAT ©

B—R& : Itan S ARERNEREREMIRE 0002 7E5443SG-DC-SN3W#FFEIR L !

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

R EEE - tfH<rHERNERIZEREHERNNFIEHIEE 0003 E 0009 EHASG-DC-SN3RE
FEEE L -

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

ZEABIEE R LS rREBENEREREMER 0001 ~ 0005 M 0008 7E£%ASG-DC-SN3
MEFEE L

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

T o ERMAIBE SR ERAFFERS LA - MEZFENERRE ~ UKEEHE FIAEM

@ BEYHEFIE « StorageGRID MR AR EIERIYGER - miEEEYHERE
18 - :52F TEifEStorageGRID MEFEHHRIE S ©

° MNREHEEE I HBRISEN ~ 55 start-ec-volume-repair 83% --nodes AR HAIEIELEY
IE o JABITIE{E—TE --volumes 3f --volume-range #IH ~ N THIEFIFAT ©

*B—Volume * | IEE S AR IHEARISE RHE R EVolume 0007 £ 4 SG-DC-SN3MfRETFEIR L ¢
repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

AR E EEE ;- than < A HSRARIE ERER EHRENRFAMIEE 0004 E 0006 FE%#SG-DC-SN3HY
RFERG L

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

ZEAMIRERMKE © IEf < AR HERARIEERIEREMIEE 000A ~ 000C° M “000E E&ASG-DC-
SN3BEFEIEL L



repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

° repair-data {FEEGELIM—M repair ID MUHFIE—E repair data =& o sA{EREELIAE
repair ID LUBHRVEEFNMER repair data BiE o MERFTHE - FEELIEMERKRIE

@ g%%%%ﬁﬁﬁ%ﬁ%ﬁﬁ » AJLARAIRIEIRIHERARIEE K - FRARRE AT AR « EERIEEASR

* MREHEREREAERMNFERBITEL « FAITEMEGS -
o BIEERERNEE -
a. FEEFER> EEBERNREFER > ILM * o
b. FBfEM FHE) BERPHNBERIIETESETTMIERE -

EEETHE - IEE-280 BERTOEYHS -

c. EEERMMEEEE  BERRE> TASBIEEE o
d. B GRID*>* EAEIEEAIF AR RS> LDR> HRHiHE o
e HEA THBIHEATAUNERIEERTRM « LRFIAMER

(D CassandramEEET—R2IE - MEFHEURMAERE -

* EFBVAMEE (XRPA)  ERILBMREHERIEEER - SRAEFMAMEREES R
HEEIEERE I AN o INRULEIERIE IR EE B AN (H-RHAE-Taft B RE) &
TILMIF R B REAR R TR LEENS AR

@ =R R A SETRERNN - EFBEATSILMABRRMH -

" imtEHAR-FAMG (XSCM) : ERILBMRTEGRRISERREERERAFEIRAYN - IREES
RUMHE BT —EREFEIPURAIE ~ BIRISERRASERAVEIEEETT 7R  IRfEiiE st g

AR R AR TRiG B 1L EAEsC e « MIHENEE VR EEE -
6. EREIHSRIRISERIBEE - AR ESE AR AERBBIENK -

a. FIERH RIS ERMERATARS

* AL TEBRISEREE repair-data BiE !
repair-data show-ec-repair-status --repair-id repair ID

* AL L FILPIAEE -

repair-data show-ec-repair-status

39



B EYHEN » 8 repair 10 GERRABLAIMBRBITIEE) o

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No

949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. INREHEETIEEIERELM ~ 55FH —-repair-id EFBERYEIE o
IEar S ZEREEIDER LMBIEIELEIE 83930030303133434 ¢

repair-data start-ec-node-repair --repair-id 83930030303133434

LA S EEREEIDES LMAIVolumelE1E 83930030303133434 -

repair-data start-ec-volume-repair --repair-id 83930030303133434

e
"ERIERIE  RREEHEAR

IEFEREBEREFEHRE « FRERFEARE

RERREEREFNMZE BN AR ERENMNEREERES 4R
k1~ EREENREEENR AR « AKETERS T4 -
TEEMER
* B SZIRRYEIEE 285 A Grid Manager ©
* RBEERMEIRE - BERIRETEH
1. R SZ IR > T E>* iR o
2. BB MENRES MR HEE RERE-T R I REERE-EarrE -
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EmERENEREZE ML) o
3. YN TStorage State] (HETFAKAS) - THAE) REAME  BERA TP
a. BBE * Configuration (E2&) *EIEF °
b. e ETFARAE-FRT THIZUBEH  BE 4R L -
C. B—T"ERZE" -
d #—T T8 RIIFH - w3 [FERE-FIE) M TMEFIKE-BR1) NESEHRS MR o

RAFHIRE AR R BN R IR RS E T IRE

AT —RYIB I « e ERRERE FFH « HPREEFHR LN —EZEREE
MR & S E R ~ BERFHEMENARZE - MRIABREFHIREHRE - StorageGRID Alf#
FRIRE LA R ERE R

BRERI(F
e FEER NS R AFER - IREARERFHR ENRFHIRERIE « HEM MMRiEStorageGRID
FEFRREIVHEFEIR 25 ©

Review warnings about storage volume recovery.

v

Identify and unmount failed storage volumes.

v

Recover failed storage volumes and rebuild the
Cassandra database.

v

Restore object data to a storage volume.

v

Check storage state.

TERAE
"8 StorageGRID ThAER M FE TS T FE7ZEREL"

R R B I
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* BB R EN S A PR A TR AR

s "IIE R I IATE & I B Cassandra& Kl E"

s B ERERE RIS R BN IR E"

* "WRIE I E R IR T IR
BREARREHIREEENES
EE R FE AR R FERHIRE 28 ~ BB TYE
HIFEPAHEFHIEE (Srangedbs) ELUFEAVolume IDBI+7NEMEF R © FU0 « 00002 F—
{EVolume ~ 000F 25 1618 Volume  SEATFEIR LM E—EHZFRE (Volume 0) EEASES TBAYZR
BTV DA E R CassandraB KHEEYE ; ZHMIEE AR AFRIERZT RIS B EER o Fia EithiH1zE
EEARYIEER o

R Volume 0¥PE H FEERIE  BCassandraB ¥l ER] SE B 7EMEFE B IRETZF P ERIEIL o Cassandrath B ETE
THIERTEE :

* EREARBIE1GRZE « RFHRETMELR -
* R — S SRR E R RIS o
E#ZiICassandraly « R GEAHMBFERNENR - WRBE XS HFERBELR - 8159 CassandraB 1 AJ 5E

HAFH o MRRIFTEFEE Cassandra ~ QIEBELEEHICassandraE i} A SE R R —EX © ¥R CassandraEE #iE
ENRFHEASHE - EREISKANEEMENZEHFEE - AISESEBRIEXK -

@ MRBEZERFHRMIE (SRR - BRERMSIRERFT - S57IT FIIIMIERERF - BRI ATAE
gEK -

@ NRESHEFHEBIEHIMER15KANE _ERFEEHNIE « SRS AT ZIE20PTY - 7E15KA
BEMEU _EH#FEE ERCassandra ~ AIRES -*?‘fxﬂlﬁﬂi(_% °

()  mRsa S EEEHLRERE « TERERTISAEERST « BEHITE -
BT3B BT 1 2 A

@ %D:%ILM%EE'J REMERTF—EERES - BERAFENRHENFERIRE « CREXIREY)

NRISTEIMIERARBEIARTS © AKRE- Cassandra (SVST) %k - A2 RIEEMRE#HHRIE
@ Hi#CassandraZRELERFRIE - EFffEIICassandraz & ~ EREZ DB o QIII%EZ/TT A
3 SRR M AR ERPY o

HERIEN
"BRIERLE ; RREETHA"

"R ERNESHEEE"
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EIREREFHIEE N PERFTFZE RN « (S ZB5RE EN S B PE RV E o M/ BREsR R
WIENEFREEA g EME N EAEREFN—E57 °

CEENER

R BERZRINEIE 23S AGrid Manager ©

RAREIET

IRREZBRIMIEMPER R EUIEE o

WMERFNE—F BEAC OB - TEEE N EEEIVOHERWIEIEE - MNRBPEAHIEE MHMTNEREES « 8
TERRFPEHEIE E'J%%ﬁjﬁﬁ'ﬁlﬂﬁi A ZIEIERFER AR D EAVER D B ERERIE o

CEFTERLERER « BRITFSD WRIMEHIRE « FIUNFTE s EXEEHR « (FLEERS « BX
@ EENRE B o TH » BIEHITH reformat _storage block devices.rb IEHERT ~
GRS BIIERAGIES « BEIESBEMSANK -

() EsT2E0 S EmRR EREIERIGE reboot H% ©

@ AP AR R R R & o SR EREREM R E L RSB - HIRE ER
BIVEZE  MEAREHIRE LREF -

HEIFRESENRHFHRE « U RNENERHTFHIRERINEERERHEVolume ID -

R« SERGERETZIER—EEZARBRAE—H#FE (UUID) -~ LERIERMERZERAKUUIDEEERE
ﬁﬁﬁ%tﬂ’]rangedbﬁﬁ‘ FEEAAKUUIDMrangedb B EFEF /etc/fstab HEZE | Grid Managert E8m
SEEE  rangedb B &k ~ U SR ERI A ©

ETHEHIF ~ BIEE /dev/sdc HIRE KR/NA4 TB ~ BERMELE /var/local/rangedb/0 ~ FREELTE
/dev/disk/by-uuid/822b0547-3b2b-472e-ad5e-elcf1809faba {EH /etc/fstab TEE !

f fdmutade Feictetab file L Errarasraamint-ra, barey
var - Feeviadd Fuar/local S EYICIa~TeNMIT-Eo, barrl
fdev/ade AWAQ AL defanlca n

7 local idevfsdc — proc fproc proc degeuics 0
rangedb m ayafla feEy= =ysls noAlito fi

s D‘-’F!’.’: debugEa foysikcnel fdzbug debugfa noauto ]

 fdevisdd — deupts Fdevipts devprs pode=0520, gid=s i

] | Fdev £dD fredia/Eloppy o ROBLEO, UIET, ITHD il

fdev/cdzon /odoon 208660 o, moeauta 0 0

AdEv/Eian /by-uuld /384046873511 -47a7-0700-Tb31bAS5a0bE Sust/local/ayaql_ibda
Sdev/eappers/Lagug-Lagly /l2g xf2 dwapl mipis/L2g,nealign,nobarcier  ikeep 0 2
[Fdcvidiaa by uaid/ Beabi5d) - doan-4iac-ndbe-cLoELa0aEaba /var, local/rangedb /o)

) 2‘\\‘_ rdevisde —
[Cessess ]

Misrt Pt Deven Sashm  SiEe Spece Avalsthy  Tétel Entties Erfries Avadible  Wiie Cuche
I et Ordna 59 @) 10458 :5 GE My 655 %0 EES E13 058 Uninown 5

i SOMRTH  MMHAS WS Usknown 5
featlocaliangectyl wcc  Onine B @) 4FMCB 437SGE 9 PEAG00A0E BSASEILLS. NN @ Unoalstie 3
fniocabrangecty | sad | Oning S by 4 70 GB 4 %0 GB 0 &y B54.993 400 BSASTAEN MY &) Unavalsble 5
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1.

SER NP ER  seEri R RE R R E R

a. JEEV SR> TRE> BRI o
b. FF UL QIR HF R LARFFREEE TEHR « ARSHARETRIHFRE -

Object Stores

0000  966GB 96 6 GB 5% 823 KB 5 0.001 % Error =,
0001 107 GB 107 GB 0B 0% No Errors %Y
0002 107 GB 107 GB 0B 0% No Errors =] &y

C. BEE L SIIEHFHR SESER R TR, o X L — Ph! N S EHREHFHERE R H SR
HEERE K] o

M TFERELSARTERIE o FIE0 ~ 00002 5FE—1{EVolume ~ 000F &5 161 Volume ° £ ~ ID
A0000 M EHEHER /var/local/rangedb/0 B #AFEAsde ~ K/hVA107 GB °

Volumes

Mount Paint Device Status Size  Space Available Total Entries Entries Available  Write Cache
/ croot  Crnline =)@ 104GB 417GB [ & 655360 554,806 5 @ Unknown 5
hvarllecal cvloc Online =)&) 9%6GB 96.1GB HH & 94369792 94369423 E & Unknown

Ivarllocalirangedb/0  sde  Online 2@ 107GB 107 GB 9@ 104857600 104856202 &9 &) Enabled
Ivarlocalirangedh/i  sdd  Online =)&) 107GB 107 GB 5 @) 104,857,600 104856536 [ @) Enabled
Ivarlocalirangedb/2  sde  Online 2 107GB 107 GB 9@ 104857600 104856536 &) Enabled

08 1 )

2. B ARIRETFEARS |

a. MIATS&®< | ssh admin@grid node IP
b. B AFRFRFIMZERE Passwords . txt HEE :

C. A TIE L U Eroot © su -

d. BARPFIFIIER Passwords . txt HEE .

EELUrootEAR - IRTREREE s E 4o

3. BT TIHESHS « LUS ILREARF L EN S R R AR E

sn-unmount-volume object store ID

° object_store ID ZtFE#FVolumeRIID BN ~ $57%E 0 TEIDZ00008V I FR &S L ©

4. MNRHIFRT « 3517 yHE L EFERL LAOHERTS o
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sn-unmount-volume 0
Storage services (ldr, chunk, dds, cassandra) are not down.
Storage services must be stopped before running this script.
Stop storage services [y/N]? y
Shutting down storage services.
Storage services stopped.

Unmounting /var/local/rangedb/0

AFiER « RERFMEELE HEEMTHE - EE@LTHIRAE « FHEFNESESE - RE—RIFE
RTHHEEDEE -

EH B EF IR & =2 CassandraB &

MR BERITIE S « BRI EREMHSRIEFFUIEE ERRERE  MERFFIE
BERER - EREERE EEHEE CassandraBlE ©

* {SWAZBPER Passwords. txt HEEE ©

* {AlARES_ LRV R AR A BT BRI TR

* BRRENECHED - KERSECBISEIRGEFERE

© BB EREIREXNGERRIEHEEREER o

* CEREREFHRCAZEEETT  CEHEHREBUSRERER (TEGrid Manager « BEE s 4
E T BUHECE ° )

* BEBBTRERAESSEEETH o (TEGrid Manager ~ ER MR EETE BT o)
* CERRABREFEREMENES -

"RRAMFEFHIREEENES
a. IREFMWENBRNERFFRE - LM ERESTATHER I E & 89 AE HF R & A8 R

BRTFRER AU ENRHENENRK - URFRIERRRENYRZHEFRE « EFAZEREH
iR & o EERFESTEMHBAIIEE /etc/fstab HEBET

b. B AMPEHFERS
i. MIATSEL . ssh admin@grid node IP
ii. &1 AFRPRSIBYZRES Passwords. txt HEZ ©
iil. & A 58S A Eroot ¢ su -
iv. B APPSR Passwords . txt TR .
EIELlrootEAR - IRTEMEE s E 4o

C. EAXFHRES (VIZvim) EMFREIEHIEE /etc/ fstab ARBFIESR o
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@ ERFEEHERVolume /etc/fstab IBEARE ° HMIREABRMER fstab BIRIETR
FREs R PHIFRETTEF fstab BRI ENERRAFAER ©

d. JEVCEAHENRERREE « TRFEEEHMEE CassandraBHE © BA -
reformat storage block devices.rb
* MRFEFRFBETENT - RAGRTEFELLIEERTE c @A & >y
" MEXE - AR BIRTEENEECassandra& Bl E ©
" BREES - MRIBEAERRER « FEMEE Cassandra&@ilE o WA @ *y*
s NREZEEFHEEE « AREBEISKRAERT B—EREEFEZ - WA *n*

LB E4ERM A ERE Cassandra o Bi4& iz 1% o

* ERFRABEE « AFER_ LS ErangedblZiR ¢ "Reformat the rangedb drive <name> (device
<major number>:<minor number>)? [y/n]?° & ~ A F5H b —(E[=FE :

>y EIRIN R ERERIEIEN - EEEMRINCHEFEHIEE « Ui EHRRENEEERE
HIEE /etc/fstab FEFE ©

L RUIRMEERER B IR - MALARERRIUE -

A 0 EERIESTE o MBI (IRCDARRRBUIE LEE TR
() mmpwerans  AREER) SUSHBRIE  RENT

reformat storage block devices.rb e o

ZB4yStorageGRID ZRIZF G EFAReaper R EEIECassandrafEE1EE - — B HREEY
@ VERARTEREE « RAM T BEIEITEE - EAERERIIETHER L PR

F|] Shaper] 3§ Cassandrarepair] ° WREBHIIFEHEELBAVIERAE ~ 58

TR EHIERAIER S ©

TR EB A P ~ BRI /dev/saf MREFERIVE « MEAHREERECassandra :



root@DC1l-Sl:~ # reformat storage block devices.rb

Storage services must be stopped before running this script.
Stop storage services [y/N]? **y**

Shutting down storage services.

Storage services stopped.

Formatting devices that are not in use...

Skipping in use device /dev/sdc

Skipping in use device /dev/sdd

Skipping in use device /dev/sde

Reformat the rangedb drive /dev/sdf (device 8:64)7? [Y/n]? **y**
Successfully formatted /dev/sdf with UUID c817f87f-f989-4a21-8f03-
b6£42180063f

Skipping in use device /dev/sdg

All devices processed

Running: /usr/local/ldr/setup rangedb.sh 12075630

Cassandra does not need rebuilding.

Starting services.

Reformatting done. Now do manual steps to
restore copies of data.

HAREAR
"R B R R B B

Y ERERE AR Z R 2N RFHIRE

TERFHREAR ZENREFOR EMERFHRIEEZR  Er LSRR FHIRE SRR
BRI ER -

CRBENES

* S ERESS B IRIE VR ENREBVELIARE 3 B R  « TEGrid Managerfy MEiRE>*48E") R31EHE L -

BAREETLE

Y E R P E Mt REFEIRS « BIESRNERHEFERNER « AREEREMBIILMARR] « Y EAA
fER o

@ MRILMRBIREARFEEF—EERES - BRESFERSENRERRE L « SREERE
Wt o

R8I —RIERE AL Cloud Storage Poold ~ StorageGRID Bl4ZBAECloud Storage Pool
(D ImEL B HZEER « AREEREVHER c ERITILIER ZAT « AR IRERPT ~ UinBhE (G
R4S P el S0 [ B ABRA A o
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SRR E—RIERE AN ERIEENRS ~ RIS IEERIZENRBEITE R - IS ERERIEHERA
@ BURREFEEIELR ~ RILIERERIRG R B E R ERFERF BRI « LIt H M EFERE
[RESFIENREER o

AEERYMGER » F3IT repair-data 159 | ISR ERGERVAHERNER « TAILMBEIEECEE
A~ DR SILMRR] o eI R ERRRNEE repair-data 15905 ~ RIBLCEEZERER BRI SHR
ARISERL ~ MNRFA

CEEEN | RECRBEEEREN  BERRRESEHYN LWETHRE  AWES S TRNERES
)

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* HERES (EC) BRl : RELEFZEEREMNE - ERRAFERENI LAV EMIRE « EME <R
BREREHSRRSER

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

R ENRARRAR AT « PILIRIRIERINERARISE R - FRAMREAI AR « (B IFEENETA - ErRILUER
LR ap < AREHEHER RIS B RIVETR !

repair-data show-ec-repair-status

BNREEFERAR « ECIEEIERERM - HERLIFRMEINI) « REFREBEHSEECIEEIE

@ ECERELFESERREAENFHEFER - JRESHRRTET « BSEEETHEFER - MR
SERCREL ©

MEBEARFHAEN « BF2M repair-data IE9H » BIA repair-data --help REEEHENHLT] o
1. BATEEIREE,

a. BATH@S | ssh admin@primary Admin Node IP

b. &) ASFRFIIZEE Passwords . txt T !

C. AT LU Eroot : su -

d. A FFFFIHZZEE Passwords . txt TEZ -
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EELUrootEAR ~ IRTRBREE s E 4o

2. f£MA /etc/hosts EEEUSHEERHFHEENHEEFHNE T  c EETEMENRTFIBEEIEAEE -
REIATSES | cat /etc/hosts

3. YIRFAARETFHIREER I LR « HEEREMR o WRRAMBOHIREHERE FRTT—F <)

@ AT repair-data RFFHITSEMBNIEE - EEMESEENES - BHERITE
ZBFT o

 MNREHEEEIERER « 558 repair-data start-replicated-node-repair <
--nodes EEBERFERAVER o

% ATE A B SG-DC-SN3Z (7 HIES EHHIRTEEY :

repair-data start-replicated-node-repair --nodes SG-DC-SN3

BRI « StorageGRID MIRFEREMMNMAEEE « HEWEMIEKE
() o ETRasRERERGNREEH Y o CRZHENEARE  WREEE TR
o 520 [EEStorageGRID RETHHHRIES ) o

° MNRIEHIBERE SHBRRISER - 351FEF repair-data start-ec-node-repair #3% --nodes &
EREEFEIRLAVEEIH o

ItEEr 2 FME1R 2 A SG-DC-SN3R 7 B RL L ISHERRISE KL

repair-data start-ec-node-repair --nodes SG-DC-SN3

EEEEEME—M repair ID MAMAIE—E repair data BiE ° SAEREEINGE repair ID ME
HERVEEMER repair data EiE - MERFTHR - FEELRIEMERKRIE -

@ g%%ﬁ%ﬁﬁﬁ%ﬁ%&ﬁﬁ - A LARIRIERIHERARISE R - FRARIRLERRI AR « E1E(FERIS R

° MREERERAEERRMEIRBEEL  FAITEMERS
4. MRIEBOWIRERBELEHE « FREZTENWIRE -

P75 T0E A Volume 1D © 180 ~ 0000 @5 —1EVolume# 000F &35 161EVolume ° KRILIEE —1E
W& ~ —(EEE B o ZE R K FHEY IR E o

FraMREERU AR FE—ERFFHNR L - MREFEERSERFEROVHIRE « SBHAERM S IEIRP] -

c MR ESEREN ~ s5(FH start-replicated-volume-repair 839 --nodes HARHA!
BIRAAVIETE o JABHIE{E—IE --volumes B --volume-range 318 ~ Y1 FFEHIFAT ©

B—R& : Iten S ARERNEREREMIRE 0002 E543SG-DC-SN3W#FFEIR L !
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repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

HRESE ka2 EENERERESBERMFIEEIEE 0003 E 0009 7££25SG-DC-SN3AI#
FEEE L -

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

ZEMEERKT | ItmL B ESHNEREZEREMEE 0001 ~ 0005 F 0008 E£%ZASG-DC-SN3
RIS L

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

BRI « StorageGRID MIRFEREMMNMAEEE « HEWEMIDEKE
() T ETmakaERERGHREEHE LB  CREZHENELRE - WREEE TR
o 520 [EHEStorageGRID RETHHHRIS S o

° MNREHEEE I HBRISEN » 55 start-ec-volume-repair 83% --nodes AR HAIEIRLEY

EIE o JABITIE{E—TE --volumes 3f --volume-range 31 ~ N TFHIEBIFAT ©

*B—\olume * . LA S Al IS HBRARIE B RHERIRE ZE Volume 0007 1% 73SG-DC-SN3RY(#TZENEL E -

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

R E EEE - than < AR HRARIEEREREHRERNRFAMIEE 0004 E 0006 FE%#SG-DC-SN3HY
RFERL L

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

ZEAMIRERMKE © b2 AR HERARIEERIEREMIEE 000A ~ 000C° M “000E E&ASG-DC-
SN3BEFEIEL L

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

° repair-data {FEEEEIME—H repair 1D LHAIE—H repair_data Ei& o SAERAEREYEE
repair ID BUBHERVEEINMER repair data EE& o MIERRFTHE - FEEREMBERKE -



@ g%*ﬁﬁ%ﬁﬁﬁ%ﬁ%&ﬁﬁ% » AJLARIRIE R NSRS E R - FRARIRLERRT AR « E1E(FERIS T

- MREHBERR LS RBANSBEEE « BRTERESS o
5. B PSRRI o

a. B ERL > EAE ISR RTE IR > ILM * -

b. fEF (3t BERTHBMANGRTERREE -

EEETHE - IFE-280 BERTROEYMG -

C. AEFFMMEIER  FHER SR> TRE>EREE
d. ZE4F* GRID*>*ETREERIHFEIRL > LDR*>*ERH#TF"
e. SAEA TIBEES KA ERIEERR DT « UKRAISENIER °

(D CassandraTAEEET—R2IE - TEFHEUSEMAOIESE -

- BENEE (XRPA) © BRILEMOSHEBNEISENE - SREFHLERIESEERRNE -
U R S - SR UL AR E AR (AR E IR
RILMIR R B IUE AR B8 HEEmB AR o

() EEmmERTERREANNE - ETOERH LAY -

- TGS (XSCM)  SRLUEN RIS RS E ARG RS EAERONY - IR CER

BB MAE— BRESTPO QAN « AIFTAER R AN SIS - 1 - RRBETES

B o NefifE-AfG (XSCM) | BIHERNEEER « SFrA R AR LR - I UE
SHER B RiE AR - TR B I AR s « MFENEE R EEEE] -

6. BIEHRIRISERIBNER « AR EF AT ERMAIER o
a. FIERHERARIS ERMEERTIARS

" FRILLSSEBEENIREE repair-data EiE :
repair-data show-ec-repair-status --repair-id repair ID

* ERLLER L FILPRIAER !

repair-data show-ec-repair-status

BHEYHEN « 84F repair 10 CERARFIALAMBRIAITIER) -

51



root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State
Affected/Repaired Retry Repair

Est Bytes

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9

17359 No

949292 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9

0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9

0 Yes

949299 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9

0 Yes

b. yIREMHBETMEEIEERY ~ FEMA —-repair-id EFEERIER -

LtEn 2 E{ERE1EID 83930030303133434 ~ Ei KMHVENRLIETE -

Success 17359

Failure 17359

Failure 17359

Failure 17359

repair-data start-ec-node-repair --repair-id 83930030303133434

LLter < EEREIEID 83930030303133434 E i KB HIVolumef&iE :

repair-data start-ec-volume-repair --repair-id 83930030303133434

R
"&1#StorageGRID"

"BRIERI ; AREEPEAR

B R HIR R RIS ERFARE

RERFHIRE 2 & « GO R H TR PTEREERES T L]

REN AR ARESEF ~ ARRETER S 4Rk o
CEREENER

* B ZIRRVEIEE 285 A Grid Manager ©

* REEREIE « BRIRIETEAK
HER

1. BEE 2R > T E>*AigiaiE o

2. BREENHEF IR RN RHE  HEARRE- PR RS- B eE -
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EmEB R ELSEZE MR o
3. MR TStorage State] (EFEARES) - THAZ) REAMEE - AT TIFER -
a. B8® * Configuration (AgE) *&EIEFE o
b. W EEAREE-FREE* T HITUSE S ~ BEECAR E* o
C. H—TNEREE* -
d $#&—T TEE) R51EH  #R HEKRE-FE A MEERE-Ba NEEEHRS TELE) -
R ARTEFEI PR IRIE
W RENFEERIFENRL_EPIR AR HERRIE IS ~ StorageGRID B E A F B FTFEIRY o RN ZEST
B — 4B R T ~ A BEIE R SRHATR MRS PE P g o

MEET
(R AR ATHEBRAB T (a7 BRSO R SRR RIS o LR BB S E MR Bt B S S A
SIS A -

()  ivErEEmR R Y o U BRI EIA R SR F i B A AR -

"8 StorageGRID ThAERERFE AR ENRL"

53



TR

Prepare for node
recovery.

v

Replace node.

VWiVlware Linux

Mo Yes
Linux host?

—force flag
or force-recovery

Cormrective No . See the
actions taken when ey is “What next?”
tOr] ode? complete. :
restoring node: section for details.

Yes

New or changed
block device

v

Select Start Recovery to

configure the Storage Node.

Recwenng from
storage volume
failure

v

Remount and reformat
storage volumes.

v

Restore object data to
storage volumes.

v

Check storage state.

"RBETE

* "BRREFEIRE

* "#HY lStart Recovery

FEIRE R RHIR I IRIENE S

(FRBRER) URERMEFEHZ"

BN ERRIVCREEERE ( TFEBPR ) "

54



* "NARE - R EREERZR#F Volume”
* "W RFEIRRMEIRILR AR EREARRE"

B TR B A R R
EIMERHFERIEER G 2R R ARE TIES
#FER A B CassandraB & « HRE S HEE K] - CassandraBHERISEETE FIER TER !

* ERERIBIBISR R ~ HEHETME LR -
* EFHREE AR B IRE o
* RIRHRRA — o R AR & SR RE o
B Cassandralf « R A FEREMEFEHINEN - MRE K HEFEHEELR « 245 Cassandra& Kl Al 5E

#LER o MRRAEFHEE Cassandra ~ BB AICassandraBZ Bl a] SEiRI R —E o YR CassandraZ HiE
BENHEHEAZEE ERE15RAANEREMESN S EETZENEL - e £ B REEXk -

@ MREZERFHRNE (SRR  BIAERMSIRERFT - S57IT FIIIRIERERF - BXIAIAE
giEK -

@ W RIERHFEEMIED MER 15K E —EEFE RS B ASMTSZIE S0P - TE15KA
EEMEL L FE7ZEEE FMCassandra ~ ARE R EHERHESK o

()  mmusa EoSEEERSEERNE  TERERTILBERS  BSRITIE -
RS BT & PefE
R BRSO LU B — B e R B RO ~ 38557

(D) Gt LR B IS - AR IR % - SRR « WRf
0 AR TS B 0 A R E U o

@ ?ql]:%lLM%EEIJ‘“*%E{.:%??—@%’E%?’EZK BEAREFENRENHEFERE « SREXEY)

IR IHERIRIBEIRRS © IRAE- Cassandra (SVST) 5T « S MBEREHIARET -
()  BCassandradeit &imehtiis - BRI Cassandra 2 » LRI BAR © MREFE
2  BRHE R EE o

MERAEER
"ERHERIE  REREOEAR

"R RERNESREE"

"RRMHUIREA R EN REUIRE SRR IRE"
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BIRHEEFEIR
MR R RHHREINR ~ A S BIAGRTFERRS o
AT RIENEREIRIERF - FRALARRAVEMRENRS « BIAENRERVT ERERAAE] o
@ 2 FEE ARG HFER - CUARRARNEFRINERAEE R o
"k1EStorageGRID INFE R EREAZIUFHFEIRL"

* Linux : *WIREREE RRHIMER TKRIE « SBIKRIETERER « UHETFEERTHLEMIED SR o

A Ed5 2

VMware "EiaVMware i EL"

Linux "EHALinuxENEL"

OpenStack NetAppig{taYOpenStack E ik ea R E 5T IE A B IR ERE

F o NRICHEMIETEOpenStackBEPEB P HITRVERRS « 55 FEBEAR
TWLInUXFERMAIESE - 12E ~ BFEEERLnuxEIRERIIERF ©

3EEY Start Recovery| (BHMAIEIR) LURTEHEFERY

FIARFEM 2% ~ [C4ZB7EGrid Manager?1%EEY [Start Recoveryl (FABRER) -~ #%
FTENRLER E AR ENRLAV B HRENRY
CEENER
* BB IRRVEIEE 285 A Grid Manager ©
* BB HEE TR FEVERR ©
© B ERBEIRACE B o
* EE BB E B HREAR o
T ERE SRR IS E RMEE TERVRE BEA ©
s B EE AR TEAR 15 RARKER ©
RAREETE
MR FEHHREURIEALEELinuxEH E ~ AIRBEETIEP—IBEAER - ZHERITIDER

* BWZEER --force MR ARIR ~ HZEEEZEE storagegrid node force-recovery node-
name

s MV BEBEMTRTEEGR - EFEEF/var/local ©

TER
1. % Grid ManagerHR SRR 4 s~ 4 2 T {E* 18 o
2. 7 TPending Node] (B EEHEIEEMENAAKED
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MAMEREREHRERES  EEEMREHL EHFIMEZ R « CEAEEERS -

3 MAECEZNE
4. BERRIAIRIE" o

Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q

Name 1T IPv4 Address IT State It Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sesess

S. ERIEIMIEAIE BB RGP RIS IERE o

@ EERFNITHRE « BRILUR—TEL REAGMIINE - IEREHIR &R HeELH -
RTMREEREZR © BIRGR G ERTREEMRS

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

* For WVMware nodes, delete the deployed WM and then redeploy it.
* For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

MRCREERREFREAMNE AL ARHIERERFTRENIARE TR -

Do you want to reset recovery?

° *VMware* : fiIPRE B RVERAINRENR o A2 « BEEBEENENIIER « SAEMIPBENE o
° *Linux * : FELinuxFE ¥ EBITILAR S IAEFERBNERRL | storagegrid node force-recovery

node-name
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6. BRFHRER EHFIPH BRE « FREEREFPOT—ELE - ENHERERRICHEFE
HR& o

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage
de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps
TRRAE R

"EHERBUAEMRE (BRTAEHR)

SR ARENSICREHRRE ( TFEPER )

W AFERITMEE LS « UEMBHSRENFETFHERE « WERSIUEEAEERREE
FHERE - F—EE LB T ENH S B IERMRIVIERStorageGRID  TMEIR{#FHIRE AY
iR & o B At <@ EMEIVCIEREERERE « HFEEZEMHEE Cassandra »
PATR RNBNARTS o

CREMES
© CEEREE - UERENBE BRI REIIEE o

#1T sn-remount-volumes IELHEAISER B AR E PR A TEHARE o

* CEREREFHMCAREEETY B HEHREUSRERF (TEGrid Managerd ~ BEEV & 4
ET{FEUHACE ° )
* BERTRAESSTETH o (TEGrid Manager ~ B MR T E BT o)

* CERRREFHRMARERERENES -
"B AT ERL R AR I ERNE S
WRAZERBFHRER - WEIBEBPNRFEEMRAEBE1SRACER  ARHERME

(D) %P3 #0807 sn-recovery-postinstall.sh I55HE | EMENSERTZEES - B
#Cassandra ~ ULz FRERIBBE15XK « AIeGERELHESK o

FARERTIF
EETRULER ~ SFRIT TIEMRIE -
* BAMIERHFERS o
* T sn-remount-volumes ERHBAETVERNIFEFHIRRIVE S - MITILIE SR ~ FHIT FIIENE

° BB SERHFEIRE « UERBBXFSHEES
° MITXFSERE—BMRE -
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° MRERAR—  FHEHFHERE RS AU EMStorageGRID NF(L#FFHIRR o
° MR HFHIRERTVIER « AR SFEFEEREE - BiRE EVERREERIRERE -
* 1B < WS A AR RAEfAIRE R o
o\ sn-recovery-postinstall.sh 5SS | HITIEISSIEES ~ FEIT RIEE o
HITEI ~ SBTE SRR E B TE a2, sn-recovery-postinstall.sh (Eﬁ%@ﬂﬂ'\]
@ DER I BIETHE) BRIV CHIENRFHIRE IS R4 PESE - ENREHEFER

sn-recovery-postinstall.sh TR EENERMERFEFFE LIRS 8
FStorageGRID FZ1RAVFE AR B ENRLRERAAEERT o

o EIMETVCFABHFHLERE sn-remount-volumes FESHEEEHM & S SRR A LERE ©

@ MREBMRVCREFHEIRE « BIZHIRE EREREREEER o G BERITEHMZRF
AR EMIERERYGERN - ARZILMRAERESHEEFSENHES

o REBEHE FEHEECassandra& R} E o
° BRENRTEEIEL_ERVRRTS o

1. BAMIERIHFERS

a. A< | ssh admin@grid node IP
b. & AFRFFFIMZRE Passwords . txt HEEE

C. WA TGS U Eroot : su -

d. BAFFSINZEH Passwords . txt HEE :

BiIELrootBE AR I RBREE s E 4 o
2. JITE—EISSHE - EFHEEARA ERNEEFEERE o

@ WRFIANRFHREE MBI ERERIVE - BUEMANREFHIRE AR ~ SR UBkA
LE BRI HITSE —[Ef5 <5 « ERTSIVICFrA RE BV RHFHIRE -

a. }TIESHE | sn-remount-volumes
ISR R EH A SEESEENNEFERIEE L#TT -
b. 5L HEMITR - sAIRRIE L X B ZE IR ©

@ CAIURBEMEA tail -f AREFIESIECHRIEANBTIGS (/var/local/log/sn-
remount-volumes.log) ° SCiRtEESMEMLLm <Y &HHEEM o

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740
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====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y



or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

TS - ERIEMEE —AREUIRE - —(ERFHIREZEERES

* /dev/sdb EBXFSIERAZR—RIEREL AABRIVHIRESE  FILERINEMEE - Bis<

ISERHENERE FNERERE TR
* /dev/sdc HRHEFHIRERTAVEEIE « BIEXFSERAM—EHMRERHN

* /dev/sdd EAHME - RAMERARIGBICHHIRIBEREIRSRIE - Bie BB A SREHIRE
B~ SRERE BN TRERAR MRS -
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. ZD%E%T?EEE%EEWHD?%EE%E% CBBERTFITHREIE N o EAEE2IREMER ERERER

* MRFFHIREEMINERAHE « SFERTFTHREE Y o ERAIUERAERAREENGER
IRAVEREGIERIZRIE o R EHFETR /var/local/log/sn-remount-volumes.log sCEk
& o

* /dev/sde BBXFSIERRZA—RMIRE - LEABAMBIVolumeiEid ; Fi& - vol DIEZEFRILDRER
RAIDELIL{ETFENRS (configured LDR noid BEMIRIEN) o WHRSRTILHIRE BN S —E#F
B o

3. HRBIE< BB EA I AR R IR o

MR BEFHIEERBEXFSIEZAR —RE BT E AR S « BFHARE HProtE:RA
@ B o QA BBRRHITAIRSZ sn-recovery-postinstall . sh EELEHARREE EHITIES
b5 o

a. WEUEEARE S CFRAMAHERERNIER - IRRILEMHIRE « FEMNTIRSH
b. #EIFTAHSEERNNE © FRE B HERIENFFHIFE BN ILHFEHR

TEEHITP ~ B /dev/sde BIETHERAS

Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

MR AFHIRE W EIHRA BN EMGEFERS BB SZIREPT - WREMIT sn-
@ recovery-postinstall.sh 59 « EFHEER FEMRAL - EAEFERER
Bk o

c MREFEAMETHERE  HITRELHE  AREENTHEE .
() CuBEEAEREMRLERNEERE -

TR ERREERMEEH Volume ID ~ ERAITRFIENEIA repair-data 59 - RMHERER
FHire (T—@iEF) -

d. BIENEMPMEEEHBNEE 2% « 5FHT sn-remount-volumes BRMITIECHE « MBI E
SN RFEIREIOEEREE -

NRFFHERE A BRI ER « MGHEET—2 « AIERENHEIEE LRERE
@ FHERERMIER - MREEMDHEERHES « AIETN T —ERF (EBRMGER) 2
A~ REE—0EE -

FANHIT sn-recovery-postinstall.sh MNRERAWIEFEFHIRE _FRERE AL
@ MEVEMAIBEEEIL - FRTIE<HE (BIa0 ~ RILMERERERRAI R SR —EE A
WL EER AR EPE) o BRRARI T IRERPT ~ LUREMAIIRIEE R ©

4. #1T sn-recovery-postinstall.sh $#§<H5 | sn-recovery-postinstall.sh
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IS LB E EMSVCEMEEHE W RN AN ERNEERIRE ; MEFE « o EEHMEECa
ssandraB il E ; W EEFE R L ERENARTS ©

AR MIEIR !

c IECIBRIAE R ERU N A BERAT ©

° —RME - MR SIHNITR « ERRESSHIERE -

° SSHI{RFEERBRI R FARARRET  55704%* Ctrl+C* o

° WNRBLEMEREAPE - I5LHEEETHRIIT » WARIESSHIFREE « BRI MiiE) EEIBRERE -

° MIRFFEREANZRSMARTS « BIEMEARFSEMMENR « 5SS FHo0IE - BEBRE
BIRSMARTSET « FRERE A 57 IBRVIEERA] o

()  H=heaTADCIRBHAEE FAILRSMIRS -

EZ843>StorageGRID ERIZF € {FHReaperXKizIECassandrafV BB 1E - — BRI HNER
@ ARTEFAME ~ R E BENETTIEE - EoISEE RSB HEFIEE Shaper)
g{ lCassandrarepair] ° WIREEIIEHEEXRMVIERAE ~ BFRITIERAE ISR

AL
AT °

S. [POSTHEEIECIEL M A sn-recovery-postinstall.sh I§LBEHIT » WEGrid Managerd &z
E MkiEl BmE -

Mgl EE EAERESM TREER) BIRMHNSERAREE sn-recovery-postinstall.sh 359 !
Recovery

Select the falled grid node fo recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name 11 IPv4 Address I state 11 Recoverable it

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-53 2016-06-02 14.03:35 PDT . O N N Recovering Cassandra

Z21& sn-recovery-postinstall.sh IERIEEEEIEL EREARTS ~ (ALY ERZEREE RIS
HEIERREFEHAEE ~ UNsZAZRPFRAR ©

FERAER
"B AT E R R AR R e E B

"MAEEE « AR EFEERZER#FVolume"
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WAERE - IRMHERERERTVolume

MR I sn-recovery-postinstall.sh BEIESHEAEEMRNE—HZEREHTF
HIR&E ~ S BERE M EFENR SR BB R EERE TV CNRFH]IRE -
BRIEEME N E—HNZEREFULRE - THFRFERTELETER

CRENEM
* S RTESS B B VR ENRE BV IR RE 23 B R  « 7EGrid Managerfy MEiR5>*48E") R31EHE L -

) SRR
MU ER AR MR « REMNNERFEFERNER - AiRRERTEEBNILMRR - 4 HEAR]H
fEm -

@ MRILMRBIREARFEEFE—EERES - BRESFERRENRERRE L « SR EERE
Yt o

R BIME—RIERE AL Cloud Storage Pool¥ ~ StorageGRID Bl#4ZBACloud Storage Pool
@ ImEREHZEER « FREEREVHGER c ERITILIERF ZAT - SRS ZIRE0PT ~ UiRBIE G
A8 P ] S0 [ Ko ABRA A o

SRR E—RIERE AL ERIEENRS « RIS IR IZENRBEI B R - HICSMNRERIEHER AR
@ AURBER(ESEIEER « R EERIZRRSR T BN B R EFEF AR RNERE « (R M EEHE
[RERFRIBEHNREER

ETBEEMIEER « ERIT repair-data 5O | IS SEREIABEMAZRIARR « ILEILMIBHIEERE
R~ LR AILMIRE] o AT MEREAREINEIE repair-data 15975 TR BRRIEE EL NS
IEIEER TR :

* EREN | RECEFBREEREDHE  ERRAFZ2EEMH LNBEMIRE - AMESIARERER
B}

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* HEFRES (EC) BRl : REBLEFZEEREDNE - ERRTECENR LAV EHIRE « EMEG<H
AR ERESREER

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

R LRI « ATLRREEHSIRIEER - FRAMREA AR - BEFEISTM o I UER
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BUTan < BREHHHRARIEE RIFVER !

repair-data show-ec-repair-status

ECEETFEERRERENHEFER - AIEEEEREET « EEEEETHRER - IR
@ BNREEREARE « ECEELERERM - R LIFRMEIRY) - REREBEHSEECEETE
STRXEFEL o

WEFRBEME 5520 repair-data 1595 ~ #IA repair-data --help REEIEMEIHLY o

PER
1. EATEEIEM -
a. A TS | ssh admin@primary Admin Node IP
b. B AAFFAFIAVES Passwords . txt 1B !
C. BIA AL U Eroot : su -
d. B APFIFIAZREE Passwords. txt FE2E &

B UrootB AR IBMBREFT s E 4 o

2. M /etc/hosts BEUSHEERFFHGENFEHTHETE - EETEHERPAIEEHEEE
BB A TES | cat /etc/hosts

3. WIRFAAETFHIR @ EREE LRl  AEEREHR o WMRRAMOMIREHERE « FPITT—F <)

@ HEIEHIT repair-data EFFFITSEMRAIER - EEWMIESEERL « BRSNS
ZBFT o

c MNRIEHERESERER - 55(FF repair-data start-replicated-node-repair 8%
--nodes EIEREEFEIRLIAVEET o

S AT 5 SG-DC-SN3Z (7 Bk L MR HRY -

repair-data start-replicated-node-repair --nodes SG-DC-SN3

JBIRYIAEFS « StorageGRID MIRIHEREEMHNMAETE « HEWHMIDEK'T
() 7w sTasaERERGNEEDHE HBY  CRBHENRXRE  UREEE TR
1€ - 55288 TE#EStorageGRID REFHBHRIES ) ©

° NRTHBERE FHBRARIFER! ~ 55{EH repair-data start-ec-node-repair #88% --nodes &
EREEFERLAVEIS -

b TSR HSG-DC-SNIBY A EIRS L ASHSRTE RN -
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repair-data start-ec-node-repair --nodes SG-DC-SN3

EEZERIME—D repair 1D MAMAIE—R repair data EiE o FBAEMREEINGE repair 1D LB
HERVEEMAER repair data BiE o MEREFTHRF - FTEELEMERKRE

@ g%%ﬁ%@ﬁﬁ%ﬁ%&ﬁﬁ - AJLAFIRIE R SNSRI E R - FRARIRLERRI AR « E1E(FERIS T

* MREHEREREEERMNFERFBER  FAITEMEGRS -
4. MREIAMAWREFEHE « FEESHZENIRE -

P73 z0E A Volume 1D © 180 ~ 0000 @F—1EVolume# 000F 235 16/EVolume ° KR LUIEE —1E
W& ~ —ERIE & S E o 2 AR HEY | B HREE o

PREMHREECAMRE—ERFFHNRL - MREFEZERSERFEHROHEIRE « BHERM SRR

c MR ERESEREN ~ s5FH start-replicated-volume-repair 839 --nodes BARHE!
ENRLAYEETR o ABFNIE(E—IE --volumes B —--volume-range %18 ~ Y1 FHIEHIFAR ©

B—HIRE : Itan < AIRERINEREREMIRE 0002 £543SG-DC-SNIRY#TFEIRL L !

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

HRREEE - e AR ERNEREREHEANFIBEERE 0003 = 0009 £573SG-DC-SN38If#
FEIREE

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

ZEMEERKT | It L B EESHNEREZEREMREE 0001~ 0005 F 0008 E%ASG-DC-SN3
HfEEFER E

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

JRIEERIBS - StorageGRID MIRFELIMEROMEEE - REWEMIDEL S
() T ETakenRERGNEEDE LY - CRZHNEXRE  UREEE TR
1€ - 5527 TZ#EStorageGRID KEFHBHRIES ) ©

o YNRICAAEEE S IHRRISE R ~ 55(FH start-ec-volume-repair 8% --nodes AREAIEIELRY
IRIE o ABIME(E—IE --volumes Y —-volume-range #El8 ~ Y TFFIEEBFIFFT ©

*B—\Volume * : tbap < AR EHERARISE REERE Volume 0007 £ 43SG-DC-SNIRV#TFEIRL L !
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repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

IR EEE . IS ERRIEENEREHENRFABEIREE 0004 Z 0006 EHASG-DC-SN3HY
HFEELE

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

ZEHIRE R © e L AR HRARISERIZEREMIRE 000A ~ 000C° M "000E EHASG-DC-
SN3HETFEIEL L -

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C,000E

° repair-data {EEGELEM—M repair ID MUHFE—E repair data =& o sAEREELIAE
repair ID LUBHRVEEFNER repair data BiE o MEEFTHE - FEELIEMERKRE -

@ g%&ﬁ%ﬁﬁﬁ%ﬁ%ﬁﬂ% » AILARIRIEIRINERARISE K] - FRAMRET AT AR « EERIEEAST

* MREREREREAERMNFERFITEL « FAITEMEGS -
o BIEERERNEE -
a. EE RS> [ETEIERAVEEFER > ILM * o
b. FEfEM FHE BRPHNBERFIETESETTMIERE -

EEETAE - TE/F-28) BERTOEYMG -

c. EEERMMEEEE  BERRE> TASBIEERE o
d. 1 GRID">* EAEIEMIHIZETRE">" LDR™>ERIHTE" o
e HEA THBIHEATAUNERIEERTRM « LRAIANIER

(D CassandramBEEET—R2IE - MEFHEURHAOERE -

* EFBVAEE (XRPA)  ERILBMREHERIEESER - SREFMAMESEESEEYIHE
HEEIEERE I AN o INRULE RIS EE BN (H-RHARE-Taft B RE) &
RILMfEEAR R REATEZR MR _ LEENS AR -

() EEmmERTERDEANNIE  ETOEREAILMEEITE -

 FHEAR-TEM (XSCM) : ERLLEMERTAGRREE AR SERELAENMYG - IR BES
AUAEE BT —ERIS IR BIE NN ~ BRI RER AR ERIMIEEETTA ° 55 E © IRHEAH A sES
B o NefiiE-AfG (XSCM) 1 BIEERNEEER « SFrA MR AR LR - A UE
AR R AR TR B I EAEsC e ~ HENEE BV EEE -
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6. ESIEIHSRISERINEE - AR ESE AR SERRNER -
a. FIERHERARIS ERMEERTIARS

" FARIGSERREMIREE repair-data B5E :

repair-data show-ec-repair-status --repair-id repair ID

- ERLLE L IIHFABEE -

repair-data show-ec-repair-status

BHEYHEN © 84F repair 10 GEARFIALAMBRTAITIER) -

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes Affected/Repaired
Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359

17359 No

949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. YIREMHEETIEEIEERY ~ FFEMA —-repair-id EFEERYER o

ItEr < EfEFAEIEID 83930030303133434 ~ EsKAVEARLIETE -

repair-data start-ec-node-repair --repair-id 83930030303133434

5% &EAE1EID 83930030303133434F s LAY Volumef&1E -

repair-data start-ec-volume-repair --repair-id 83930030303133434

R
"&1#StorageGRID"
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"BRIERIE ; RREEHA"
e REFER A MREIRKR  FIREREIRE

WS FEF BRI R MR R T R HFHRNAEREERES R ~ TFE
R EMBENHFERI AR « MRETERS MRLE) -

TEEMER
* BRI SZIEREIEE 2SS A Grid Manager ©
* HFEREEIE « ERIRIETAK ©
1. BRI > T B> {@1%iaiE
2. BRI R AT REARRE-P R A RTERAE- B A RYE -

EmEBENEREZE Ll -

3. W3R TStorage Statel (ETFARER) - THASE) REAME B TP
a. B8 * Configuration (BgE&) *EEIEFR o
b. i EFARAE-FRE ThITUBEH ~ EEAR L o
C. H—TERgE -
d #—T THRE) RIIFH - w3 [FEERE-FrE) M TMEFIKE-BR1) NESEHRS MR -

EEEMEHIERIRE
EEHANEREFIARN ERT EEENMESIFTEEIRME,

BAREIET(E
iE T BN IFE EEMRNSE T TAER « MBS ENHABENARRE o
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Prepare for node recovery.

v

Preserve the audit log.

v

Replace node.

ViMware SEH.'HEES Linux
appliance

See the
"What next?”
section for details.

Comective
actions taken when
restoring node?

Recovery is
complete.

Yes

—force flag
+ or force-recovery

Select Start Recovery to
configure the Admin Node.

v

Restore the audit log.

v

Reset the preferred sender.

v

Restore the Admin Node
database.

v

Restore Prometheus metrics.

AT HICENEN EIRMES « FITIERNERER - BFEERABMER « (AR -
TERAE

70



"SG100 1% ; SG1000fRFEFEAEE"
jEgEs

s "R ETEIBEEEMERIRE"

s "RIEF BRI ERIRE"

X BB ERIRIE

TR —AEIENTIE - AT EERMRHEPIRE - TEIRMRHFERAAE
REEIRENRS (CMN) ARES o

BRI TE

FESIEDE RIS T B EIRELS - TEBHZ ARSI (CMN) REAEAMGERHYEHRIER
52 o BLEHAIE BT MIEHE A o IRIFATIANHEES « FRUEAMEGII © ECVMNSEAERE - 1)

it o

AR —E B RERS BRI IEN T EEIRER « TR SEREZREEG MY o BN
@ ggagiiﬂi,ﬁﬂﬂyiﬂﬁ?@E’\J%ﬁ:ﬁﬁﬂiﬁfg MR ECEEEERMTE AR REIEHE - BRI
* EEPERY E B IR RN RN R AR i EC iR
* "ER BRI
REBMNTEEIREEL
s "EREN T ESIREA BRI
© "ERENEEIEEHM FERREFINEEE"
e T BRI R R B IR A R B
BRI EIRE A PrometheustsE"

AR B R AT
NRICAESMERER T EEIEMBIE NIEZECER « BIFEREELECE: « LUMEEERI R
E%ﬂﬁ%ﬁﬁOQEMEﬁ%W%HEﬁﬁ%mﬂﬁ%*%E%E%W@WIE%E%

LR SRS TEIL e BB R B IR RE R EE R R ENRE LR ERNIE - A% - BERBRIEIZEERF AL
EREBRVERER, - B G BBEREN SRS -

RBFFAERME « LRI AERIER ERMAERIE XL E: - MRHBRE—EEEME - RIREN SR
SN EBERETD - AR S CEEfEZRE - MARENERNtEEX - IRFECSZEEIEEEHE
TR AR 5 — A B IR EARE R B TE 1% a0 iR ©

()  msREmsEaeneRnes R  CTLEREFER « AIETHERYE o

1. INBRTEE ~ FEAMEN SRR - B  FEATBEEHHHHEMERSHR (BF) -
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a. MIATS&H< . ssh admin@grid node IP
b. #AFFRFIHIZZEE Passwords . txt FEEE .

C. BA TS U Eroot : su -

d. S AFFRFIHZREE Passwords . txt FEZE -

EELUrootBE AR~ IEMEREE s £ 4 ©
2. {Z1IEAMSERFE LU 23R I FTHVECERE © service ams stop
3. EffitnfhauditlogiE® ~ FHAGERNIIMENEIENMNBERRAER

#audit.logEFi R AM—ARIEAIERERZTE « U0  youty-mm-dd.txt.1 o B0 ~ &R &audit.logtE R E#
A% A2015-10-25.t1xt.1cd /var/local/audit/export/

4. BEFEEIAMSARTS | service ams start

S. BB ~ B TEIZECEMEE N EER MR ETRE LAY FA{IE | ssh admin@grid node IP mkdir
-p /var/local/tmp/saved-audit-logs

HIRRTREF ~ i AadminBYZES o
6. ERFAEFREIZCIE | scp —p * admin@grid node IP:/var/local/tmp/saved-audit-logs
HIRTEREF ~ # AadminfYZES o

7. Blroot&E © exit

B0 BT
AEMETEEHR - T RKEIRE IR ERRRE

TR RN T2 BB ERATER—ET & LRITHEEEIREHR « WA LGEEVMware ERITHIEEE
IZENRE ~ R LInuXEMBIRATERBEREE LA T ZEIRHMR

AERANGIEAMMITEERTENER - TRERMERIEF (BRNFAEMRER) 2% « ZiEFR5IELE
TXEEEHMMENT—% -

BIAYE 2F
VMware "BV Mware S EL"
Linux "EHALinuxEIEL"

SG100£4SG 1000 RFSFEFEE B "EIARTSE R

OpenStack NetAppiZHHIOpenStack E 4 R IR IE R MNIE T B AB ZIRIZRIE
¥ o MREHEEMIBTEOpenStackZPE PHITHIERER « 55 FEERAMN
TWLInUXFERMAVESE - 12E  BFEEERLnuXEIRERIIERF ©
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REBMNEEEIRERL
EREIEN AR E A StorageGRID AN EER RN T EEIREE, o
TERENER
* NS ERER LN T EEIREMRS « ERNSNEETIE « B KRAAIE -
* HRIRFFEARE FRENTIESIEME « CEERRARET TR - A2RRARENZRIEE -
"SG100 1 ; SG1000ARFSFEREEE"
© BB B EMERNRENER (sgws-recovery-package-id-revision. zip) °
* M ARA B IRECE BRI

T
1. R RIEERIRESR nttps: //primary admin node ip°

NetApp® StorageGRID® Help ~

Install

Welcome

Use this page to install a new StorageGRID system, or recover a failed primary Admin Node for an existing system.

€ Note: You must have access to a StorageGRID license, network configuration and grid topology information, and NTP settings
to complete the installation. You must have the latest version of the Recovery Package file to complete a primary Admin Node
recavery.

» Ve

Install a StorageGRID system Recover a failed primary Admin
Node

2. BEIEHIEN T EIRERL o
3. HERMMNIEEHER
a. #Z— TR -
b. #ZIStorageGRID AN EHERAGHNEINZEREMHIERE « A%BIE—T TOpen* (BHEY*) 1 o
4. BABRECE BRI o
S. EERAIAIMIE" o

RIEREFFBERNFYS - R EERINASE S EFMEIRBRE RN ERNEAMER - METKE - FETEA
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Bl e

6. YNER StorageGRID EHZIERMEAAE—FA (SSO) - BEFMEZ BIEHMEMNEREHEEEREAME
BEREENEERSEESE A8 (MPRREHEIL) EiFhTEActive Directory Federation Services
(AD FS) HHERBAEE - FREEIEERRIZFHARFTE £ TER AR REE ©

EEREEHMEASE - #50 (WHEEStorageGRID ) WIS - BEGIIERARES
() mE - BB AEIRERAIHSShell ° AifE /var/local /momt-api Bk« AR

server.crt HEZ .

7. YEIS R REEREMHER
a. [FRA%ZENEIELZE AGrid Manager ©
b. BEEEIRL* o
C. RRAMIBEPENTEEIREE
d. 7f THEEE REIFELE ~ 2T TERBhRAS) RUIAPRETAYARAS o
e. BERVERIEMhAAEENRS o
f & TEE) R5IFHL BT TERBhRAS) RUAPRETAIARE o
" R TERBRRA ) WP BETRARAERE SRR EEREMHER -
" MNR TERRSARZAS ) WAIPERIRRARE ~ S EEREHRER « 7 e T EEIEEMRERN
EMEERRA ©
MERAZER
"&1#StorageGRID"

"{&18%2 % StorageGRID"

EMEN T EE PR LIRS

NRICHESMERER T E BB REEIZECE: ~ BIAI LR ERREICERENTEERE
BN o

* IEN BRSO AREIL AT o

* EREEMRRARZE « AR EE R HMUE -
NREEERAM « FEEXEEMBELGERAISETIER - MR LIEKIE SRR ENIEZCER « AR
BERIZCEEREMENEEMR « LR ERIESR o BEEME « A EAtNEN SRR RIEZEC
B o EERBERT - MRMBEAZEEEHR - EAIURS—(EEEEHRIMETEZE - AAERCHEERE
FrE EIRENES o

MRIAA—EERER - MEEACKEREREZCE  IINENEIRERI SRR S i EIFE T ik -
MG RE—1k -

T AR RIS EIRENRE « 7 SEIBRECERTNAE ©
1. BAMIEREIRENRS

a. iA%< | ssh admin@recovery Admin Node IP
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b. & ASFRFIIZEE Passwords . txt T !

C. A THas L U Eroot © su -

d. BAFRFRFIIZEHS Passwords . txt HEEE :
HrootBEAZE - IRMEMEE s E 4

2. BEMLEFREIZERERE ¢ cd /var/local/audit/export
3. BREHTEIZCEREE R EIIER SRR, | scp admin@grid node IP:/var/local/tmp/saved-
audit-logs/YYYY* .

HIRVETRE ~ B AadminRYZES o
4 BTZERER « AEEDEREREZGRIIMENEIRME 218 « [HRIERESENREMIFRES LR
S. BB MIEEIRENRL EREECEENFREMEHERTE | chown ams-user:bycast *
6. LlrootEH © exit

;E;g&%’ﬁiaf?'*@ﬁ,itﬁﬁﬁﬁﬁﬁﬁiﬁﬁﬁ i EE o NFREFASEN « 552H (BN EEStorageGRID IIAERYER

HERAE
"&I2StorageGRID"

EREN T EEHM EERRFHEEE

MREEERENFTEEIRHIBARAZE B « EREBEHFAutoSupport Dynamicsfl
BERRIFEEE  MNBEMREULLRE ©

TRENER
* BB IRRVEIEE 285 A Grid Manager ©

* MR ERNFEUER o

* B SRR AL R AT
HEm

1 BB > AR TE > RATETR" ©

2. 1t MREFMEHE) THUEERENR MuENEIRMEE) -
3. B—TNEREE
HERAE
"&IEStorageGRID"

VriE £ E IR R E R B IRER B M E

MRCREALEHNENTEEENH LREFGABN - EMERNESEE » &AL
ZREEMAERE - RBStorageGRID EXHAMRE S5 —EEIREHRE « A BEERIL
BiE o
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* MENEIEMEN BT T o
s BERHKVEEVEESMESIEEE, o StorageGRID
* CWAZEYER Passwords. txt FEE :

* B RREAERICEEMEE
MREEHMEHE - REEEENMENETNELENREER - ILEHERS THENR -

* ERCER
* BIRECER
* BEEBEMEN - AR T A GridtiE BEE LNERMIXFHRS

EEREENHME - WRLXEEFEEERNVGBM BT —EZONEEHRERE - 18 « iEHEEES
BRIBR R A—E D HHEE R ERSBNARFEE

MRTIERT T EEEE « StorageGRID BIENARA S —(EEIRER « LRI K EEMHMERERIFEERE
ENRE (SOURMK} BIRENRL) HRIIMENTEIRMR « LIERELEN - IREMNARIABTEEIRMEL -

@ ?ﬁ%ﬁi@ﬁﬁ%ﬁﬁﬁ@ﬂﬁ%ﬁﬁég%{d\ﬁﬂ’ﬂﬂ%%ﬁ o BIRFETERIREIRHIT, LFLEEF « EB9Grid
ManagerLhBEf A (ER o
1. BARRERER,
a. MIATYE< | ssh admin@grid node IP
b. & ASFRFIIZERE Passwords . txt FEE !
C. WA THan< U Eroot © su -
d. A FFRFIBIZEHS Passwords. txt HEEE ¢
2. REREIREBELEMIBRTS ¢ service mi stop
3. K REIREELEILEIRERRERNAE (mgmt-API) BRFE | service mgmt-api stop
4. EWIEMN BRI R TSR |
a. HFAMEN SRR
i A TH&HL . ssh admin@grid node IP
ii. 8 AFPFRPIBYZERS Passwords . txt HEE -
iii. #ATHERS U aEroot © su -
v. 8 AFFR5AIZERE Passwords . txt HEEE !
b. {ZIEMIBRTS © service mi stop
C. {F1Emgmt-APIBRFS | service mgmt-api stop
d. {ESSHIAREIRITIE ESSHARIEIZR © A : ssh-add
e. B ARPIFIRSSHIFEVZNE Passwords . txt B2 !
f ENERRREREMENE G EIRER | /usr/local/mi/bin/mi-clone-db.sh
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Source Admin Node IP

g HIREETE - FHEDCEEREMEESENT LHMIBERE -
BN ERHELENGERIIENEIEME - HEREETHRE « 5B TRENNERNEIRERS -

h. BEABEEREZBEINEMFEARSSE « SAUSSHRIBEREXBIRFAEEIE c WA  ssh-add -D
S. BB KEEIRERY FAARFS © service servermanager start

BR T BRI PrometheusigiZ

HE ~ SO Prometheus BN B BIRFREERAMNETEEIEME L - R
B StorageGRID EEHN AR BEEZF—(EEIRENELRF « A S5i&FEPrometheustsiz o
* EMEIRMEN BRI T o
* BERAVEEVBEIMEESIERE o StorageGRID
s IABYER Passwords. txt 182 ¢

* B REAERECEERAES o

MR EEERKE « EIREFE_EPrometheus BRI EFRFIEENEEREERX - ERMIEEIRMEE « RELRE
RFEEIFBIPrometheus B E » FEMIEMN EERREE - EEHIER - MEBLEEHITStorageGRID &
HMBERER ML E 1 -

WRICIER 7 EEIPEE - StorageGRID BEIEString R4 53 —(EEIRERR - TRILUEPrometheus FEAEEL
JEXEITHS ((SOURUSEIRES:) MMEINENE EITHE  LUBRELISE - MRCNARR AT BEE
EfiRL ~ B ERPrometheus BRI EE o

@ @@Promegﬁeyiﬁjﬂ@ﬁjﬁ'ﬁ%?&—d\E%lXJ:B’\JﬁF’Eﬁ o BIRFFERREIRENRG_EFLEEF « B84 Grid
ManagerZ e A (E R o
1. BARREIEENE, :
a. MIATF&< | ssh admin@grid node IP
b. & ASFRFIHIEEHES Passwords . txt 1 !
C. BA AL U Eroot : su -
d. B AFITIRIZEERS Passwords . txt HEZ ¢
2. REREIEEEF EPrometheusfRFS : service prometheus stop
3. EMENEIRER ESTR TSP ER
a. BAMBHIEIRERRS :
i. A TS®H% . ssh admin@grid node IP
ii. 8§ AFPFRFIRZNE Passwords . txt HEEE .
i. & A58 < U Eroot ¢ su -

iv. B AFFIFIHZREE Passwords . txt TEEE -
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b. {21EPrometheusfR#S : service prometheus stop

C. ESSHAAZEIBIEESSHRIERZT o A | ssh-add

d. BARFIFIRISSHIFENZHE Passwords . txt B !

e. #Prometheus BRI B RIRE IR R R BB IRV EIREARS

/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. HIRIETREF ~ 3%* Enter *FESRICEHER MREMNSIEEEL EMETPrometheusER}E o

[Ria8IPrometheus Bt E R HEL BRI GEREINEN SRR - MRIFETHRE ~ I5THERENIE
RYEIRENRS o IERFERER THUARES

BREDERN - [EEREIRTS

a. BEEABEREETNFIEMERSEF « ANSSHRIBEEXBIRIE R o WA © ssh-add -D
4. ERREIREHE FEFEE PrometheusfR#S.service prometheus start

WX EE RSP RIE

S ZASTR NI IE ~ A REEIEF E TR EPINIE - —(E SRR AR EIRE
# (CMN) BR# - BATEEIEME - @A UBEA ZEEIER, « (B StorageGRID
EXiERAEES (AT EEIEEH - MARMBIENITAIEETE SR o
HERIEER
"SG100 # ; SG1000fRFEEFIEE
58

© "REFENIEE B SRR RiE %o iR

 "RRIEEESIEEE"

* "#EEY [Start Recoveryl (FAMRIER) URTEIEFFEEIREEL"

s "ERENIEE EEIREE B RISIZT R

* "ERERIEE BRI FERRITFHERE"

BRI E RN IR E R E"

* ERIEF EEIRER R A Prometheusigiz"

W rERIFE B E IR R eI iR

INRICHESMEHER EIRENREE TG IZCH: « BIRREBELERH « MIEEERINAYIEE
MEERECER o TAINEEERNIFEEEEMBRFLHITZE H%L%“”E’J*E’f%ﬂiﬁ"ﬁ%ﬁ
AL

L2 SR EMEE R BIEM RS R EE R AR ENR LR ERALE © A% - BERENEZEHEM AT
BREZRAEIRNZ - WG HA T BRI SRR

REFERAUME ~ EREEEINREN EIEMIERIERCE - IRMBBIAE—EEEDH « RIMEREIENR
SEMHZEBERT - FERE e RECE ﬁ'ﬁ?ﬁ‘ﬁﬁéﬂiﬂ’]ﬁﬂiﬂﬁi% REBEBE S ZEEEDHI
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BRI S — (A S IR R RS TE X EC iR ©
@ MRIBEREZERENE IR _ EFEERECE: » o] U EHEBEFE » AINEFHERZE °
1. MNETIHE ~ BEANENSIREND - TH) - FEATESHHHEMBIRHE (BF) -
a. A%< . ssh admin@grid node IP
b. i ARFRSIBYZEEE Passwords. txt TEZE ©

C. BIATI GRS U Eroot : su -

d. A RFRYIEEERE Passwords . txt HEE ©
B lrootB AR« RTEREE s E 4o
2. {FIEAMSERFE LB R ILHTHVECERTE © service ams stop
3. EffrfrauditlogiE® « FHAGTEERIIMENEEHMNBERIRAESR

#Eaudit.logEHiip L AM—ARIEAVEZERZTE « FIE0 © youty-mm-dd.txt.1 o FIU0 ~ &AM A& audit.logtE ZZEH
% A2015-10-25.t1xt.1cd /var/local/audit/export/

4. EIEEIAMSHRTS | service ams start

S. BB ~ B TEIZECEMEE N EE R MR BT LAY FA{I® | ssh admin@grid node IP mkdir
-p /var/local/tmp/saved-audit-logs

HIRIERET ~ 8 AadminBYZES o

6. ERFTAEIEIZCHRE © scp -p * admin@grid node IP:/var/local/tmp/saved-audit-logs
HIRRTREF ~ B AadminBYZES o

7. BlrootEH © exit

RIEFEEIREER,

HEWEIFTEESIEMEL « BNALEINEREERERS °

TRIUERER—ET & LATHIFE R EEMA RIS IERIFE 2 EEME  HATLIETEVMware EHITHY
FFTEEIRERL « AR Linux T ERBAVIFTEEIRER « BINTERBRARE LNIFFEEIREHEL

AERAEAMAMERRTaNER - TREMEREr (BRARFANMELR) 2%  ZEFR5I1E5E
TETEEEMBERNT—F -

BT S 2F
VMware "BV Mware S EL"
Linux "EHALinuxENEL"
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BiaTs 2F
SG100£4SG 1000 RFSFEFIEE B "EIARTSE R

OpenStack NetAppiHBOpenStack E#i ik st g ZMNIETBAB B ER(E
¥ o (NRICEEMIEEOpenStackZBEHHITHIENEL « 55 FEERAM
RLINUXTEX R RBIIER o 1B5E « BB EFHRLINUXEELEITEF ©

#EEY TStart Recoveryl (BHMRIER) URTEIEFEEIERIE

BIHIETEEIREHEZ % - SHMZBFEGrid Manager®#5EEY Start Recovery) (FAIAER
)~ REEENRLER TE A IR ENRARYEHARRARS o

CRENES
BB IRRYEIEE 285 A Grid Manager ©
* W ERBHEETARFEER o
© SRR EIRICE RS o
* CKEDERE N R E SRR, o
1. % Grid ManagerHRiEER 4 s~ 4 2 T {18 o
2. 7£ TPending Node) (HEEiR:) FEFEIEEIEHARETR o

EREHRERGHIRTEER - EEENTEMBA L EFTFIRIEZA] « EEIAERENRS
3. BMAE BB
4. EBERRIRIRIE

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

e Q
Name 1T IPv4 Address I1 state It Recoverable I
® 104-217-51 10.96.104.217 Unknown
Passphrase

Provisioning Passphrase | sesess

Start Recovery
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O Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For VMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

=1 3

MRECEEERREFRESAME - A ERNRERERTRENIALE TR -

Do you want to reset recovery?

° *VMware* : MIBRE SERVERRRER o A% « BCEBFERRENER « AEMEEEIRS o

° *Linux * : FELinuxEH# EBITIE A S LAEFENENENRL | storagegrid node force-recovery
node-name

© FEAKE I MRTCEBTEREFEBREAER A ARITREAEEMNLERATATLEARE
sgareinstall TEEABL E o
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cd /var/local/audit/export
3. BREMNIEIZC BN EIIER B IR,
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3. HRREIRERELEMIARTS | service mi stop
4. RRREIRMILE L BEEATERNT (mgmt-API) BRFS © service mgmt-api stop
5. EIENEIRER FSER TSP ER |
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Prepare for node recovery.

v

Replace node.

VMware SEF.-.I'ICES Linux
appliance

Cormrective
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restoring node?

Recovery is EEE the N
complete. What next?
section for details.
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—force flag
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y Select Start Recovery to
configure the Gateway Node
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Recovery

Select the failed grid nede to recover, enter your provisioning passphrase, and then click Start Recovery te begin the recovery procedure.

Pending Nodes

e Q
Mame 1T IPv4 Address IT State 1T Recoverable i
® 104-217-51 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sesess

Start Recovery
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Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

MRECBEERREFRESME - QB ERNRERETATZEAGAR « LOTFFR -

Do you want to reset recovery?

° *VMware* : RIFREERE N ERAIEEIRL o A% - BEECEBTFEMBBIINIER « SAEMBIBEIR o
° *Linux * : FELinuxE 1 ERITILAR S IAEFERENERRL ¢ storagegrid node force-recovery

node-name

° EREE  RCHBTEREFBRERER AN AN TREARENRERATRTZEKE
sgareinstall TEERRLE ©

FBRAEER
"EEREBUENZE (ERTAER) "

TR ENRE PR R IRTE
A BZERESTI — &Y TAF ~ 7 BEIEERIE RN SR IRIE -
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r node recovery.
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configure the Archive Node.
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See the
“What next?”
section for details.
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Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q
Name 11 IPv4 Address I1 State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v
Passphrase
Provisioning Passphrase | sssss

Start Recovery
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Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recaovery after resetting the procedure, you must restore the node to a pre-installed state:

* For WViware nodes, delete the deployed WM and then redeploy it.
# For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

MRECBEERREFRESME - AIBERSRERETATZEAGAR « LATFFAR -

TN TSN

Do you want to reset recovery?

° *VMware* : fiIBREZFE N ERAIRETR o A% « BREBTENENIRER « SBEMIPEEIR, o
° *Linux * : ZELinuxE# EITIES S AEFEENENEL | storagegrid node force-recovery

node-name
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HITEMZER - EEAELREEIH LNSEMEMEBMEIINRERE - RERMMERERIRIRE &9
BUEIR B AR AT PR A A& B RARVERRA XA REAE ©

MEERERAFHIRE R AR ERMRE TR « LA BRI THEMIVERER - RAEIPR < I HENIER
EREMLELRIMER

B R AR AR
* "EX®hStorageGRID Z1EARFS"
* "WRIS AR B RB AV AR
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BRI R
T RE R AR PR AR BN RE RV AR AERGAE  ARERSE AR AA B T A R(E I SRR o

RIREIET

SO ABE A =1 EFEZEENEAAARER, « RETEE /var/local HEEARERE A /Al FHHIHRIEME
ko0 ~ /var/local MREERAHLZH1FRERKStorageGRID #EFAERAERHIEE  B)HAIERE
7£Volume ~ WIStorageGRID Linux{FE R4 (ZEERAFY) Pt - EARR SR EHSRARIERRE W o
UNSREAE A EKRAVENR, ~ AIABE MR HASARE o

AR RRRFE AR AERGAESE ~ WA R(E(ATRIAE 3 £ BVRRR SRR « 7 BB E TR &) StorageGRID &
# o BICENZIRLAVERRER « G ACRECEER 2 BRERNERERRME -

MR ERFAEN - F2RREHR /var/local HiFEHVolume ©

1. EMEE S LFH « 7 FrE BAjREStorageGRID BYEAIEIRL | sudo storagegrid node list

YNRARREEMERER « BIREHREEEL - MREREFLEMEER - AIFRRHEAINNT ¢

Name Metadata-Volume

dcl-adml /dev/mapper/sgws—-adml-var—-local
dcl-gwl /dev/mapper/sgws—-gwl-var-local
dcl-snl /dev/mapper/sgws-snl-var-local
dcl-arcl /dev/mapper/sgws—arcl-var—-local

ANRKS|HFEE T ERTENE D X2 AR « AIEEIRFRERIAKENR o
2. EAEBWAEMEENS /var/local Volume :

a. HHETEEANSEEHEHITFSEHS | sudo storagegrid node import node-var-local-
volume-path

° storagegrid node import RETEEZEIM EXHITHR « s A REHE T LIEERAH - tRI1E
AALIEYALE ~ G & IR/ T HIRVEESR -

This node (node-name) appears to be owned by another host (UUID host-uuid).

Use the --force flag if you are sure import is safe.

a. MRECER S —EPEHREARIRIRER - FERERRITH L —-force TEMEARER  sudo

storagegrid --force node import node-var-local-volume-path

@ EAIEAREARER —-force JERTEERINVIREDBR « A BEEMIMAMS « 40 T84T
BEIMIIMIEDER (WAEE) 1 Fritt -

3. BRNSBENMEIEER, /var/local HRE ~ EXEIEELAVAERE - REEREEH o

95



BB REEREAT lcreating node configuration files' (BIZENBLARARE) 1 FRRYZERY o

ECEMEUMRMAAARER - CRAFRELCEERZ MRHEENEIREERME - B

@ RELinuxEpE ~ FEEABIERBE S ERIRME - MEZEFIEEABERAERNE - Bk
EHEMIPAL - EEMERRERRTERNIGHNENERERK « SIS ER
BIEREAEMR EREEEBERT « BROEMIERE) -

MBI ERIT A NERER (StorageGRID LIATK BERBNER) (EAITTAESERN
(D) 18 BIzAaR S EEsA BLock_DEvICE  H(SEHTERI EESAVAREIET « ISR (12
EREHBE B hIFTE ) o

4. IERIERIEM E#IT TS S ~ §HFrE StorageGRID BYZ REEY o
sudo storagegrid node list

o. BazEStorageGRID SEAEMERMEIRIAEREE - HRMERRE HREE) Bt :
sudo storagegrid node validate node-name

AR AMEFISERNE S ~ 4 SEFIYAStorageGRID 1T 2RI U TR ER AR BATTIRIE AR
FIREE AR ERAVEES

HERAE

"Z2#tRed Hat Enterprise Linuxg{CentOS"
"Z 4 Ubuntus{DEBIAN"
"EEERAARRE T E R
"EIEER &R B i R"

"R  HEERITHMRED 5

EIEE RIS E TR

R EERREREALERE ~ S48 EE - StorageGRID B BB RIS ENHIER « 34
f8sR /etc/storagegrid/nodes/node-name.conf FgZ .

A Re g B R H IR ABTTERNE S ¢

Checking configuration file ‘/etc/storagegrid/nodes/node-name.conf FAFXEIEL _norme-
name_... 'ERROR: node-name: GRID_NETWORK_TARGET = host-interface-name’ node-name : 7V E'host-
interface-name' Nz 1t

AISEE# ¥4 Grid Network ~ EIEAEER o P im A9 R&[ClEREE5R o MEFEERR N /etc/storagegrid/nodes/node-
name.conf HEREEFIMStorageGRID BIZ B HEE R BN I T host-interface-name > {BEHI]
Fi ERAEZBENE °

gg%ﬂﬁu&tﬁ%%“ © AR IS E e TEREFBILInuxEM) RV ER - BT T T EER BRI HBRNS
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MR LB TN EURTSERARE « SO LUREEIELAEREME - WE2FEGRID_NETWORD_target
~ ADD_NETWORD_target3t f P im#AEEg B Z00E « UFGESIREMNEEATE o

HEE T HE A FREERN BISEREREHVLAN « MANEFANEEZRSREGSBREE - CUATEEHLE
AU E FREVLAN (REMERNE) ~ NERBREMERI KM (vith) Ac¥ o

HEREER
"EREFRILinuxE 1"

BEEANEIRKE R

ARENMEEEZRENHMESHEIAUNEIREERHIER - ACEIREERHIER
B SERREELE o YR StorageGRID £ 3 B ERM I E FE
/etc/storagegrid/nodes/node-name.conf 1&% ~ BEMERNEIRIKE EIEER °

MR RBULETCAEFTAYERSR *

Checking configuration file /etc/storagegrid/nodes/node-name.conf for node node-

name... 'ERROR: node-name: BLOCK_DEVICE_PURPOSE = path-name 'gi25%% : _path-name_AF7E'

ERMKE /etc/storagegrid/nodes/node-name.conf #%_node-name_ R BBV & IRIE B HFEELinux
BEAGTIIEERELTE « BZUBREANNEREEIIRIERNEIRE BT HIEREEEEL -

SN E R TERBMBILInuXER ] FHITER - A RREEERRRIN T HBRNITERERE -

MREELZERFEMEIELINEIREBRFHRIESR T UREBEEXNFHFENNEIRES « WiRER
PHAARERE ~ LU Eblock_device purfAE BIE ~ USRI EIRE EITHIEE o

AELINUXEERMLERR [EFRR —HIRES « FIEBEENVA/NNREEER - 55aiaf TRETHGE
Farth) PREE - BREFRERKE -

IR ECA AR EFAERERE BRI E IR #T R © 551 BLOCK _DEVICE  HIHEE
@ WIERRIBEREKE « FItTERE—THERRER ZA BB EREEREIE - 11

RECEAHZREERBELEEZIAIVolume « BIFTHIEIREER A ERIUE - MREREE 55
HEEAMNERFETFRERRERAT TG0

@ EHEMNEIRFERENT IHS - MIREDLAERHERFHNESBERZHHNENE
B SBRATI e S ~ RARE EREMEREEESR

sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1

=gl
"EREFAILinux 1"

"Z2#ERed Hat Enterprise Linux&{CentOS"

"4 UbuntuglDEBIAN"
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E{EhStorageGRID ZiEARFS

L ERiEStorageGRID R IRENRL  WHAERE TS EFFR B EMRENERL « T ERK
FiStorageGRID i #1542 32 H IR ©

1. EBEXHLERT TGS

sudo systemctl enable storagegrid
sudo systemctl start storagegrid

2. PIT I T AR IREDBESETT
sudo storagegrid node status node-name
HMEEER TRHIT) 3 TE2FLE) AREAVERRS ~ SFRIT AL ¢
sudo storagegrid node start node-name

3. MNREFAIER AL ENStorageGRID 7 32480k (MR EFRERFEEEAILRE) - BRI
HITTSEa< -

sudo systemctl reload-or-restart storagegrid

PRiE A IE R BB HVENRY

gnRStorageGRID FABEHRLEAIEHEMAMAMERE « EREETRARIE -« BJRJSEEERIE ©
RIS KI R EAMIEET ©

AERFIEREAMEET

sudo storagegrid node force-recovery node-name

TR HItar < Z Al  SRFEDEIRAVARRRAERR EM SR « R2AMRN HH B ERSARR AP
UEERRE A IERE ~ FRUAR] SEE AR AN A o

@ BiTZ21% storagegrid node force-recovery node-name LR @\L\Z\?ﬁiﬂﬁ_HOde-
name_BIEMIRIELSER o

FERAER
"HERR L ARENTHMIREDS R

ETR  GRENTHMRED R

RIGTEStorageGRID B FAITRZIRIBEME ~ RIS R E A S ERRHITEAINY
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MR EEBHBLInuxEH SR BIEREREREREM TR - AEERBUEMMEETS « AIERERES 5T

EETERRESR
EENRE AR « R SER BRI T HF—IRIEIETTE) !

s IR E{FER —--force ECUEALIR, ©

* BAREM <purRPOSE> B BLOCK DEVICE <PURPOSE> AHASIEEHMEISEIREE « FTEIEEEK
FEFIERIIE R

* ez storagegrid node force-recovery node-name FARREREL o
* TEMMERIREE

INREIRIEBEAEEITE) ~ RIBBRITHMIREDER -

Rig5any T—%

TEEIRETY "SRRI T EE IR

JEFEEIREE, "iEHY [Start Recoveryl (FAtRIEIR) UREIEETE
IR

REE EHEL "$%HY lStart Recovery (BAAMRIE) 1 MR ERIE
B

SRIEENE, "$EEN [Start Recoveryl (BHIGEIR) LIRESRIERD
Bhn

HIFEIRL (ErpedY) "BEEY [Start Recoveryl (BHIRIEIR) LUREREFEN
BEr

* MNREABFER --force TEIZMUEALE « 2
B4%% storagegrid node force-
recovery node-name

* MRICHABLETENR - NFEE

[R/var/local
EEEEY (EEeRY) "R R A T R 2RI & R IRIE"

* MRITHIE T BIREE o

* NIRRT ~ BARER <PURPOSE> HIE
"BLOCK_DEVICE <PURPOSE> #HREIEEBZISE
REE « FTEIRIWKERIEENER -

LURRTS & FA S B BNV PR B RS
TR AEFISG 1008 SG 1000 R fE FA SR B 2R IZ RN FERIRIE B RS « MIERYIF T EEIRED
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2k« HEFEVMware « LinuxE S RSERER FRBHNET SR - ILRF24
RETERB RN — (A5 -
TRENER
* SR E R EHP—EERESEE !
o BURIRIRALEENREAI AR o
° HASENRLAVERE I ERILinuX IS « MIEFEHR o
o FIEERERARARTE R B AEH o

* T JERE{RStorageGRID ARFEFERLEE EAISing Appliance InstalleriZsE2StorageGRID fERYZ 18 R4 E RS
HRZSARTT - UNFERE L EAMEREFIM  LABREE R4k StorageGRID  (ZIBERTSFERTET) BIARZA o

"SG100 1% ; SG1000fRFEFEFLEE"

()  #rEE—(EEERBESG100RSG1000MRHEREE - AL R ATRAAREE -
MPETAT I
FETHIERT  ERIUEFSG1008USG 1000 RS E F 4 B IR MR SO ABNS HIR

* IPEERELEEERFAVMwareEELinux (E&EE)
© WISENEHEEE N IRFSEREE (FAER)

"ZRRBEAKE (ERTFLEE) "
EEREUAERZE (ERTEER) "

* "FRIBTERFEARE L2 EWER"

s ERERGERARE LR

RERFGERAEE (ERTEEE)

EEETEERVMwaresiLinuxE#_E RIS FEAREIRS ~ W EASG1008(SG1000ART5 &R
R EREVEIRERT « WA B R B R AR RV EN R LB R L MR AR E IR -

AR T AR IEERERIE

* EiRERTE | AR ENER RN R R LR RBRARE

* * Pt - A USRS EAREERELKEHEERNIPA (EREEEER)  hAllESEMER L
EAGHTEIARER P

,,E':ﬁE%*@IEE%J?VMwareE}ZLinuxti%%iﬂ@ﬁiﬁ%ﬁﬁ%ﬁ » Wi H B AIRFE AR E HECEHAVENRET « A ]ITIETR
% o

1. SERBBIS T 2R HIISG1008SG1000ARFEFEREE
2. ERFIBTICE A RIEET « A ERBIEEHEEAIENEE RS o

FERAER
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"SG100 ¥ ; SG1000fRFEFERIEE"

EERBUENZE (ERTAER)

EIRERFSIERLESE it H AR « SN B EHITFRERREUENRR
#£StorageGRID =%EkEE o

QEELCEERIRG AR E FRVMISERER « ZRITIER - IRBIEERRAZRETEVMwaresiLinux £
£ SBEDMHITRINDER -

1. BAKRRIAEARENRS

a. MIATS&H< | ssh admin@grid node IP
b. & AFFRFIAYZEE Passwords . txt HEEE !
C. A THE L U Eroot © su -
d. BAFRFRSEIZHE Passwords . txt HEE !
B LlrootB AR« RTEREE s E 4o
2. EFTERUREStorageGRID ZilEEE o #IA . sgareinstall
3. BERMIBNCERER /WA - v

BB DB - SSHIEMERth E4ER - AR RICOSEEELFI00E « BEAEIKEETESHIEAS
AEStorageGRID {8 (RENUNEIERAIERTIER. °

IRFFERAREEEER « ERER LNERREEEEI - TRIBZEREFHREFIRENIPIEREGAE ;
i ~ BRICTERF TR o

HITZ2% sgareinstall L EIRFIAEStorageGRIDACEMINRE « BRHEFSSHE 8 « WAL TS

% -

FITERARFIEREE L2 ETE

HEESG1005SG1000ARFEAKE i FERS EIRER « 55fEAStorageGRID
RRKERBEKR (ERFZERE)

CRENES

© R ENAREIEHIND IR ER L RMER -

* WEERAStorageGRID (MR HEREIZR) B IEMLE R MIEBEAIPIL o

) fﬂ%@%‘f%ﬂ’\]%%ﬁ%ﬁﬁﬁ%ﬁéﬁiliig%iﬂﬁ%ﬁ » [EpiAN3E StorageGRID ERARILAEME 2 £ 2 E R EFAIIPL

© AT EBIEEIREAYGrd Network Subnet List (AHSAAEE FHEIBE) PERTILE (NHERHELRRE
) IPAEAEEE _EAYFRE Grid Network F48E& o StorageGRID

NEBSTRE LM E T IEVET ~ 552 RISG1008¢SG1000ARFH & AL B RV 24 B M - ARER o

* W RERAIERNERRIERS
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© B ENEIE AR EENE P —EIP{LL o Mol UFREEHER « HISAREA P IRAERRAYIPALL o
* NRELZENE T EIREE « E7] L StorageGRID BVEIERRZAAIUbuntus{DEBIANY ZEEFEZE o

@ SUSIBRET - RBEAEEGTRLH ARIIRAStorageGRID HIZIEHAS © MNIRFAFLH AR
ERREhRZ<22StorageGRID ERYIEREREFAERRIARAIEFT « EMARELEESR o

RAREIE T
£ E1£StorageGRID SG1008{SG1000ARFEEAEE i IEEEE ¢

* RN TEEEH  COILUEEHNRE « AR LEBENTEES GEA%ER) -
* BNIFXEEEMA B - LAILUEE R EEEMRRIPIM RS o
* AL FRRE « TEHREEEREHERRBERIESR

* AREBET - EGHE—RERE - SB2MERE  [GXRE AGrid Manager ~ i & BiFh 5% E 2 &
ENFERYE BN, ©

* REMFMZE  EAXEZEEFESTHN - ERREENSEMEAK -

HER
1. BHERZIEESS ~ JA1BE A SG1008,SG 1000 RS FE S B AV EL R —{EIP il o

https://Controller IP:8443

EEEHI Nthe REB %% StorageGRID 121 BHE °
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NetApp~ StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Maonitor Installation Advanced -
Home
This Node
MNode type Gateway j
Mode name MetApp-SGA

B Cco

Primary Admin Node connection

Enable Admin

Mode discovery Uncheck to manually enter

the Primary Admin Node [P

Connection state Admin Mode discovery (s in
progress

Installation

Current state Unable to start installation.
The Admin Node connection

is not ready.

2. ERRETREIRMA

a. 7£ TILENRE) EERRY TERESEREY) o - WY TXEEES) -
b. 71 TEiRERTE) WP - MALZERZEHRFAEANERSME « RRIZ—T EF
C. 7f %8t B« 18E TEARE) TFrSIRERERhRZA

MREHELEENRBSRRASIERE ~ 5BABkE LEEDHR o
d. MRERE HEARRERRARIEREE « sAEER IIAER T ~ A _L1EStorageGRID FHTES
H3IR T {#StorageGRID E#&kEE ) BHmE
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking ~ Canfigure Hardware « Monitor Installation Advanced «

Upload StorageGRID Software

If this node is the primary Admin Mode of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the
version of the software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by
uploading the installation package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains
the software from the grid's primary Admin Node during installation.

Current StorageGRID Installation Software

Version None

Package Name None

Upload StorageGRID Installation Software

Software Browse
Package

Checksum File Browse

a. ##—T T3E8) LEEHEEMLGF* (Checksum File" for StorageGRID the Sof the) #if& o
BREETECENEEELE -

b. ##—TF*FE*LUR[EIStorageGRID MEEMARERZHEHX) BHE -
3. BELEREMMIIEFEEIRME

a. 7f NILERRE) ERRRY TERRAEREY) o - IRBCRERERRE « B RE) 5 FFEEEES) -
b. 7£ TEIRLGTE) WP « MALEERZHRFEANERRE « RE™—T TRF o
c. £ TEEEMRER BRP  HEESHTEIEETEESEMRAIPALL

MRFEEHHHE LV E—ESREADD_IPHEMANR SR FERE—EF4ERH « BIeIEALERS
LR BENIFZILIPAILE - StorageGRID

d. MMRKRETULIPAL « HERBEEE « B
IR Bl
FEWAIP a. BUHEERY TRU A EIRERIRER) AR

b. FHHAIPILAL o
o B—TF M*fE .y o
d. SEHIPAEEIREEE EERE -

104



HIH siLPH
BERRMAEGNTIEEEME a BN [RATEHMERR] ZEU5R -

b. MRZREIMIPAAEEEF « ENEZEBUILRBEAEEZM@RNE
EEIRER o

o —TF M*fF y
d. SEFRIPIALMIBIRES R TG o

4. 1F T2E BRP - #REAIRES [ERFRNTRORRE - BERA TRReR) &ifo

R IR E IR  EA e R RS BERARIEIZIRRE - IFTAERET A2 RARBHRER
HERERSAA o

5. ¢ Tthe Some Appliance Installer; B E « ##—FStorageGRID TBItaZLE) o
BRIREEEEEA lnstallation is in progress ~ | ~ iE8TR Monitor Installation (B5iE%e4E) | Hm o

() ORCEFSFHER HANRE) HE - BUEDERIE—T (ERSRE) .

1ERAE RN
"SG100 #% ; SG1000fRFEFEFLEE"

BIERBEARERE

BRI RESTHALE « 7 & StorageGRID BERILIRAE o BESLELTTALE « IS EXNRENRA
KE o

1. AERERRER « FR— TR BRERE -

MEEiRER ) HHSERREEE -
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Monitor Installation

1. Configure storage Complete
2. Install OS Running
Step Progress Status

Obtain installer binaries

Configure installer

st 05 I tater VM running

3. Install StorageGRID Pending

4. Finalize installation Pending

BEREYEIEHBRIETETIIE - GEBREIRTEMINTEARILIIE

@ LZERAARFANGERN TR ZERTHN T - MREETEFRITLE  AIFEE
ERATHEANLERERERGERETN B0 REE -

2. 1ERIAT M E 2 PR ERAER o
°* 1o REMEFRE"
TEUEFEER S ~ RN G BFHIREEMRAER « WREEHRTE
° * 20 BRIFERA"

TEUEREES ~ ZEBEXTRERFERARMBEIER StorageGRID ZFIEARE « MUt T EIRERHEREIE
AEE eI EEEMMNREEGREEREERS -

S MEEESITTEEE  HFIEETIHP—IR:

c BARREEREMMIIEFERAEEEIEEE « AlEStorageGRID BfE TRE#ESid) FEEL ~ MER
HRRATIZEEBETE  IBREEAGrid Managerft E1REI2E_FiZEILERES o
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Home Configure Networking «

Monitor Installation

1. Configure storage

Install 0OS

o

[

Install StorageGRID

4. Finalize installation

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy
[2017-07-31TZZ:

ontainer data

-07-31TZZ2:
-07-31TZ2Z2:
-0?-31TZ2:

Q9:

12
12
H
12

12

12.

.3625661
.3662051]
.3696331
.5115331

.0700961]

5763601

of node configuration

[Z2017-07-31T22
[2017-07-31T22
-07-31T2Z
-07-31T22
-07-31T22
-07-31T2Z2
-07-31T2Z
-07-31T22
-07-31T22
-07-31T2Z2
-07-31T2Z
-07-31T22

@9
109:
Q9:
@9
@9
109:
Q9:
@9
@9
109:
Q9:
@9

12
12
12
12
12
12
12
12
12
12
12
12

.5813631
.0850661
.5883141
.5918511
.5948861
.9983601
.6013241
.bE47591]
.bO7E00]
.6109851
.6145971
.b1BZ2821

min Node GHI to proceed...

INFO

INFO
INFO
INFO

INFO

INFO

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

Configure Hardware «

[IN3G]

[IN3G]
[INSG]
[INSG]

[IN3G]

[IN3G]

[IN3G]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG]
[INSG]
[INSG]

Monitor Installation Advanced -

Complete
Complete
Running
Pending

NOTICE: seeding ~svar~local with c

Fixing permissions
Enabling syslog
Stopping system logging: =syslog-n

Starting system logging: syslog-n

Beginning negotiation for downloa

Please approve this node on the A

© AREREETEEITHRStorageGRID ~ BIFHIRE AR (LoadREREER)  MRBAMEE

1TBIR1074E « FFHEMBERE °
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking Configure Hardware Monitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install OS Complete
3. Install StorageGRID Complete
4. Finalize installation Complate
5. Load StorageGRID Installer Running
Step Progress Status

Starting StorageGRID Installer M Do not refresh. You will be redirected when the installer is ready

4. FEBETEREFNT—ESR « UBRECEERNEAREEMKRSNREE -

(UREEES Z2EEN

BB EE, "$EHY [Start Recovery (BA%AIMIE) 1 MR ERIEEIRL"
JEETEEIREIL "$REY [Start Recoveryl (BEIGER) LUREIEFEEIEMHEL"
TEEIREHE "SRRI T EE IR

B st R AN R T A 2 V18

JNRE{EStorageGRID U 5 & Z1E A FEIRIE « IEA RIS AT SZIRBRPT  Fefilisz
RASRMEEIER - BEMESE « ARUNEEZHEENS NE RN EEREIL
8~ RIECWERME « WHIERBRERNERESK

@ 5 8 B RBER RIS IR T

SEBERENIRAETIE « LRI U BITRIIRITETS MG E4EEIZF © StorageGRIDAA ~ RBEIGE - 18
R aERIER - AFESBERAREREBRNER - A

* CRYZEFEER | StorageGRID T2 R E— AR R « CRZHENAIRATMERCHEREBR © F
!ZEI F BERMBRIERNVILANE ? REE StorageGRID OB FHERMIRE ? BURFVERER
@ ~ RIS ST B R B TR B B IR R

* WIEREEYIMEE | ERRLEERZA « AHOERHEIL S LR EMERES TR - NERREFERE
BEAENYM - MIRECEFZECIAVNENNERNFEFHIRE IS RETLEZNERER

* EFULMERE | ERPYHERNHE  FENUERRIEAPRILMERERIFTES] o ILMRRIFAE IS
T ETMEERNEE « UAEPTERRERM

(D mzmuanaamsmgs  BIEAEE - BMERES -
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*fEEFEE (EEs) R ERAEREE EES) H—BILER - SR & StorageGRID £ S XA R R
HEMINZA « RERYITPEBEN T2EREFRAHMNLE - MR -BMEEHRAFRA L - AIE
EMFREEN A SRS HERER - SRR EAMERENNEE - WrAER BRERF1FEE

il

* RTEELE | MEREFHNFAEHARER TIRERRE | HERERESHEMEEIEFETET &
THILMRRIRARS R EMEE - KR A SR RFHLERIRMELECE R BRI « A% BEFH

BULE RIS ©

IhE RIERE

BRI IR A AR B PR IL & RYT2 P4

RE -

(D wamERsEnEisEnT -

Contact technical support (TS)
= TS reviewsyour businessobjectives

s T5 collectsdetails about the extent
of the failure

s T5 develops a recovery plan

v

TS recovers failed primary
Admin Node

(if present)

v

TS recovers failed Storage Nodes
+ Replace failed Storage Mode hardware

+ Restore object metadata

+ Restore object data

v

TS recovers other failed nodes

1. BA& AT IR o

i PRaf P g SRR TFA (L « WEE—EFELHNEFBR - REBILEN - KITEASEHEHK
BY1ER ~ RE—EZBHINESSE -

Caution: Do not use the
recovery procedures designed
for asingle failed Storage Node.
Data loss will occur.

2. MRFEIPERBEHIE « RMTZIEGREIMRIE ©
3. BB RIBLA TR ~ TRIEPR A fETFHIRS -

a. (R ETMHF AR IR E RS o

b. R ERIERERFILE
C. M EREREMENHEFEE
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(D)  nRERE— RO « e BEERIER o
() smEwmogms  BEEREHH ST EAHBRDENMEREREN -
4. TSR A U EL AR o
MRS  TERRERF RN X B SRR FEE -
AR
"HEE A
BUHEERR T
TEIITECHZ AR ~ iR AR (B L 5 1¢EStorageGRID BE R XA ©
ETBRBEHSNLE AT TIRNEEREZ—

* BT EIRLEUHZR T R IR— AR, LR IMUR —HZELE o ERPRAVEIRLE AT LUELR
ZEStorageGRID %3 I - th o] LA B4R ok R EREAR ©

* PUTERILRREUNERE - BERFTAEIRLERE R StorageGRID EZILSRIILS o
* BT RENERBVIS S BUNRE « BIRFTARIRLER I StorageGRID {FIEE(FRIILE o

FESTRUEARA I S B BAE 2 A © (CAERHENetADT S AR o NetAppIHEBUHZ (48
()  REERREFRASHA - ABBONER  MBODB TSNS S SIS A IRHE
FFER  BIFEERPE S A KA -
MRHASERAEEN () NEPLHEGNENL (G @)  CXBRFTERSEHRIE S o

e
"R B RE A"

"HEE R
AR ENRE AR

CRILUMERERBUNREER « BiF—NBEIEE LR —SSEREFEHR - RERsIE
TEEEEHR - MEZBUHREE BRI ERIEEIRS ©

—RME + RATEADRETEEEStorageGRID FIZ A 4t B A A BISASIE HE(EES « 4 REUHBTAISEE (
£ 825 BEA (RSN BELASGET) o T8 IRBE - LA UEHEERENERN S
B o EBIRFRENEARIVETRE AT © TSR RIS R BAIRE) o

ETIE—ERMIIE  AERBRBEEERES

* BEARGTIIE —ERANEESNR - WEEBF—ENZ AR BREFER - EREREDE

* CFRAERERERD -
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* BT BRERENE -
B BREIFETEEEDNH -
© ERYRER B S —EPENERRERS « SEEMIESIRIEER -

Mz EET R ERERNRNERETER o

Prepare for

decommissioning
= Review considerations
* Gather required materials
* Ensure noother maintenance
proceduresare in progressor
planned
& FEnsure no EC repair jobs are

running
v

MNavigate to the
Decommission page

v

Select
Decommission Node

Is
decommissioning
possible for the
node?

Resolve the issue

Yes

OKto No
decommission while

disconnected?

Is the node
connected?

Can you recover

the node? Contact technical support

Yes (data loss might occur)

Decommission the
disconnected node

v

Monitor data repair jobs
(Storage Nodes only)

Recover the node

——3P Decommission the node |f——

Ensure drives are
wiped clean

S8
: AEEEH SRR
RSB
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* "FIX TEUNZEERL) BmE"

* "ERRRR(EPENER B AR ENRE"

* "RRREEEERERER"

* "HIERIMEFEFHRIBUHRERER"
* "R PR EN ARG A

EFEBUNRERERERS
TR RERBIREREIRIIE EF18 « WHESIRHHIHREIEENRREMEETIE -

AR E EFIE"
* "EEREERMEE "
I BRSO E B R 18

ERBILREFUBERE—NZ AR A « SR AR IR SRR E - 5
hRRFRAEENRLR « HRFSSERA ~ BIRS B ERA -

NREBERME £ StorageGRID EiRGERINERGIREE « RIEUEBUHZREERS - E5R%IHIT FIFRA

© CEAREURRIETEIRER o
* CEREUHZRERIEERS o

REEHHAFEHRNEP—EARRNTERSTAE (HA) BHEN—9 « AIEERUNEE -
* NRBIMAFEREG R ERADCHE, « BIEIZRUHR(EHTFENRS
* MREAPILMRBFEZHEFER - RIEZEUHEE -

* EEEUHZRESBREFF - EREEBCHZREEB10EHEFEES -

* MRERESEAPENERIER (BERARMNERERMANEGR) ~ MEEEUHRECERER o
A RS BUHZE SIS RENEARAVEDRS ©

* MRERERE 2 SEPEERER « REMEERERERBUHZRENR « EMEMTIMERIRIHENE

. gg%ﬁiﬂ%f‘%ﬂlﬂﬁﬁﬁﬁﬂ’ﬂﬁﬁ%ﬁ (BN ~ KRB RRFEIREA SEIZRIADCHPEL) ~ BIEIARBIRAE R ERERAVED

* MREBEUSHHNERARERNARENEARE  FEEERRARENMENER « MIECRER
R~ WAETRITARATIEATENRS o

RS E R
() sEmmNEERERAET  SUEIBR eSS RS SN R -

RIS BT BRI R AR £ B IR
ERFRAEEMANRENRZA « AR NIEEFE -
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* FUHEAREFEEEBRFIE D RRER - RGO AR BARITHMMEERRT -
* BEZEUHZET B ©

MREEHFHFEHHOEP—EEBRTESSTAE (HA) BHEN—&D « AIEZEBUHERE - KA
FAEHABHER FRERETHE - 5526 ['EXEStorageGRID Ih8El BYEREA ©
REE - CRAIUERSFEZEFEHNNEEMNENER « 22HEEILMRA]

* MREECHEEEIRER, « WEKAStorageGRID E—E A (SSO) REXAEIIZIE « MA7BC 5 1Active
Directory Federation Services (AD FS) #IRENIAVSFESE1E ©
e
"&1EStorageGRID"

SRR ERENRNEESE
NRICITHEUH R HEFER « BIX7EREStorageGRID 24N EANetApp S IR % EiRE LRI
FERMPESER -
RRIFZREHFERE - BEETIERERF)
* REIER S ESRIEEFER « LUREIFEER « BEADCHEMIEAFRILMERR - SZmELLRE]
RIS RERRSFR P HEFHR - AREBCHZERENREFERS

* MRECEUHREHAF RN « REFHREREER - RGO AERERREFHMNEREMERER
BREIREEHREREEX ©

© BIRAFERE - WABAARGEHASNYEEN - #RELEERTEFEEENARIEE  BOEER
Z'StorageGRID E|E(E:ATZ £ AAERIAR ©

* BEFERAEGZEAARN TRERLIEFERERRREERRNIE - ERTAMT EFi8StorageGRID
EEIEREERRIEE - WA FEHERFHE R - ANKRETEERIT « FILRETAGLTTHRIE
PR o —fRME « ERFEINFF LIRS « i—RABR—EREEFERET « KIEEFERTH o

* BUHEEREFHR AR ERRNEBNRE o FRILREILER « #HARHEERFIRATELERR
%ﬁ BEAREEREEMER - —RME « BIFERERIZA « BREZTHTERSEENRGEARTE

* B RFEFHMIECHEEREF R ERREF - MEEEEFITEMEERRR « WIETREBERENT
* BERCHZETIFIEENTE « SEAEEMERER _ ERTEMEEESE -
* EERREHRE - EREHILMRRETEAEE -

© ECBIRMEFEHRE « MR ENEN SBEEEMERER « BILENTSERIRERERRTE2BR o
BEKABZEMBIRER MR AERURREREFTHE « BIREFRANER IR

* BEEUHZEHFEIRLE « AIAE G L TIERMNET « LA T EIERINE FEBAMSNMPER

° A Hnode* EEH - BCBUHZEE SADCIRFHIFEFENRE - MIEEEILER - BUNEREFES
plE ~ EREGHIR o

° VSTU (MIfHBRSEIRRR) E7m o ILBRERE TR NRFHMATEENZEREFHREEEAEER
° CASA (BRHAFEMRR) &R o ILEKRBRE KR MCassandraB £ E X 7 BRF5 = LETRARA o

HERIE
"MAERE « AR EFEERZER#7F Volume”
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"B ARADChE"

"R ILMR B AR
"RRIRRERENE ARV TR RN A"
"BAEFER"

"R R IS AT
BEARADChEL

WREEFEBZE - BEEMEIEHIZS (ADC) IRBINBEXLD ~ AR EZBUEZEE A
Ih & _ERVREEETEENES o WEARTS(IMN B D RETFENES « AIAEEAENRIRIEE « LA ARIE M
HHREARTS © BEZIRAMRE R SELL & R REEBREE 1S ERIADCARTS

= ° StorageGRID

dhibih & E/DRE ZERFFEREABADCHRT - IRERHFOIEEHE = EU LR FEHR AR ERADCHR
7 AIEERAZE - BEMMIARZSHELAERAIA ( (0.5 Storage Nodes with ADC) +1) e

fIEn ~ RRERROIEE BRIE S 7/VERBADCIRBIV#FER - MITEERHZE=ERHFER - ARNYA
ZEIADCIRREK ~ N ZASTH FIMERCHZERER !

* EE—RECHEEREFD » B ARAREBADCIRBHEMESRLAA ( (05%6) +1) - BRRE—
e RBEBUH ZEm EfE 7 5% o

* AR _EBCHEERERF « ERIUBRE ZEHFHR « ARRERFEZE=E~AADCHT ( (0.5*4
) +1) ~ FREEEEL(E -

MREFEZACHZEHFER « ERBZZADCHHBRMEEZNT » BILBERT PG RFEFERS « LisE
ZENRAFER —(EADCHRT o A% ~ [RILIBUHZEIRB MRHTFERS o

e e
PRI

REILMIRRIFN A AHRS

MR TEECHE(TETZE1Z, ~ BI7EStorageGRID FHIARRIGEZEIZFE Z A1 ~ FELIRREH
—ENetAppRAWIILMER] o

TR ~ FREY BRI I FRNRFHMBEEH M EFERS

@ CHEBUHZEHREEANILMR A RECHZERERMILMERR - EFRGBEBUHEEZATREUEE
E5eRiE ~ SERURERILRAN S ENERTXR -

TR ER PILMERRIFRIRA] « LUE{RStorageGRID AR AEE RS BNV ERBARASE « WAIF IERNL
B« URFEHFEHRALH

mEE TYER !
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* ILMEHEARFE B B ERYHER « URFSILMARR] ?
* BEERETHNMESERELERR BEMEER ? S UEEMU BRI EEMER ?

* KIRREFNARERBRIRERM ? (1 TBEHFEHE PPt - [SRZTISHEFEHNE - BIFREH -
MR ECERFRER ) WREFHRMZ BITIERANZIRHFHM « ENREHRAEROASE « TrHT
MARTRAERTR - TMHERNAS OB AFEGERMBOGFFEHR « EMEERAIERVBENE

* AR D SEEMRRANARSRIEEFER - LUnEERAPRILMERR] ?

() ®ERENILMERSSRERIEMLT « WAL StorageGRID JEE ¢

SHMEREPFAFIMER « EREERREFMEENESRRERSHSILMIRA]

REMLBESE hES:
ARARE EEA BHNREREREMStorageGRID EETEZRRTHNFREMH

Bl - SEERREEHEFER_ LA ERXAES - LUEEFER? 2
DAERHNEE  IUEERTHE « T ENRRERRAEETARRRH
FUHERNR?

REAE MR StorageGRID ZERIERAMNB EHNEE « BBEZREE BN
BEME ~ LUMEStorageGRID sZ R AIIEFEFRE] ?

R BUHZETRER - S5 SARHANEERI#EFZER 2 A0 » ILMIRRIA]
FEERENBTLERERNRTREAMERBRTREBES —ERHTRE o
NRZE - /R RStorageGRID ERABRIIEERAF « BN
EEFERAIHAER -

HERAE

"BERTFERL"
"ERILMEEYH"
PRI AER"

R ENER BT ERS

T AR R E TR AR P ENELRE « MRCECHZEREFHMEREREER (BE2KR
AN EERIERIR) o

BIEBUSBERAE R BT ER I R FEI B StorageGRID ~ A HMEFEI R E K R EZ R EERENRL b
E’J%#ﬁﬂ%ﬂqﬂﬁlﬁﬁﬂ - EEREREFERFEFRBELMERIIF - LIERILLER

EREREREPEERNREFERIZA « FFERTIER
* BRIRCHEE E P ENERRVENRN A LIREINIE ~ SRR /IBUHZEXENES ©

@ IIREER DI UREREIRIEM A ER « SBIRITULRR o SBMHSRAITSIRERPT ~ LHER S
AL RAEEARS o
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* MRPENERNFEEFHR S SV —ES « RIELEUNREMRE - 2R EEX - REEEAER
HEFER L= DA —EERERINA BHRHSRRIE R RFER - BRMERITEA sEERKERMM -

© BECEUHZEE PENERN R « BUHZEEFAERRRTR ° T8 « BRHEE TIFrIseRE2H R
SUERMRE A BERIT « MEARRIUHEARFNEGE - CUAFHEEELETF URFESHRG - 72
RIEEERHMEENET
"EEREEFHEER T

* MR—RECHEZEZEPEEREFEIR - AIE SR EFTRER - MRMGER - PEBEHSEHRREER
BREVER KR « RIRFISEEZEZEN o

C) ﬁ%@ﬁ%@ﬁ%%@m¢%ﬁﬁ%ﬁ%%~%%%Hﬁ§%%ﬁ\M%E%&%ﬁﬁﬁ
BOEEFER
TAIUB G RFER - LU IS S EENRENME - AFENREERE

ERBERHFHEE « S UETtStorageGRID EERRM « LUMEE AT ERREEFEIR « ARBUSREE
HNRERFER - TECHZERFHRE - M ERENRFFHRBEEMNRFEHR

BN ~ ERTLAFTIE AR A B ERVRFHTER « U =ERENRFEFER o 8 kERIRTTIEF ARG MmER
AR EFENRS « AR ERBUHZREREFRBIF = EE W E TR o

ERRIRENREFNRZATINEASE « AIE{R7EStorageGRID ZEREFERMKZME Tt HEEK - I&th
BILARRIRA 7 BNRL ) SERE 2R F K ENB AR AN AT BENE ©

HARAE
"R

RIS BT S (B R,
WRCFEBHFZEEEFER - TLURFHFTEUHZRE

* MREERFEUSZEREFNR - IR EFEE—BHFMATREFRREZR - 7ERRBUNRE T —ER
TFEARS ©

* MREFTEUHREHEFER - RIFFHMERREIERAFERFEFHMIBUHZETIF - ErIEEERY
EHFIBKABTER RS EERL ~ WERABILIIAER B E RZ AMIFRINEE o

HiE

ERREREMERTIE

TERRAZEARENRE Z Al ~ I BRESD R A EMERME R TR EA AR - MRAE
AEERK ~ T AEMEF M « LREMENTECHEERF ZRITTH

MREFZICHEZEEFENERBRHFER - W EERUEREREF TR TNELEDH - UEAFAREFHEERILEE
FRINTERK © A EFEIRETSFRENEL LA ERIHERARIE A BRERINER ©
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1. BATEEEREHR

a. AL | ssh admin@grid node IP
EIELrootBE AR I RBREE s E 4 o

b. B AFRFBZREE Passwords . txt B2 .

C. A TGS U Eroot : su -

d. B AFFRYIEES Passwords . txt FEE !

2. BEHITHREE | repair-data show-ec-repair-status

°c MNBIBWARMITERMEETLE ~ BlEHE %A No job found o AEEEIMAEEAMEEILIE -
° MNRERMEE TEAFHITHERIETERNIT « I 2 HIZENEN - SIEAEEEREE—IV4E(ZID o

AIET—2 o

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est/Affected
Retry Repair

Bytes Repaired

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9
17359 No

949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9
Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9
Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9
Yes

3. MNRFIBMHIEMIMN/ES Success » BAREEEMRENEAMEEI(E -
4. MRHAEEFRTERIING Failure ~ N EBHEEZIESE -
a. it PEVSHIFEERIEEID -

b. #1T repair-data start-ec-node-repair Bi% °©

fEF --repair-id BEELUISEEIEID ° HIU0 « NREEE4E(EIDA949292891818 ~ sBEIT F 5 dh

. repair-data start-ec-node-repair --repair-id 949292

C. #EBMECERHERAE « HEIFTB4EERIMALLE success ©
WEKEER
ERITRREEBCHEEZ A ~ G BEEIE T E ©

Success

Failure

Failure

Failure

17359

17359 0

17359 0

17359 0

A
4
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Passwords.txt {&%

BRI E BN

K Z A ~ sE5EEREAStorageGRID
EERARIRE

FERAER
"HEERE R RK"

TEAE RIS
ZE TBUHZ{EEIRL BE

= &7FEXGrid Managerd 8y
TEENER

BysE

RN BT EHRITHIREEY . zip 18Z (sgws-recovery-package-
id-revision.zip) ° YIREBELME « WEJLIER NMRIEEM) EHK

%ﬁ%@ﬁﬁﬂyﬁv@]tﬁﬂﬁﬁn%ﬁﬁ BHENE ~ WESTE MRIEEM

’”“StorageGRID BRLZENINEER « RAGE LI RN - BRECE
BHEARTES Passwords. txt 12 :

A ~ BEUFEIRA RS B ATHREAIXX M o

MECHZEERRL) BEEE « SR —BMEERA AT LS ©

* B AR IRRV 2B 28 E A Grid Manager ©
* AR R HEESIRTZEVER o

1. B > R T (> BUNRE" ©

LR IR TRUNZE) BE °

Decommission

Select Decommission Nodes to remove one or more nodes from a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site
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2. B—TEUHBEERL 25 o
IERr g IR TEUNZRMEERL) Bl - FItEmEH - &R

° FIERPLEARRENRE BRI RTLUER ©
© BEFAERERNRERR
° W LE A ~ BRI ABADC/ IR SR RIEF B S E o

© MARSARUIRESIITENR - F110 « LEESERE—BRNROFRIFREMERERS o TAISERUH
1) HRTERAUBCHREIFET B2 EIRHMR « REER L EHF R PRI ERRS

Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to leam
how to proceed.

Grid Nodes
Q
Name W | Site 1T Type 1T Has ADC!T Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Node @ Mo, primary Admin Node decommissioning is not supported
[ DC1-ADM2 Data Center 1 Admin Node - &y
T DC1-GI  DataCenter1 APl Gateway Node - )
DC1-81 Data Center 1 Storage Node Yes @ﬁ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC senices
DC1-52 Data Center 1 Storage Node Yes 9 | No, site Data Center 1 requires a minimum of 3 Storage Nedes with ADC senices
DC1-83 Data Center 1 Storage MNode Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
[T | DC1-S4 Data Center 1 Storage Node No @
T | DC1-85 Data Center 1 Storage Node No l?@‘
Passphrase
Provisioning
Passphrase

3. EEEECHBEZ SEERLAY R SEEUHZE 1 -

MR AIUBUHZERMRER IR0 RIS « MREMEESZING T - MREESHEEF
A ~ I AR ERPARIEFRTE - MREBEEZFEANREFRL—E  AIEETREEZNRE -

BUHZERRER 5P FRRD BB

&~ AR CEZECHZETEENMNEE &
BN BN
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*HMIEE © *LEERLE . . .
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e o T - FREFICRAOILMIRAY : SIS o 34825900
RIMRAIKE G0 - MPAOMREETENSR  FRETEDE:  MBRAETRIETS - 52 B0
FERE ~ 7] RIERTERE « AIE DN BERE6ME 7t StorageGRID IhAEHIEREA ©

LS BZEE SIS EREL o

SERRRE | Hee + FIRILMARA ~ B FIRERTILMES) : 48

SMIFRARA « RARER THIBRARIS RERE o

) ;I;FEHMHEJILM%EEU D ER TGRS RE

sk MRCESIEA MR BER - B
HERMD SR RARAR - Bl HISRAS o 05

FEEESTHHE - TEBREAERER -

WMEER MRS REENFASEN  F2RE
SR EH BRI EIERR A o

4. [[BCH ZERFER MR ETURRRE - FRELCEERTHER :
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*© CEEUHZENFEER A SEBUHZ T R S € S BT o

* B AR EIRECEBRENS
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Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

A A grid node is disconnected (has a blue or gray health icon). Try ta bring it back online or recover it. Data loss might occur if you decommission a node
that is disconnected.

See the Recovery and Maintenance Guide for details. Contact Support if you cannot recover a node and do not want to decommission it.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Search Q
Name ¥ Site IT Type IT Has ADCIT Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Node - Mo, primary Admin Node decommissioning is not supported.
DC1-ADM2 | Data Center 1 Admin Mode - Mo, at least one grid node is disconnected.
DC1-G1 Data Center 1 APl Gateway Node - Mo, at least one grid node is disconnected.
DC1-31 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-52 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-33 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
[~ DCA1-54 Data Center 1 | Storage Mode No ‘
Passphrase
Provisioning
Passphrase

ERERZEEPEERRNERIZ A  FFER TIER !
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HEEER © EMIBMNEIMERATRIRENE ©
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C) MREERDMEERLAIERRNER « SB7ITILRR o SBMHSIRITIRERFT ~ LHER S
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* MRECECHREZSECPEERIEFEIR - AISE SR ETRIER - MFRLA RN ES « SHERIFEIER
R EREFREE R PIHER « RIRFAIBERAEZEN o
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* BISEUHZREE RENEARIVHETFEIRLET « StorageGRID EMMREEREF4E R « BRI FMBHITERMEET
- BETFEERERRAFETENERDR LY ERMPEER -

© BECEUHZEE PENERIRHFERE « BUHZEREFAERRRTR ° T8 « BRHEE TIFrIeRE2H KL
SUERRE A BERT « MEARRIUHEARFNEGE - EUAFHEEELETF URFESHRG - 72
FREEEHMEENET
"EEREEFHEER T
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© BEEEUHZEEPENERNEIEMEER « REBERZHMRNEZCE ; T8 « BECHEZEENEEE
EERSE o

* RV RIE R P ENER R L 2t EBUHRME ©

1. EEHEARETESAEREREITES « HAFHERIE -

FE2 R UBUSHERATET ©
2. MREEEWEPENERR MR ETRS « MAAEEPETERFBUHEEHR « FFEIZERAZEUT IR o

C) IR TRV E S S EPENERIVEE: - TREM G EREFERFECHZEEHE, « EMmEmES
AERBYRTREN o

EE—REUHZREZETEEREVERERET  S5E2 V0 « THE EIEESERENER
C) BT ENRLET o YIRICHE ZEEEMEN PENERFTER  SBHERAITSIRERFT « LURTE
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3. MAERECEERIZS o
TFIYRBUHZRME) REBERUA -
4. B— T REBUHEE
IERF g HIR—RIES « LGB ENPEERRER: - MBNRBRIABYHES - 2MHEERREER

A Warning

The selected nodes are disconnected (health is Unknown or Administratively Down). If you
continue and the node has the only copy of an object, the object will be lost when the node is
removed.

The following grid nodes have been selected for decommissioning and will be permanently remaoved
from the StorageGRID Webscale system.

DC1-54

Do you want to continue?

=1 3

o IRBIENRERE « AR THE) -

EUHZRER BRI - TERRSENRNEE - TEFHE - REGEERNREEN - Hhe3EsE

PRy
REEAER o

Decommission Nodes
@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search q

Name ¥ Type 1 Progress 11 stage 1|
DC1-34 Storage Node ‘ Prepare Task

6. —BFNINEEHA R « AR — T EEREIER R MEENS - UER NMREEH) BE - AR TH
.zip 1EE ©

2R THIREEHRET

() smmTRiTEES  URRERS SR R RIS « (CRTLURAEARN -
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@ HIRREMEEMHESRE - BAHPE IR AIREStorageGRID ZAMEUS BRI NNE 58
2% o

7. ERRERIE THUHZ(E) BE - BEFIAENEVERSESEIRF A -

(EEFRIRG P SE R E MR N BUB IR FE A SEBUNZE(E - EPFFA LIFERThlly - SEMBTEREEEE - 1M
TS o MREFAREERNRFFOH - FHFE-REANS - IFHEETIFER -

Decommission Nodes

The previous decommission precedure completed successfully.

@ Repair jobs for replicated and erasure-coded data haye been started. These jobs restore object data that might have been on any disconnected Storage
Neodes. To monitor the progress of these jobs and restart them as needed, see the Decommissioning section of the Recovery and Maintenance Guide

Before decommissioning a gnid nede, review the health of all nodes. If possible, resclve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to learn

how to proceed.

Grid Nodes
Q
Name % Site 1T Type 11 Has ADCH Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Nede - @ Mo, primary Admin Node decommissioning is not supported.
7] | DC1-ADM2 | Data Center 1 | Admin Node - &y
DC1-G1 Data Center 1 | APl Gateway Node - @
DC1-31 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-532 Data Center 1 Storage Node Yes @ No, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-53 Data Center 1 | Storage Node Yes @ No, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
Passphrase
Provisioning
Passphrase

8. METMERGH B R BRI 2 % - S5F IR (T (T EL th 52 (5 PR R AR R O B S B3 S B 2 -
()  rEmaBmsa  AmRTILSE -

9. MREEMFBERFEE « BEHEEERREEEF AR B ERENERMEE TR
a. RS> T AE>@RinE -
b. 3¥EHYStorageGRID Grid¥a# BHK4EETEIREY* (Deployment) ( (EZBE) ) o
C. £ MRE) R3I1ZH L ~ 3 NLMESh & -
d. SAEATIBMASRAERRNIEERT TN - UKRATRERER °

(D CassandramBEEET—R2IE - MERHEURMAOERE -
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e. fEA T < REMEMIBNERE !
* £/ repair-data show-ec-repair-status BHHBRRIEEEHEEN TGS ©

* repair-data start-ec-node-repair e --repair-id B EEMIEERVEIS © 35
BRIBEERMEETERET °
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128

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.

DC1-55

Do you want to continue?

IRBIFTEMBE « ARR—THE" -

ENRSECHZIEZFREENRYA « RS EMRAVER - TREFHE « RRFTELMREEN « UETER
AHRREATE o

Decommission Nodes
@ A new Recovery Package has been generated as a result of the configuration change. Ga to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type 1 Progress 11 stage 1|
DC1-35 Storage Node i Prepare Task
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Decommission Nodes

The previous decommission procedure completed successfully.

Before decommissioning a grid nede, review the health of all nodes. If possible, resolve any issues or alarms before proceading.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guids to learn

how to proceed.

Grid Nodes
Sea Q
Name W Site 11 Type 11 Has ADC!! Health Decommissian Possible
DC1-ADM1 | Data Center 1 | Admin Node - @ Na, primary Admin Node decommissioning is not supported.
(] DC1-ADM2 | Data Center 1 | Admin Node . ©
[l | DC1-GT Data Center 1 | AP| Gateway Node - ﬁj
DCc1-31 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-52 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-53 Data Center 1 | Storage Node Yes % Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
Passphrase
Provisioning
Passphrase
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Decommission Nodes

€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click 'Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search

Name ¥ Type 1T Progress IT stage
DC1-55 Storage Node Evaluating ILM
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Review considerations

v

Gather required materials

v

Select Decommission Site

Is o Can you resolve
Decommission the issue?
Possible? .

Select the site -

v

Review the site and

update ILM
Is Start No
Decommission

enabled?

Perform the site
decommission

v

Ensure drives are
wiped clean

T
BRIEANEE
TR
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You cannot remove
the site. Contact Support.
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Decommission
Select Decommission Nodes to remove one or more nodes fram a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. BEECEUHZ IR B 1% o

LR S HIRBUA ZIEARISIE R B (EEUELE) o L2 BRE & StorageGRID R RMTIE G FFE
E o}

Decommission Site

o 2 3 4 5 6

Select Site View Details Revise ILM Remove ILM Resolve Node Monitor
Palicy References Conflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive MNode.

Sites
Site Name Used Storage Capacity @ Decommission Possible
) | Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo This site contains the primary Admin Node.
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Decommission Site

i ;
&5 —o 3 4 5 6
Select Site View Details Revisz ILM Remove ILM Fesolve Node Manitor
Paolicy References Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at
another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixture of connected and disconnected nodes. Before you can remove this site, you must bring all offine
{biue or gray) nodes back online. Contact technical support if you need assistance.
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Decommission Site

)
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I
& O 3 4 5 6
Select Site View Details Revize ILM Remove ILM Resolve Node Menitor
Policy Referencas Caonflicts Decommission

Raleigh Details

Number of Nodes: 3 Free Space: 47538 GB

Used Space: 3.93 MB Site Capacity: 47538 GB

Node Name Node Type Connnection State Details
RAL-51-101-196 Storage Node " 1.30 MB used space
RAL-52-101-157 Storage Node 1.30 MB used space
RAL-53-101-198 Storage Node 1.34 MB used space

Details for Other Sites

Total Free Space for Other Sites:  950.76 GB
Total Capacity for Other Sites: 950.77 GB

Site Name Free Space @ Used Space @ Site Capacity &
Sunnyvale 475.38 GB 3.97 MB 475.38 GB
Vancouver 47538 GB 3.90 MB 47538 GB
Total 950.76 GB 7.87 MB 950.77 GB
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"&I2StorageGRID"
3. TEEH HMLEMFHMAER BEY « sHHERPEMIE SN RZEM o
Details for Other Sites

Total Free Space for Other Sites: 550 76 GB
Total Capacity for Other Sites: 950 .77 GB

Site Name Free Space © Used Space & Site Capacity @
Sunnyvals 47538 GB 3.97 MB 47538 GB
Vancouver 47538 GB 3.90 MB 47538 GB
Total 950.76 GB 7.87T MB 950.77 GB
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Decommission Site

@ o 4 5 6

Select Site View etai!s Revise ILM Remaove ILM Resolve Node Maonitor
Policy References Caonflicts Decommission

If your current ILM policy refers to the site, you must activate a naw policy before you can go to the next step.
The new ILM palicy:

« Cannot use a storage pool that refers to the site

s Cannot use an Erasure Coding profile that refers to the site

« Cannot use the default All Storage Nodes storage pool or the dafault All Sites site.
« Cannot use the Make 2 Copies rule.

» Must be designed to fully protect all object data after one site is removed.

Contact technical support if you need assistance in designing the new policy.

If you are performing a connected site decommission, StorageGRID will begin to remove object data from the site as soon as you
activate the naw ILM policy. Moving or deleting all object copies might take weeks, but you can safely start a site decommission
while object data still exists at the site.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer fo the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Selact Next to go to Step 4 (Remove ILM
Refersnces).
« Ifone or mara LM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Protection for Three Sites (3

@ The active ILM policy refers to Raleigh. Bsfore you can remove this sile, you must propose and activate a new policy.

Name EC Profiles Storage Pools

3 copies for 53 tenant - Raleigh storage pool
2 copy 2 sites for smaller objects - Raleigh storage pool
EC for larger chjects three site EC profile All 3 Sites
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3. MNRFREPIE—HZEILMFRR] ~ 553 [ERFREZTE) Za0ELEE o
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6.

7.

Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever

Rule Name
® 2 copies at Sunnyvale and Vancouver for smaller objects &
|| 2 copy 2 sites for smaller objects (&

Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).

Rule Name Tenant Account
3 copies for S3 tenant (& 53 (61659555232085399385)
| | EC for larger objects —
¥l 1-site EC for larger objects (3 —
Wl 2 copies for S3 tenant (3 53 (61659555232085399385)
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Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active LM policy that refer to the site.

« [fno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM Refarences).
+ [f one or more ILM rules are listed, you must create and activate a new policy that does not use these nules.

Active Policy Name: Data Protection for Two Sites (5

No ILM rules in the active ILM pelicy refer to Raleigh.

oo
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Decommission Site

O—9© 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§ Delete Proposed Policy

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

o [
a. FERURIBREERARR o
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Decommission Site

e = 45
&——6 & - 5 6
Select Site View Details Re'-use LM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis

4 |LM rules refer to [aia Center 3 -
This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.
« Delete the rule.
Go to the ILM Rules page (&
Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m
3 copies for 53 tenant — Raleigh storage pool m
2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m
1 Erasure Coding profile will be deactivated v
w

3 storage pools will be deleted

FHAMEAILMARANL E 2R « BRERRERRE] - SE6/4 :
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Decommission Site

'é:_"' 3 &2 *> o 5 6
Seler::t Site View 6&13“5 Revisa ILM Remove ILM Resolve Node Monitor

Palicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM palicy.

No proposed policy exisis
No ILM rules refer o Raleigh
1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted b4

o |
5. BB R—5* o
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.

Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected
« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenancs instructions.

Node Name Connection State Site
DC1-53-99-193 ¢

Type
Administratively Down Data Center 1 Storage Node

1 node in the selected site belangs to an HA group

Passphrase

Provisioning Passphrase @

2. NRAEFEREPEER « AR EEER o
a2 H TEiEStorageGRID MEFHFHEIE <1 MUk THREIRNIZR) o INFEIHE) - SARHE R IR -
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Decommission Site
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Select Site Vigw Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

4. MNRF)BERERR ~ FHIT I EP—IE
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° BRI S EERIERAIHARE - 552 % &1 StorageGRID IhaEl RIFRAA o
MRFAAEEIIEER - BFrBIE e R A MEANRHARE « AR B RECERE R -

o MABRICERRATS o
MFREBCHACE ) #IRBEENRLA -

153



Decommission Site
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Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

6. WNREEBFRAILEEUHRERR « HEICHREUHERE" ©
LEGHHERIRBIA SRS - RFHREX « TE2RIFELAIETEEK « WBEE#ANEHE -

A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
= OC3-51
= DC3-52
« [DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistency o prevent object
metadata from being writtan to the site being removed. Client write and delste operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. wesks, or even months to complete. Select Maintenance >
Decommission to monitor the decommission progress,

Do you want to continue?
for]
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Passphrase

Provisioning Passphrase @

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,
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Decommission Site

A ,:i ¥ 5 1?,-‘1 {:E‘ ) {1?; o
1. e -___J LJE".I'} L t;'- j
Select Site View Eietails Revise ILM Remove ILM Resolve MNode Monitor
Palicy References Conflicts Decommission

8 A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to
download it

() #RRTRIREES  URRERN BRI ERIER « RIS -
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Decommission Site Progress
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ERBREERAE
A BHTEFAEILM ©

Node Progress

€ Depanding on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate |LM

The progress for each node is displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Name

RAL-51-101-196
RAL-52-101-197

RAL-S3-101-198

¥ Type

Storage Node
Storage Node

Storage Mode

Search

11 stage u

Decommissioning Replicated and Erasure
Coded Data
Decommissioning Replicated and Erasure
Coded Data
Decommissioning Replicated and Erasure
Coded Data

1T Progress

iR
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[a]

N~ REGE ~ (RERE
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niE
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MREEEEEPENLSBUNRENERE « F2R T RUBRRGEFHRNEUHRERE !

PEER T
S L Bk
SR i
BT ZF Encl
12 FISMERIRTS 5
AR 5t
EPESERA SR i
TS RIS 58
IR RE i
TSI i
S i

4. ZFFEERGENEDITRMERZ R  FETHRIGGEUHREERETR °

° fE*&1ECassandra *F B + StorageGRID #H¥H{RBEAIME P ICassandragz EEEIT T ERNETE o 174
HPREFNFEFEERMEME « EEBETRERTESR RN B ARG o

Decommission Site Progress
Decommission Nodes in-Site Complsted
Repair Cassandra In Progress ':E

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or more,
depending on how many Storage Nodes remain in your grid.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remeove Configurations Pending

° £ MFRECKRERMIFREER RN PP - FETFIILMEE
A2 RIEAH THHBRARE REEEEEM -
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* EfRI2RILENREEFEE RIS MR o
RMRTEZBIAI Storage NodefdFE R &R - A TEAAI Sitesih & ©
° &~ TE TRBRAERS) TR -~ EAHILES REMMNRG2RBENERNEZRIB OB o

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Prefiles & Delete Storage Pools Completed
Remaeve Configurations In Progress :,:f

StorageGRID is removing the site and node configurations from the rest of the grid

S. BRUHZERFTHE - BCHZEELEEERTAIIAE « BRRAAILKABETR

Decommission Site

o 2 3 4 5 6

Select Site View Details Revize LM Remove [LM Reszolve Node Monitor
Palicy References Canflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodes af the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not he able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Sunnyvale 479 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.
FER &

SERIE S BUHZERRFR « sA5Em FAITIE

* RO AR & FF A RFERGAIHEREEN B BRR o A ENERHARTAINARS « kA BRE1IZ IR
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* "IEEE#Grid NetworkF F4EER"

TIPS
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IETEE#iGrid Network ) 74888

LM AT A S AR 8RR (eth0) _ERAMTEASIS ENEL 2 EEIT @AV AR S FHEER B
B8 o StorageGRIDELEIE B B StorageGRID &Y &R 4 Fr1ELL & It Grid Network Y F48
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Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Metwork (eth0) for each
site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Grid
Network gateway.

Subnets
Subnet 1 10.96.104.0/22 ==
Passphrase

Provisioning
Passphrase

2. TFEBHESR « —TIN5E « UCIDRFTEHIE FAHER o
530 ~ BA 10.96.104.0/22 ©
3. MAE R EBRARE - 2A%—T* lSave*] o

THEE M FAIRR S BENRE A StorageGRID BAREHEE R o
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R LEAREEIP T EREEAAREZARIIPAIIE « WUITAIRRAERE o
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Network B R BRI EL AR ETE « SAEAEEIPTA -
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BR T ethO ~ eth18¢eth2 25t ~ $EIRAGE M ERIGrid « EIE AP imAEER Pt
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TEENER

S EER Passwords. txt 182 -

BAREELF

* Linux : “MIREEF—IGEARERINE EEIREIRS AP IRAAR « MBS ZAREMEAERERR
TEadmin_network_targetZclient_network_target - BIJ/AZB I BI3#1T ©
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TER
1. BATEEEREHE

a.
b.
C.

d.

RAFFIPLIER I o FIRTATEEMENRE Z BAHRIPAIE ~ B JR{E R BT BRI IP (L -

fNERStorageGRID MR FARAE—FA (SSO) ~ BISIEEEFERMIAIPAIIL « FER
FRSEMMIIPALL (MIEEBENTRAREE) RENTERBA EEEFEY - ERkEE
HE AR - @FIPitz % « S B BMERMBIPAII 2R B E R E EiRETEActive
Directory Federation Services (AD FS) HREIKFEHEE - 552F TE1EStorageGRID Ih8El HY
A o

MR PR IS B B o it —StorageGRID 5 « HIR{EME L E | B %5 T FIETHALIER

R2 ~ LEREREEENERET « BREREIERE -

WA THEF<L | ssh admin@primary Admin Node IP
B AFERSAIZEE Passwords . txt I8 -
g A T U Eroot & su -

B AFFRSIIEES Passwords . txt FEZE -

EEUroot B AR s IBMNEBREFT s E 4 o

2. AT SEENETEIPTAE | change-ip
3. EIRMFIT THAB R BB o

4.

FINRERMEANHIR -

Welcome to the StorsgeGRID IP Change Tool.

Selected nodes: all

L b
-

L
5:
-
i
B:
o
ia:
- H

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit
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Grid

Grid

Grid
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Grid
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Admin

Admin

Admin

Admin

Admin

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU
Press Enter to continue
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° BUH ¢ IER SR TR AIRRETE o
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TIREEIEER ~ LREBEHEE - UEHRER ©

ECENER SRR - SESMIERMERE - JITERECE - WLGH TIFEMEMERS o

HERCER  BHEEERENFRRETIAR

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name
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10. yNREEF MR ~ FEEREETHERBE TP
a. EITPRENEREEEREREE

BREMREE | ETUENERERESE « ¥ERFI L RIARES -
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a. BHEMEH > RS IE RN o
b. AL RECEERIES o

HERAE N
"Linux : #TE N EEIRGEE"

"#2#ERed Hat Enterprise Linuxg{CentOS"
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"&EIEStorageGRID"
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CEENEM
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1. EATETIE
a. AT | ssh admin@primary Admin Node IP
b. & AFFRFAYERS Passwords . txt B !
C. BIA A< U Eroot © su -
d. B ASFRFIBIZRS Passwords . txt HEE

EELUrootEAR - IRTEMEE s E 4 o

2. AT SSHREEFEIPTA | change-ip
3. HIRMFITL TRMABRICEBRAZE

FINFERFEANEIR

FHEES o
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Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT mdmin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit
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o AL TN an S MIBRFAEES ¢ del CIDR

° B A TSR SRR EF L BE | set CIDR
() snmase  CANEATHERBASELL  add CIDR, CIDR
& . add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16
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7. EEEFE - AT RO EREREE - ENEFEREIBHFNERBL -
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8. EEETSIHP—IA !

c REFIRIES I ERBENBHE  PRTRERS « ERTEENIRE - EEGLGE () ZAe Mk
) REEETR ~ T EAYEEHIE LR

DC1-ADM1-185-154 Admin  Subnets

Press Enter to cuntinuel

c EERECIERNTEEARNRHPENREAS - EEGLRE () SAe M) B
oo *MiEE [ RERIHEEER A AR SRR IEMBIBRAS o

ELEREETFRRBER - ST TS -
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CAUTION: The Admin Network subnet list on the node might contain /32
subnets derived from automatically applied routes that are not
persistent. Host routes (/32 subnets) are applied automatically if
the IP addresses provided for external services such as NTP or DNS
are not reachable using default StorageGRID routing, but are
reachable using a different interface and gateway. Making and
applying changes to the subnet list will make all automatically
applied subnets persistent. If you do not want that to happen, delete
the unwanted subnets before applying changes. If you know that all
/32 subnets in the list were added intentionally, you can ignore this
caution.

NRIEARRNTPHIDNSEI AR 23 FHERR BRMEIS AL HEER - StorageGRID BI'& BENE I LRAY E IR

(132) o 54N ~ ANREABE(EFH/165K/24 B HETTDNSENTPEIARZSAVELIELRR « TREZRIPR BT
RY/32BRFR ~ AR ITIEFRTRAVERE o MIRCKMIFFEBZINEHKEEH « IECERTNEEEFHERE
B2%  ZBHARSRHERFT -

@ HATAIUERELE SRR MRS « BE—RME ~ CREXFEREDNSHINTPEA
LURE(RIEARAEST ©

9. ZFERUEIE 7" U EREFT B PR E o
EER B PTHERIEEGrid ~ AdminFIClient NetworksBI*REI ~ IG5 & &89 F4ERK o
10, (FI3) BEHEEES*UUMREMA DR ERLHEREIEEETEN
IEEEIRRRICEREBIPTA « WHEHBRENME - MAGEXENRERANEE -

N BT TINHEF—IE:
° MRCEBIFFIAEEMAMEFRNERMBERAR « sFEERUER" 9%

* MRCHEFBEFERE B WA EMAERAER  FEIEE" 10* - TR RECENRRE - AL EBETEMER
BYARRE ~ S0 FHIEEHE LA

Generating new grid networking description file...
Running provisioning. ..
Updating grid network configuration on Name

12. #£Grid Manager FEFRIREEH

a. FEFHEE > RS> MIEES -
b. A ERECE BRI

e
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[ —

X kE

IP{i3t"

I Grid Network B F4BER S E

R LSS EIP T AREtu ey gE

,._,\HHEEE’]EDE

* @R Passwords.txt B2 ©

RIRERI(E

BRI ATEGrid Network Subnet List (43184958 F 485

BEIRLBVEREHFE -

TR

=Eoo

BE) PETE

AR AR LAY T AR o

MIFREEE 78R - BB GREEKRPFR

W RIT(ZEE T Grid Network Subnet List (48R 4888 FAEIR B EE
EARRRAERE - T[A ~ !ZD%EEEAiﬂﬁﬁﬁﬂﬁEF'ﬂ%ﬁ'ﬁﬂﬁliﬁEyGnd Manager ~ 5{& & [EIRFH1TGrid

Network B B2 B/ Lt 48R4 2

BAZEEEER

AT LU Eroot © su -

sA £

B AFFRSIIZES Passwords . txt I8 -

ELUrootE AR IBMNBNET s E #

2. MATYSSEHEEIPTA | change-ip
3. HIRAFIL TRABRIEBRFAZR

FINRRMERNHR o

Welcome to the StorsgeGRID IP Change Tool.

Selected nodes: all

L b
-

L
5:
-
i
B:
o
ia:
- H

SELECT MODES to edit

EDIT IP/mask, gateway and MTU
EDIT admin network subnet lists
EDIT grid network subnet list
SHOW changes

P

EHOW full configuration, with changes highlighted

WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

=T = B
selection: §

EIPTH-

- BIAT58< | ssh admin@primary Admin Node IP
- B ARFRSBYERS Passwords . txt HEEE

4. fEFINEER L « EEVAREEGrid Network FAEERAYEEIE (JEIE* 4%)

() euEmTEmsEnREAREHs -

o

)~ $&EfEAGrid Managerig sy
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5. I THIH I ;

o B AL TN Ep RN RIS F488% ¢ add CIDR
o B AT an SMIPRF4EE © del CIDR

°c BIA T SRR EFHIRBE | set CIDR
()  #FE®e  CEUERTIMERBASERL © add CIDR, CIDR
& . add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

AR T EATER) AFemBmAREENRIUAZEEMNEART - AREFZMUR
¥~ FEULBDBMAFTERNRE -

LT ASEAIER A HE S F AR B BB R F RS RRE

6. £EIFE  WA* I EEEYAEREE - CHEEGRBNARREDAL -
7. T :

C RFIRIES IR B PRTRERS « ERTEENIRE - EFEGLUGE (i) ZAe (MR
) REEETR ~ T ERYEEFIE LR

© BEEREC AT EARNR L RRETREANS - EEGLUGE () e MR &RE
o
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(D) EessnnETsa BRI ERITERRRNE -

8. IEEUEIR* 7T*LBRE A RS o
IEEEEE T FE(RIEEGrid ~ AdminF1Client NetworksEIRRE ~ BILN{E A E &R F4ERS o
O. (FI%R) BHEEIRS LUREFEAMADRENULHEIREIAEEETEN -

10. YT FIEP—IR
© MREEBIFFIBEEEMARETFHERNMAVERAR « FEDUER" 9*

© MRCHEFEFERE B WA EMAERAER  FEIEE" 10* - TEREENRE - L SETREMER
BYARRS ~ S0 FHUEBHE LA

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

M. NRITIEE T Grid Network RFSEIEEEIE* 10*  sHE AN N5 HAh—(EE1E -
c ER I UAERETE NERBHEFRREHTEESS

SNRAFAVAERRAE RS PT AR VMRS MHRE EIFFE(F « TIEBEMINBEE G LUIER" appli“EBERETE
BEHEREE -

MRECFELEFERNERERABUEHTNERARERERF - CUOACRE=EE  MARTE
RYENES « EITRENERMREE « ARENMBMEBRZENE -

()  mREER SEEE « IS BERBERRENERIDE « LU REI RS ERIE -
© BUH | LRSI TR ABREE -

MREFNEFMRRNEEE2EMAEER « CAILUEREE « REAEZERERK o EEUEUH
TREIEINEER « WIRBIEHIEE « LUEHEBRER -

ERTHITEEZ R - SRAMEREREEMEEROREERM -

12. yNRABAER R EERMELE ~ BRI THEIE
c BERILIPEBRRFIIREIEINGER « SFEIAA* o
c AEEAKRMBERE  FBAT o
© REMEET—EFE - FWATc o
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MBI IAERIEEEE" 10" (EREE)  ERAMNELE - EFRAEZIERRRZA « IPES
RRS T o

° MREHAFENA (BINEFMEHEERL) I H#ETRAEAKRMBEEEERINTTH « FIA* i
HIETRAMI « ARBET—@FE -

13. #%¢Grid Manager FEFTBIMEEH

a. EEFHEE >R >MEEN
b. A B RECEBRAIZS
@ VAFRZEMEEMHESR - AAEPE ST AREStorageGRID Z ARG ERIBIINE ZHAN

B o
TERAEER
" E P
Linux : fMENEEIRAG R
MREEBNEINE ERVIRZENLInuxBETRL « Bl BFERILER ©
R IGEZEERARI R TELinux £ IV EREA4RRERE AR ek Eadmin_network_targetdfclient_network_target ~ 51
IR ARFTIE /T E © NFTEEIELAEREERVEEAEE R ~ 552 K StorageGRID BAMRELInUX{EERAD (ZIEEHD
LR ©
"Z#ERed Hat Enterprise Linux@{CentOS"

"Z#EUbuntus{ DEBIAN"

TR UTE RS R EZMERIE R Z BB B LinuxElAkEs_ ESITILIZRF « TIFTERIREAERIIT © LERZFE SRS T EH
IREER  MRCESAIEETMEMPRSH - A SR EERERS -

EBIRMEIEN MU AEREEPTA - 8IS EHL BRI -
BB

1. BFARHFEMARIERZ ERAAILInuxfEARES o

2. {REBENELARREAEZEE « 48UEA /etc/storagegrid/nodes/node-name. conf ©
()  aEmisEEmEthERSY - TR ERREEE -

a. FBERER -

CLIENT NETWORK TARGET = bond0.3206

b. M . FIEMACAHIILL o
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CLIENT NETWORK MAC = aa:57:61:07:ea:5c

3. HUTEIBEEREE @S ¢ sudo storagegrid node validate node-name
4. [RRFRA SRaEEEER

S HUTEIBYEHMH AR | sudo storagegrid node reload node-name

HERAE
"Z#ERed Hat Enterprise Linux@{CentOS"

"ZHUbuntus{DEBIAN"

" E BN RE AV AR AH A"

4 B AEAS R T A RS YIP ALt

MNRICEBEEANE DA BB AERAARIPALL « BN BRIEISHIER o SEEFH

T E R BT ELROTE SR B R B ABAR AERRIP o
BEENER

* IR JBEER Passwords. txt B2 .

FRERLIF
EERRERIEFEE - SR E—RTHFIBEEE -

(D)  WRFEERRGid Network » (£ R ILT I B EIR4IR o B F 94838 L R0IPAIAL «

RGBS FE—uE SERIPAIIEAIMTU ~ SAKERIE & B ENRERIABRRARAS o
1. BRSNS BIPTREMUIMNIEEE « FIMIDNSHNTPHIEE « UIKEBE—FA (SSO) MHEMNEE (BFF
A -

@ ?E%%ﬁlPﬁiﬂ:J:E’\l%lﬂﬁfﬁiiﬁﬂﬁﬁﬁ BINTP{EIARES ~ s/FCHTIENTPEARSS « BHITEEIPIZ
% o

SNERFFIPAAE E AR EEFERA RIDNSHEARSS « SBERITEEIPIZFZA « JtHTIEDNS
fAARES °

JNERStorageGRID EHIZ B RARIASSO « BE KBS S THEERSIEHBIPAIIE (T
@ JEIEFBM R ETE) RTE  AEGEE N EMREActve Directory Federation Services
(AD FS) FRRVELAXFRAEE o EEIP(HHBIIENEE o 3528 T'E1EStorageGRID I
AEL BYUERAA o

MBRE ~ EHTIEHIPAIILRY FAERS -
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2. BATEEEHE
a BATHHS
b.

C.

g A T3 < U ZEroot ¢

su

d.
S8 U rootE

3. MATIGRSTRBIEFEIPTA :
4 ERTETTHAEL

B AFFRS IS Passwords . txt TEZ

ssh admin@primary Admin Node IP
& AFFRFAVEES Passwords . txt 1E%

=2a .
e

AR~ IRTEREE s £ 4

change-ip

IRECE B o

FINFERMEENHIR © fKTEX Selected nodes MHAIERES all ©

Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

SELECT WODES to edit

EDIT IP/mask, gateway and MTU
EDIT admin network subnet lists
EDIT grid network subnet list
SHOW changes

SHOW full configuration,
VALIDATE changes

SAVE changes, s0 you can resume 1
CLEAR 81l chenges, to start fresh
APPLY changes to the grid

Exit

with cha

1:
2
<[
iy £
5:
'
i
'
o
ia8:
:H

Selection: E

S. EEINEER b  EE 2*UREFIAED

a. #ZEEY M™1*) LUEE TGrid Network (AEF&48ER) 1

EWZ %~ RTERREIRRE

REDHCPREMTEMIP(IN « FERE » BEFIMTU » 2N E

NHEZA ~ WEERESE o
NEBRES fixed FIELREE o

AEREME

THEEEREIBRNERAL

6. I THIH A —E3EER « USRI
° 5 BB PRIREAS

nges highlighted

BEtET

BBVIP/FHRSE S ~ RIEMMTUEE ©

o

MR~ BREE (PR

Fﬁ

AU ERIERNRERTARNEA ©
ARIESTPIA ZEBERIZE ~ A" g*BIFRIR[E EINFERK ©

o

B
SR AR « EETEENES -

fHFR) SREERET ~ NG LFAR -

176

T FETMTU)

Fw ok

g%}ﬁb o

~ MBAIE -

7ZDHCP:R EREE

BEELGE (FE) Se (



Grid

Grid

Grid

Grid

Grid

Grid

Grid

Grid

Admin

Admin

Admin

Admin

Admin

Admin

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU
Press Enter to continue

- 8 e

22
22
22
22
22
22

-~

P B3 BS R3 BE BD e
[ T ey

° 6 THHPETTEERNREAS - EEGLIGE (L) SIEe (MER) 2R -

@ FHER LN EAE S ERMRERR R REEMNRERAR o ERRERBURIITSHA IR
ARIHERE IRV ENVT1008EF

7. EIEEIE T LUBRERFRAEEE
IEES BRI FEIR A S E R Grid Network9FEEI] ~ IS AERAEEMN F4HE o
TELEEERFIP ~ BRsEEOlER

fEUtEEHIS ~ B E @B -

8. BRsEi@iBE « B 10" AERAMARRAR -
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0. B EE UETREMRBNMFERLE

@ SN EIRIB ER o S FHRITRIREFEE) - A2 REBERMIFPEER" « RS EER
IHERE) -

10. EREER « FHER O UEREEIPTH -

1. ERRARIFR A ENES -

() mE@RsE—RE  WEFRE BRI -

12. ETFRNBRE N EREREE
13. FERFR A AR ENRLET ERARA o
14. FARIFRBEIRAVEIR ©
15. —B 4R TIRIE) :
a. NREIMENTPEIARES « FERIPREMNTPRIARSSE ©
b. WNREEHTIG T DNSTIARSS ~ sAMIFREERIDNSEIARSIE ©
16. %¢Grid Manager FEFHIREEH -
a. EE MRS RS REES o
b. 4 AEREC EBRAZHS o
HERAE
"&I2StorageGRID"

"4 SR B EE RV AR ER A AR
"% EY B4 B8 Grid Network B F4BRK S EE"
"RARA RS BN R

5= EDNSAAkaS

RIS ~ BRI EMEEATEARS (DNS) AR « LUEFERTEMEEZTE (FQDN
) ERTE - MIFIPAIL o

CREES

-@%%ﬁmi%m%ﬁ%EAQMmeﬂ°
S ARARESIREEUER -

* (S DNS RSP (I A AEETARTE o

RIREIE T

}IEEDNSAIARZBEN B F AR LT (FQDN) EH%HE « MIEFERIPAILZRIZWE FE 4 SNMPE
R AutoSupport 1T © #EE /5T MEDNSRIARSS ©
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7DNSRIARZFR M —EI7MEIPAIIL - —ARM S ~ EMARENRRIIER T « BINEEL SRR HKE
EYAIDNSTRIBRES © B4 T M fRisLandedih B4 ARFENDNSARTS © REEEAEAIDNSREIRE S
B2% - GRILE—D B SEHRAIDNSARSEE

"SR E — MR EIREBIDNSHRE"

Y0RDNSTRIRZEREMN BB E R ERE ~ RIS ESERMEIREFISSMARTES LAEZEDNSTE T - EDNSRIELE
i ~ BRrBAARSS E M B EIZEFRE AR ERRRT « TR EERR o

1. BB RS DNSTRARES" ©
2. HHRET AR ERPINEEMIBIRDNSHERSER -

REMUERESMELE E/VISEMEPDNSAERRES o RS A LUISE/NEDNSERES ©
B }—TF T f@F*1 o
EER E —AIME ERREHIDNSAR A

TAIUAITIE LS « HESEEREREURERI S UREDNS ~ MIEHHREERER
EAEERiERG (DNS) o

—fiRmME * X FERAGrid Manager LY*4EsE* 488 DNSRIAR2S*EEIE R EDNSARSS - RAERHEHHER
[ERYAAS ENELE A AR RIDNSAARESE « A BIEA TIHE<HS

1. BATEEEREHR,
a

- BIA TS | ssh admin@primary Admin Node IP

=

A FFRF B2 EE Passwords . txt TEZE ©
A TS U ZEroot & su -
d. A FFFFIAIZEES Passwords . txt FEZE -

o

BiIELrootBE AR I RBREE s E 4 o

€. ESSHIAAZEEIRIMIE ESSHRIETRETL o A | ssh-add
f. @A FFRFHISSHIZENEHS Passwords . txt HE2E ¢
2. [[log_in_toffi#k]f5EF B IDNSAREE A CEFEHAVETEL | ssh node IP address

3. M{TDNSEREIELHE | setup resolv.rb.

BB E LSRN < BERIE -
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Tool to modify external name servers

available commands:

add search <domain>
add a specified domain to search list
e.g.> add search netapp.com

remove search <domain>
remove a specified domain from list
e.g.> remove search netapp.com

add nameserver <ip>
add a specified IP address to the name server list
e.g.> add nameserver 192.0.2.65

remove nameserver <ip>
remove a specified IP address from list
e.g.> remove nameserver 192.0.2.65

remove nameserver all

remove all nameservers from list

save write configuration to disk and quit
abort quit without saving changes
help display this help message

Current list of name servers:
192.0.2.64
Name servers inherited from global DNS configuration:
192.0.2.126
192.0.2.127
Current list of search entries:
netapp.com

Enter command [ add search <domain>|remove search <domain>|add
nameserver <ip>']

[ 'remove nameserver <ip>|remove nameserver
all|save|abort|help ]

G AR AN R TBARFES I EAREFAYIPVAfIIL ¢ add <nameserver IP address>
BEHIT add nameserver UL RIBFEIRES ©
IR A B than S RUEREST ©
REFEEWLEREAEN | save
[[close _cmd _Shell) 1EAREARES LAYE < Shell © exit
HEGERARENRS - ERPNTER S AR FE8 Ffs<Shell o
10. EEFTBEERRHFIEMFEMRSEE « HUSSHAEREXBIRTLEEIE c WA | ssh-add -D

© © N @ o %
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L ENTP{AIARES

R « BHEREREIENINE (NTP) RS  MHIRStorageGRID HHIE
CHIBIOS R ARV AEAIKENRL 2 FE IEFER P
TEENER

* B IRAV 2B 285 A Grid Manager ©

© A EE B R RFEERR o

* BB ERACE SRR

* BABEERERENNTPERZZMIPVANILLE o
RAREEIE
LR AERERERREERBE (NTP) ~ TEAEKRPIFRE A8 EE 2 RS R o StorageGRID
E=(EuL & StorageGRID ~ E/VEMESHMHEIEREZHNTPAE - EMERYP RIEEEZNR D OEIMRE

IZRIR » RZ7<ESMNBR IR « MRILEY o IFEENTPEIRIEIStorageGRID SEEE EHMANTPAS
i~ WS ENTPEIEESL ©

SMERNTPEIBR 2R & ERE RIS R EENTPABRER o EIt « BEBREMEEWERA T ENTPABRIERS o

AT SE A T LA MM EE DI ESMINTPICR « (1R D5 —EHFLIE
() SENTPIRR - BUEHER DS SO R HISEIE - ItS) - HSEANTENEIEEAT
ENTPAOR - ATRE(RIS & SABIS HOEL (AR S RRRRS - ACRE(RAEREROBIRT % o

EERIIMBNTPEIARS L AEANTPERIGE - LU RISERESHESBRININTPERSSEER « LB RE
EIRERE

FEEIMEINTP AR T IETIE2E 4k StorageGRID HIZ2EERF « 55777 Windows Server 2016 Z A1
@ AIWindowshRZs_E{EFEWindows Time (W32Time) BRFS o ERxWindows_EHIBFREARFS A0 %E
B * Microsoft %z #&1EStorageGRID S#MEERIEREA - 0 :

"SKIRIBSE © AT SRR EIRIERE Windows R E AR TS

MREEL KRB RVIEENTPAIARSNIZE MEE R AERIRE « 7] L{StorageGRID #i& HthfAARES - 5
EEBIRIRA MRS « UEMZAREABIMENTPIRIFEE

1. BE MRS NTPEIARSS" ©
2. RBEE TEAMRS) ERFIMNEEMBIENTPEMRSEE -

CREE DO ES4HNTPRIRS « B3 TTisE6M AR -

3. 7£* Provisioning Passphrase (BECEEHNS) *XF IR - #iAStorageGRID [RHIHEZE « ABE—T
Save* °

REFAEERRIERIRR HEEER - BRERENRTHAALLE
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@ SNRPAENTPEARSEGHEFHHINTPRIARSS 2 REKRBEBGAS - SB/0ME - BgRm
4% °
2 R PR R BN RE BV B ER AR BE ]

ERELEFERT ~ flNL & s EERRRYIPAIIEE « —sZEENRLEHE A SEE A RS 4
RYEERER S ©

7£Grid Manager (* Support ** Tools * Grid topology *) &« WIREEAKE « FEFESHAER - MESFZR
FREENIEBMITHRIAES ~ BT EIZAPRRE ©

Reports , Configuration |
HEEP Gridt ' Main
é—‘ \, Sitel
iz- 4 abrian-admi * Overview: SSM (abrian-g1) - Services
-4, abrian-g1 Updsted: 2018-01-23 15:03:45 MST
=-) ssu
{“;,, Services
E.ﬂ‘ Events Operating System Linux 4.9.0-3-amd64
11y Resources
2 Timing Services
-4 CLB
(- abrian-s1 Senvice Version Status. Threads Load Memary
- abrian-s2 ADE Exporter Service 11.1.0-20171214.1441.c29e2/8 Running Bo v Boonw Brervs B
G- abrian-s3 Gonnection Load Balancer (GLB) 11.1.0-20180120.0111.021372 Running Baes Boorw Hnivs 8
Dynamic I[P Service 11.1.0-20180123 1919 deeeha? abrian Not Running B @ ¢ B0% BoB EE |
Nginx Service 1.10.3-1+debOut Running Hw 5 Hoow HouMe [
Node Exporter Service 013 0+ds-1+h2 Rurining B9s5s BHow Hesssus B
Persistence Service 11.1.0-20180123 1919 deeeba7 abrian Running BHos BHoosdiw B[irime B
Server Manager 11.1.0-20171214. 1441629228 Running @4 HBH21e% v B
Sepver Status Monifor (SSM) 11.1.0-20180120.0111 02137fe Running By 6t Bo2ss% M4seme M
System Logging 38110 Running B3 Boons Hsezrve B
Time Synchronization 1:4.2 8p10+dfsg-3+deblut Running B92 Booorys B45¢4M8 B
Packages
storage-grid-release (nstalled 11.1.0-20180123.1919.deceba . abrian

PRREEIRSAVEI D RR B :

* MRREEZEENRS ~ Mol sEMIAE A HZEXGrid Manager ©

* MRIBREZEENRL « AR A EERAERR L NREERAENRREREEBE - ERRERIRE
By~ MEEHRI G B o

AEMRIRRERRE « U S AR SEETN—EHR (FRRTAITESENMIFAEERL) £3

TP ARREN - ELEMMAENKIERE - AREN SRR RERAIEIRREENZPALL - SRR
ENRLEFAEAESO B NI AR (B A, -

@ MREERPEASEEREERBARSA (MDNS) -~ AIRIAEA BT S EMRREE L ITH 2T
~ARE -

HER
1. FENEREENIAEE /var/local/log/dynip.log FAFAPREEEILE o

540 -
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[2018-01-09T19:11:00.545] UpdateQueue - WARNING -- Possible isolation,
no contact with other nodes.
If this warning persists, manual action may be required.

MREEANZEVMwareEZ A « EEER—HIFR « I5HZENRE I EEFRRE ©

ELinuxZpESF ~ [REEIE G HIRER /var/log/storagegrid/node/<nodename>.log HEZ :
2. NRIEEA SR EEBEEN « FHT TSRS !

add node ip.py <address\>

HM <address\> BEGEMR Z RimEIRLAYIPALAL o

# /usr/sbin/add node ip.py 10.224.4.210

Retrieving local host information

Validating remote node at address 10.224.4.210
Sending node IP hint for 10.224.4.210 to local node
Local node found on remote node. Update complete.

3. HHECRIPRBEAYSEENES - BEsE TFIER -
° EERHIARFSEERE) ©
° HITZ 18 ~ BIREIPARFSAVARAEA MMrun') storagegrid-status 8% ©

° TEGridtREEEHAAEIET ~ BiRE T BV EthERD hErELR -

()  WBHIT add node_ip.py HETEBANE  AAEE LEBEEBERA -

ERERARTERFEEF

B LEAEERR R = H ¥ LinuxEVMware 3§ & StorageGRID BYVMwarehk » ¢&StorageGRID
S EAARR S o maRst o

Linux : A EIRETS S R/ 1%

R B LUK StorageGRID ZIREIRSE—EFLinux EHEBEEE S —EP A « UBMITEAEE (
PIINOSIEMMMERMBRE) ~ MAGTEMEBIINENAAE -

SRS — A ZEEHEE—ELnuxEH ( MRREEH) ) BEES—@ELnuxEi ( TBEXE ) - BEx
14 A 7B =R S iiF StorageGRID #E#UHERA

()  aasmstESoageGRID EITAABESIENIHIEIBERS « 7SRRI o
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AERERDMEBEEMER - TIMRBEREALEANS
* HEREREBRARIENSHMFETHRE
C EERNETREIHZEREE -RHRE

@ FIEFREEBED  BA7EE—EH LRITSEREN - FRSERFEHNEBER « 712
HEIRBERYEEAR -

HERpEnRE (B SRR FENRL) IMBER—MEHK L - N8 - MREESEREREERE (F
mfERERRL) ~ BER—EREM LR EFRBERITER -

MEBFAE A ~ 552 StorageGRID BRRELINUXEE R (LAY FRY MENRRETR) -

e
"EREFAILinux "

"Z2#ERed Hat Enterprise Linux&{CentOS"

"4 UbuntusiDEBIAN"

Linux : {5 B E Rk

PARAAEASENRS ~ ARIEAIRLinux EHE -
FEACRLinuXER ERITFHISHS o

1. B8 B AITE SR LRI THIFAA EIBERAS o

sudo storagegrid node status all

Name Config-State Run-State
DC1-ADM1 Configured Running
DC1-ARC1 Configured Running
DC1-GW1l Configured Running
DC1-S1 Configured Running
DC1-S2 Configured Running
DC1-S3 Configured Running

2. BRCERHEHERE TS - MRPITIRES « BFLLZEF Running ©

sudo storagegrid node stop DC1-S3
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Stopping node DC1-S3
Waiting up to 630 seconds for node shutdown

3. AR EMEE L ERRS o
sudo storagegrid node export DC1-S3

Finished exporting node DC1-S3 to /dev/mapper/sgws-dcl-s3-var-local.
Use 'storagegrid node import /dev/mapper/sgws—-dcl-s3-var-local' if you
want to import it again.

4. FEE import command suggested in the output of the ‘export A< °

TRET—TEEREH ERITIESRS ©

Linux : EEA BIEE1# EaVETES

R EHEL R 2R « CEEANLEREBRELinuxERK ERIEIRS o B8 rI RSB EY
M & IR R AR T ERE E IR EHAER o

FEEELinuxER ERIT RIS o
1. EABEEH AR -

sudo storagegrid node import /dev/mapper/sgws-dcl-s3-var—-local

Finished importing node DC1-S3 from /dev/mapper/sgws-dcl-s3-var-local.

You should run 'storagegrid node validate DC1-S3'

,(TfT

2. BRI FRUBRRL4ERS

o

sudo storagegrid node validate DC1-S3

Confirming existence of node DC1-S3... PASSED

Checking configuration file /etc/storagegrid/nodes/DC1-S3.conf for node DCIl-
S3... PASSED

Checking for duplication of unique wvalues... PASSED

3. YNREBLE(FIBEEIHER « ARSI BEER Z Al THRE LR
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INERRE R B 552 [StorageGRID LinuxEERAR (ZIREH) REERA o

HERAE
"Z2#tRed Hat Enterprise Linuxg{CentOS"

"% UbuntuglDEBIAN"

Linux : E(ENFEERVERE,
EBTSEIMATEL Y 18 « (T LUZE BBLinuxaE S | 317T 402 SRERBHEREE o
1. £ ERUENERES o

sudo storagegrid node start DC1-S3
Starting node DC1-S3

2. £Grid Manager/ ~ FERREIBEUARRE B4R - EAZRHEMER ©

@ B ENRARE R D RGE - JEABENHMEEENRMBL EMMARERE - MRAREFR
AR SRR EEAEHMERS « LR A S AR EAERRT

AR IEEETZENGrid Manager ~ 555 /71024E ~ ZABRBIT TGRS ¢
sudo storagegrid node status node-name

MR E R R A RIHITIARR Running °

TSMAR7TERBS RV ER IS BN B AEEE

ERIEENRL ) SRE A BB TSMAT T ERES Rl ARER SHE HATS ~ SEIBS3 APIBHE Ry - —BRE
SRy ~ FREERER BRI AEE -

IR EREFIEMAHOFRBLE - FEIRARS  WEERERCERES o

R RS

UNSR{TFETE SRR EPBAIBIB Tivoli Storage Manager (TSM) ZERMISRIEGETZRAEA WIS - A SIRETERIR «
FR#IStorageGRID TR FEAMFRIBRNETHE o 4%  CAUERTSMARSRFEREHEETA « &
ME © E— P EAHARE -

EE R

TEMERE R SE SR ERIE IR B A E A TSMAR T ERRS MRS 2 Al ~ 5570is BARTTHHBRR ~ LURBITSMAR 7 #RES(A]
Aras A AR EREE -

CRBNES
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B BER 2RI EIE 235 AGrid Manager ©
1. BEE 2R > T A>"aigiaiE o
2. EFERIEENE ARC/EZ AR E o
3. #Tivoli Storage Manager StateFU{EEE A B4R~ « REX—TEREE -
4. HEESTRLE ~ #Tivoli Storage Manager StateBY{EZE 4 Online* ~ A3 —T* Apply Changes * °

Tivoli Storage Manager&I2 T &

dsmadmc TRR R/ HERRL L2 TSMPMTERGEARSBNERETIES  HRAIEAN T <REFNRTA
dsmadmc EEARESENER LT o EAREARARCIRBINER EEERAERBNZBEABTEEES -

° tsmquery.rb B IESHENENEUEZEIIET « HdsmadmcEEAREE o (AT LUEERIEEERS
LHEA TGS RKHAITIIESHE ¢ /usr/local/arc/tsmquery.rb status

METSMEE A dsmadmchIzF4AE T « 552E_Tivoli Storage Manager for Linux : Administrator2Z &%}

o

Witk EAER

EERIZENEL M Tivoli Storage Manager (TSM) fAlRESZXRY(F « BRREURRE - EREENRE S 1L 1070 BIR; FE IR
RERAZER - MRV RAEREER (HI0 - ARMEEHES L&) « TSM APIEERFBENRTSHE—
# o FICREMA S EEEZENK -

BEEEBENRE - ESETR MBETIFEIEN - BEEEFLEN « (AR ET B> Gridihit* o JA%IEECER
FEENEE ARC/HEE B SREBY o

R R AEEER ~ S FRN « ARKBIZEF A « FEECHBREMRMIER o FEMHESK
AEAER ©

MR EREAGER ~ BRI ERHN - HERBER T ~ BRENBENERREEZENR
MRBIFERRRERERRILBE—MEERAENILMIRR « 1 EBARINZER « IMHRSER - BET

18 o StorageGRIDAA ~ I HBIEIZ R R+ RS XA E 75FR StorageGRID ILIFERAE « BUH
ERIEENREVESR ~ DURRFRIERYI ISR -

HIEMIE R B A EAER
O UMERTSMEBEREFERIRHERX ~ HIEMIH T KABEFER °
CEENER

s IC BB S EREEUER

* [RAJEER Passwords.txt B2 .

s RAZBERIE B IREEEAYIPALLE o

RIRERI(E

LSS HEHSE « R FE AT F SR SR R AR E BUA AR ER - IBTSMEE
HUMEREE R ~ SH2BITSMIEARES XX o
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1. EAEIRERS

a. AT | ssh admin@Admin Node IP
b. B ATBFRSBZZEE Passwords. txt B2 .
2. PSSR ENRL AR
a. BEGSEIZGCEENBEE | cd /var/local/audit/export
YEPRREILECENE R BIEIZECERIE © —RK—R ~ &8 audit. log IEREMEE - BRHH audit. log

ERCRHE - FEERNRBELEIUELHEEFERRE yyyy-mn-dd. txt ° —X%& -~ RFHIERGUE
At NE S yyyy-mm-dd. txt . gz > (RERIEAH ©

b. FEMRRANERZCEMETRENE  IEHEEREEEREYG A% « A ¢ grep ARCE audit.log |

less -n

EEENFIEMIMEIGRT « ArcefEIZANE (BRIEVHHENGR) ZELARMAUPETRAuUN ERigH
NEREEEAFH) GERR (—f%#AsR) o Eixectr A T5 s FIITRERArcesflE4%1E ~ ECBID
498D8A1F681F05B3RY4E R A Arun ©

[AUDT: [CBID(UI64) : 0x498D8A1F681F05B3] [VLID(UI64) :[120091127] [RSLT (FC32
) :ARUN] [AVER (UI32) : 7]

[ATIM(UI64) :1350613602969243] [ATYP (FC32) :ARCE] [ANID(UI32) :13959984] [A
MID (FC32) :ARCI]

[ATID (UI64) :45603497513125206311]1

MFFHAER  F2EFEAREILNEAET
C. seExEEENRKBAIYIHBICBID °
P AEAR ZERC Bk TSM AR 3k A ER AR B RAFR A 4 H BY T 5URBSNE M -

" IERTRLE  BENREIEMRID - EESIEIEEMID « FFER IR T A Gridihi* - REBEF
ERIEENEL* ARC/E1E*4EEE o

* BELH | HEREEEREASY4HVolume ID © Volume IDRIAENABER (BIF0 ~ 20091127
)~ WIEERIETEILE B e s AYIHRIVLID o

* R/E %% : %[FStorageGRID I HZRRIEKAMHHICBID ©

d. ZH#r%Shell : exit

3. IBWETSMFAIRSS « EESH2h# MBS KAELFER :
a. ZATSMARZESVEIEFIES | dsmadme

fEAREANARCIRFFHERERERBIENE o £Grid ManagerP B AERAERBNEE o (BEE
BERAERE « FEN IR TA Gridth#E* - AR EE BRIZER ARC/ERERE

b. FEMI BB KA o
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4N ~ eI ATETSMIE BN SR it P IS SZ YA B RISTE 4552 o T EHBERNBE— R EECRIES
s LS HBCBIDEYYIF 498D8A1F681F05B3 ©

> query actlog begindate=-1 search=276C14E94082CC69
12/21/2008 05:39:15 ANR0548W Retrieve or restore

failed for session 9139359 for node DEV-ARC-20 (Bycast ARC)
processing file space /19130020 4 for file /20081002/
498D8A1F681F05B3 stored as Archive - data

integrity error detected. (SESSION: 9139359)

>

RIFEESANME ~ CBIDRIREREECEE TSMIEENECERT o ERIAEREAERRMEHE SR -~ $HE
tTSMEEER ©

C. WNRBEMKAEEER « BB RFEZMIRE _ ERFEYIMHRICBID ¢ query content

TSM Volume Name

Hrh TSM Volume Name A BJAMFERITSMATE o LT R ULAr S RIBIL G

> query content TSM-Volume-Name
Node Name Type Filespace FSID Client's Name for File Name

DEV-ARC-20 Arch /19130020 216 /20081201/ C1D172940E6C7E12
DEV-ARC-20 Arch /19130020 216 /20081201/ F1D7FBC2B4B0779E

o Client’s Name for File Name HASRIEENELHAIREID (TSM EEKETE ) HE - BEiE
EYHHRICBID (FHTSM MEEARETE) ) o hFlE Client’s Name for File Name IRFARE
/Archive Node volume ID /CBID ° 7EEBHIEIHAIE —ITH Client’s Name for File Name
& /20081201/ C1D172940E6CTEL2 ©

H55501F Filespace AERIERIREAVERELID o
CEE IR E NS EYHERICBID « UL EREEEERIETZAID « A SEBUHREENEX
4. ﬁa‘ﬁ’:‘ikiﬁ%ii@ﬁ% NEEMY ~ FECHREEEX « W Han < BHIStorageGRID LLEERAYHFERBIEK
@ R |AfEFADEEIES c MIRFIZEAEATE « AISeGPEARIFRELRIBEL - FHEHA
A% ~ MEERAEREFFPIRGS

a. IR RBAFIEEHE BB TIALEA !
i BIATSI&H% . ssh admin@grid node TP
ii. 8 AFPFRYIBIZEHS Passwords . txt HEER ¢
iii. A THERSUTIREroot © su -

v. B8 AFFFFAIEEES Passwords . txt TEZE -
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b. ZZEXARCARFFHIADEEIZS | telnet localhost 1409
C. BUEMIMHBIESK © /proc/BRTR/cancel -c CBID

Hrh cBID AEANETSMERENAY 4850 o

IR LR AWFES  AIEECH TREHEU 23X - R MEZRERCH ME - MRMHFER
FHERRFNEMIE « AYHENE B AEREERE « RItHA SRS TOZRERUHL -

d. ihen< - @AStorageGRID LB RAMHEABER « BASIMNRIFES !
/proc/CMSI/Object Lost CBID node ID

%EF' CBID A TSMIEAARSZ FRENAVY (4584 A S ~ LUK node_ 1D ASRISERREAVERRLID ~ HAH#REUR

CRADBEBEROIERBAERN G | FIEHA—RFIKCBID -

?E’fjk%’v%('%iﬂ'FStorageGRlD v IETHAEE I BNFIA RIFREIMNIMIF B RHED « LU REERFERILMER
I\I o

BR - MEMHHILMRBHEE REZR T —EEZL « MEZERREEERK « AMHREERE - £E518
BT ~ 58T Object Lost BT E/EFRStorageGRID REREFERRAVERYHFREEZR -

E Object_Lost B3 LBINTERL » EEEI TS -

CLOC LOST ANS returned result ‘SUCS’

(i) © /proc/cus1/object_Lost S fEEIEAEIERMEENSS LAOBSIEAR -

a. #5RADEEHESR | exit
b. B HFIEEIR, | exit
o. E%StorageGRID BRFERAMPRIAFRMIE :
a. EEEFIEEIEE* ARC/* Retrieve * Configuration ~ ARV R B RKAMETH o
b. #—TEREE" -
HERAE
"&I2StorageGRID"

"B AT
VMware : 527 [E %23 A BB R RRE)

U0 SR EHE 23 1EVMware vSphere HypervisorE HTEXEN & R EFEE) « (CRIfeEERTE
B S L BB EMERE) o
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MREFRINEME AR R THAAEERZ T « RS R ENE) « AIERITILRER ©
S

1. f£VMware vSphere Clientiaik#EM#EH « BEEL 5 R BRENAY E 128 o

2. TEREES tIR— TR R AHE « SABIZER TPower On* (FAH*) 1 o

3. :REVMware vSphere Hypervisor A 7E R 2K B B E # RSN E i1 ES o

AR ENRAIE S

TR e R B E RIS IR EMITIZR o AR IAEGrid Managerfl1TH AR 2ETRTZ
FF ~ (BEXRE DR AR R R e @ FF B AR EIES -

AR EERAEESEMRER LHIT - UEBERBIBSNEFLLE - WHERIRTSIEF A StorageGRID &
It R - AiRSBEE St GEITSEERER LRRT « It BEE A EMBE TR SHIERIARTS

() ontsmsEETERERS ERERE « 7 ERERERS SRR -

() o EmEEAINS S Shel TIRRE « EMRSEERXTREEL - BA | exit

* "1H1R(FARES B IR S ARAE A AR A"

* "tEARFRE ARV B ATARRR"

* "ENEN(FIAR2S B IR S FFRA ARFS"
BB AR EIE B A A RS
* EIHERSS BIE ST A ARTS"

* "IEARARTERY B ATAR A"

* EIEARTE"

"R EE R EER

* "SRR LEARFS"

* ENENSK EHTRREN AR TS
 "BIRERIRE R

© "RRRRRME N RV EIRIR TR
* "EITRAM AR RS

* "RARA4ENR ERRL"

* "RERAEHEIR"

* "BARAMIBE RN ARI& TR ROPR A B AL

* "f§EFADoNotStartig %"

s AR EIRE RHPER"
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R AR EIE SRR A

HNSERERER  ErILUgRZERER_ LTRSS EERE N B RIS o &
AT ABISTE L AR BN R _E 301 T Z FE ARF5 09 B AIAREE o

CRENEM

RN ZBER Passwords. txt I8 :

1. B AMIRENRS

a. BATH@S | ssh admin@grid node IP
b. #AFFRYAIERES Passwords . txt FEE !

C. A THaR L U Eroot © su -

d. B ARFRFIBIZHE Passwords . txt HEE
BIEMUrootE AR ~ IRMEBREE s E 4 o

2. IRERETEE EMITRY ARSI EIEE HAIRAS | service servermanager status

WEERER ERITHRARSBEESBRINE (BITPIIFNTH) - RFERSEESAREES running’
FEYIH B ERERELURBVITRSE o fIgD

servermanager running for 1d, 13h, Om, 30s

LEARREAE E I AN 15 & BRI 23 AR B P BE R AYAKRE o
3. AR EHITHRARZZ EIEE BAIRRA | service servermanager version

5|t B RTBYRRZS o B0 :

11.1.0-20180425.1905.39¢c9493

4. ZH&4Shell : exit

WRARFR A ART58Y B AIAARE
el LA BB R AR TR 4R BT RS L A TRYFR A ARFS B AARRE o

CEENER
ISNBEYER Passwords. txt 182 ©

1. B AHIRERRS
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a. BATIEGS !

ssh admin@grid node IP

b. #AFFRFIHIZZEE Passwords . txt FEEE .

C. BATHE< U Eroot :

su -

d. B AFFRYIAEES Passwords . txt FEEE !
EIEUrootE AR~ BT MEREE s E #

2. IEARTE AR EN

Bh_EBITRYFR A BRFSIRAS

storagegrid-status

gD ~ FERERRIHERTRAMS « CMNHINMSARFS B AIBVEITIRAS © MNRARFSIRNREEE ~ RIG I ANE

HrIEEL o

Host Name

IF Addres:

Operating tem Kernel
Operating System Environment
StorageGRID Webscale Release
Networking

Storage Subsystem

Database Engine

Network Monitoring

Time Synchronization

prometheus
persistence
ade exporter
attrDownPurge
attrDownSampl
attrbownSamp2
node exporter

3. REIELF ~ #%* Ctrl-+* C* o
4. 1Rt AT ST 4R ER

B L HITRIFRE AR

190 - ADM1

4,9.0
Debian 9.4
11.1.8

fied
rified
ified
Verified
5.5.999%+default Running
11.1. Running
1:4.2.8ple+dfsg Running
11.1.09 Running
11.1.08 Running
11.1.8 Running
.0 Running
.0 Running
: Running
9.3 Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running

TRAREFRRRE -

/usr/local/servermanager/reader.rb

IR E R SMERRFEEMNRSER - BNRRFBAEEE « AIFGEMKRS -

5. EH#p<Shell :

exit

BN ERRE EIE S M AR

TR EZRE ARG EES Ak EEE T SREERER_EBFrEIRTS -

CEENER

SNBEYER Passwords. txt 182 :

RIRERI(E
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EEHITRMRS SRR NP LREFARSEEREN - REENREBARBIEEREN « LEHRBERED
B L BIFRBBRTS ©

1. BAIRENRS

a. MIATY&H<L | ssh admin@grid node IP
b. i AFFFRFIAVERS Passwords . txt 1B !

. W A Tan < U Eroot © su -

d. BAFRFRSIEIZEE Passwords . txt HEE !
EEMrootE AR ~ IR MEBREE s E 4 o

2. BEhERRESEIERER | service servermanager start

3. ZHdp<Shell : exit

EIREN RIS B IR B HIFRA IRFS

BRI REEMREN ARSI EIERE - U EAREE LI THFREIRT ©

CRENEM

RN ZBER Passwords. txt FEZ :

B AR ERS

a. BATH&S | ssh admin@grid node IP
b. & AFRFRFIMIZRRE Passwords . txt HEZE !

C. A THas L U Eroot © su -

d. B ARFRSIB9ZHE Passwords . txt TEE
BIELlrootEARF  IRTEREE s E 4o

2. EMEENRIARSSEIE B RAEIRENEE ERFRAEARTE | service servermanager restart
RRZ EIE SN EAFIEIRBEAEELL « SABREMEE ©

@ {#H restart SRS EFERERE stop ABLTERMEIZEE start 8% ©
3. EH&<Shell : exit

FILFERESEE B MFRA IRFE

AR EEENFIBERAIT « BRI SRR F LAk EERE N ER R _ ESNITHIFR
BRRFS -

194



CEENEM

RWAEPER Passwords. txt 182 ©

RIRERI(E
I]E_

2FIARSFEERER - ARFRFEFERREFNRES  IREERARSEERABSEZEHMRS - N
REZFLARBEESVRBERIERREMRSS « BIFELEREERRS

1. B AHINEERRS
a. A& | ssh admin@grid node IP
b. & AFFRFIIEERS Passwords . txt EE
C. BATFEL U Eroot © su -
d. BAFRFRFIFIZERS Passwords . txt HEEE ©
B LlrootB AR« RTEREE s E 4o

2. ZIFARSFEEERN LA EBITFIERTE | service servermanager stop
RRZ EIERENMEEREE L HITHFERBHMEERLL - FFARERSEE

3. ZHESShell @ exit

TR RS RY B AR AR
PRI LAMERF AR TE AR BN RS L I TRYARTS B AIIARS ©

1’_{FF|EE’JEUE
RAZBER Passwords. txt FEZ ©

1. BAHINEERRS
a. BIAT5I&< | ssh admin@grid node IP
b. & AFFFFIMZEE Passwords . txt FEEE
C. A THE L U Eroot © su -
d. A FFRFIBIZEHS Passwords. txt HEER ¢
BIELrootBE AR ~ IRTMEREE s £ 4 o

2. iARTE AR ENEE EBITHORRFS B AIARAR ¢ TARFS_servicename RRE*3RETEAINRENRL EHITHERRFEE

AIARRE  (BITHRSIERITH) o Bl :

cmn running for 1d, 14h, 21m, 2s

3. ZH#rSShell : exit
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(FLEARTS

AL SRR TS ILE—RTS « RFRGEESER_ EREMRBRITRITIAR - RE
TR FIaE 7 GELERIARSS o

ERENES

RN ZBER Passwords. txt I8 :

RIRER I

ECEREEYR TEREFL) REE - ARSEESETNGEHEMRERT - COAFIRBE—IRS X
ENMREERSGEES -

MRCREF L FFEHR_ERILDRARS « 55ER ~ MRAEARRER « AR E—RFMA SEF LRSS

1. B AMERERS

a. A< | ssh admin@grid node IP
b. B AFFAFIAVERS Passwords . txt 1B !

C. WA TGS U Eroot © su -

d. BAFFSINZEHS Passwords . txt HEE :

BIEMrootE AR  IRMEBREE s E 4 o
2. ZIEERIARFS © service servicename stop

fgn -

service ldr stop

()  EEBRSTERENMOREA AL .

3.

)

He5%Shell © exit

FERAER
"SRR LEARFS"

B E BN HEERT
W AR & M EN AR « T RERITITERAEERR -

CEENER
* BB IRRYEIEE 285 A Grid Manager ©
© SWERBHEENIREEER o NEFMAEN « A2 (RN EEStorageGRID IHAERIEREA) ©
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FAREETLE
¥ StorageGRID FERARAENHERRN « S EXEARENEEERFH

()  wEmtrnRERMREREEITESMSorageGRID BB HERBNEHATHMSHIAR -

LR

1. #¢Grid Manager g EY &I 25" o

2. WERE AR « EENERREE R o
3. EEECTIE o

Cwerview Hardware Metwork Storage Objects ILIM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Places the appliance’s compute controller Maintenance Mode
into maintenance mode.

4. BB o

PEENFR R FESDE SE /T 1R ©

A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID semnvices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click OK.

Provisioning Passphrase

S MABRICERRTE - ARBEICHEE"

EEHF1— %5 S StorageGRID ~ B3%F Request senty (ERKB@EiX) - TStings (fFLkb)
M Trebootings (EFFE) - #RTEBEIETTHEAMEERIIDER
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Owendiew Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become cormupted.

. Reguest Sent

EEAEBRNEEEE - FHIB—RRESTE « 7 H G AR FEStorageGRID  (ZIEFEAIRH 2712
HIURL) o

Overview Hardware Metwork Storage Objects ILM Evenits Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode

This node is currently in maintenance mode. Navigate to one of the URLs listed below and
perform any necessary maintenance proceduras.

= hitps: #1172 16.2. 106:8443
= hitpsAH10.224 2 106:8443
= hitps /47 47 2 106:8443
= hitpsfH169.254 0.1:8443

When you are done with any required maintenance procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

6. BZETFHStorageGRID (M RERERER)  HRAERERAEMRURL ©

HIATTAE « SBERO S DB ESIEEREEHE PAHHIURL o
()  #Bnteps://169.254.0.1:8443 REEBBRERBEBES o

7 W (ZEREREEREN (the A ZREM) @ HBEMBENEEE o StorageGRID
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A This nodedis in maintenance mode. Perfarm any reguired maintenance procedures. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Controller to reboot the cantroller,

8. MUTIEMLERMEETIE o

0. SERAEET1F2 18 A RMEE N B IE EEIZAFE o 7€ Tthe Some Appliance Installer
1 StorageGRID %Hﬂ MRS >* BB IERIZS ) ~ JARERN M"EHFA EStorageGRID *] ©

NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller Upagrade Firmware
Reguest a controller reboot. [ Reboot Controilﬂf_'

Rebool info SlorageGRID Reboot inlo Maintenance Mode I

BB SHRMNERMINABKR A SERZ200 205 - SRR MK E TR - BEFEEMMAGES
sAiREIGrid Manager  TEIRL ) IREEBEREERE « HEREEN - KRB ENERERERAS
AARE ~ EERRGE R EME o

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ m Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
' |DC1-ADMA1
«'|DC1-ARC1
«|DC1-G1

Network Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 month Custom

»|DC1-51 Network Traffic @
«|DC1-52

«|DC1-53

6.0 Mbps

TR A A

SR mI4R L ARTS
MRIREETTEMEIEARTS ~ AILAER force-stop AF% ©

BNER
oy \;E%ﬁ Passwords.txt f&% .

f"

g
1. BAMEIRERR

3
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a. BIATS@< | ssh admin@grid node IP
b. &) AFFRYIAIEERS Passwords . txt HEEE !

C. AT U Eroot © su -

d. BARFIYIEIZES Passwords . txt fEZE ¢
BIELroot B AR ~ IRTEREE s £ 4 o

2. FHsatIARFSARIE | service servicename force-stop

fugn

service ldr force-stop

ARG TERIEARF 2RI F /307D

3. EHASShell : exit

EXEN N E R BN ARTS
TAREREMBIBFLRART - HERFEFLL W EMEBIART

CRENEM

RAJBER Passwords. txt FEZE ©

1. BAMRENRS

a. BATHE<S | ssh admin@grid node IP
b. B AFFRYIAIRES Passwords . txt FEE !

C. A THas L U Eroot © su -

d. B ARFRSIB9ZHE Passwords . txt FEE
B LlrootB AR « RTEREE s E 4 o

2. IRIERFBERETERITHREL - REEZEW—Em<S o
° QU%HE?'%EEGE%H: N %ﬁﬁﬁﬁ start FEIEEIARTS "ﬂ‘ﬁ’% . service servicename start
fan -

service ldr start

° MBIRFEBRIETEHIT ~ 5B restart FILRFEABEHEEING S | service servicename

restart
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fugn

service ldr restart

@ M restart L EERER stop MLRMZE start i< © E LM restart AP
FIRFEEFBEEL ©

3. EH#p<$Shell : exit

BIMEZIB B HE

NREVERTE BHFHRRBNIR - MEREERAEREASEREENHEH LR
HEH RN RN RN ENENERERE « AW ALBIRRARERBRERHNE « Tk
RERHEEER - B RESERAERNERN RN SR FESHR ENITE
B T RERSIRENREBIFR B EIRIR E RN o

@ IEFEBIRFTAEERRENHE - MIREFEFRBIBDEMHIE  FBHSRMTTRERFT -
TR E BB T EESnREAVERE « 526 (R EEStorageGRID ) 744 °

FRERR SN RMEA R IREFN « AR IRKEENRESERTRERE « WIERIEE
@ BRTRERBE TESRRR OB RSP - TRIBRERBRHERERARIREFIGER -
A FEE EBEAZ o

@ A2 A EA StorageGRID A BN METRIE T EFERR - F2EIET « UBHFR
HE FRERIREATHE

1. B AHE -

a. BIATSE< | ssh -p 8022 admin@node IP

EIRIRB022 B BRI EE R IRAISSHIERZIR « TEZFIB228) 2 #11TStorageGRID X #&HIDockerd 2z
HYSSHIEZIR o

b. B ATBFRFBZREE Passwords. txt FEZ .
C. AT UIREroot ¢ su -

d. A FFRFIAIZEES Passwords . txt TEZE -

M

BIErootBE AR B RBREE s E 4 o

2. YT TFHIELHE | remove-port-remap.sh
3. EFTENENENE, o
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sp kR fE T TR EN AR AR B o
4. ESEENMHEEREREHRNEENRNRENR LERELEDHR -

FERAEEN
"&I2StorageGRID"

"R AR B R
"TERRARE RS B RTAE

BRI T RV EIR B HE

NRICBERTE B H T ERRFRIRR « MEREERAEREAEIHRENHRLFHE
HEHEHRENENERENENERE - AW ALBIRRARNERBRERHNE « TRk
RETRHEASERY © UISRStorageGRID fEREREEM ERITHEER R « SFEAEILER ﬁ%
BIFERIRERHEN—ARERF - G RRESESEMRFEENIRIENRHERSE

LR AAEHRNEMNEERE - IBRERNREE &EE%%EEE%H%@%O

(D tEFeBRFEEERERNE - IRCRERBNSERHE « SRAEEHTELH -
TR B TS HEEAIERIEH - #5289 (MK EIEStorageGRID ) 7143 -
()  iEFTs e E AR S SRR R R o

&u%

BEATIEEEAIER o MUroota BB Sudof#fRHIRE ZEA
2. YT TS ~ GEEREE ¢ sudo storagegrid node stop node-name
3. EFAvimEpicoE X FHREEas « ARIEENRLAVENRLARRRHE o

ENELABREAERIE# R /etc/storagegrid/nodes/node-name. conf °
4. RHERARER O S ERRENHENEE -
A2 THEAPIREBRIT ©
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ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK ESL = 10.0.0.0/8, 172.19.0.0/16, 172.21.0.0/16
ADMIN NETWORK GATEWAY = 10.224.0.1

ADMIN NETWORK IP = 10.224.5.140

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK MTU = 1400

ADMIN NETWORK TARGET = ethl

ADMIN NETWORK TARGET TYPE = Interface
BLOCK_DEVICE VAR LOCAL = /dev/sda2

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK GATEWAY = 47.47.0.1

CLIENT NETWORK IP = 47.47.5.140

CLIENT NETWORK MASK = 255.255.248.0

CLIENT NETWORK MTU = 1400

CLIENT NETWORK TARGET = eth?2

CLIENT NETWORK TARGET TYPE = Interface

GRID NETWORK CONFIG = STATIC

GRID NETWORK GATEWAY = 192.168.0.1

GRID NETWORK IP = 192.168.5.140

GRID NETWORK MASK = 255.255.248.0

GRID NETWORK MTU = 1400

GRID NETWORK TARGET = ethO

GRID NETWORK TARGET TYPE = Interface

NODE TYPE = VM API Gateway

<strong>PORT REMAP = client/tcp/8082/443</strong>
<strong>PORT REMAP INBOUND = client/tcp/8082/443</strong>

. #5%8port_remap#port_remap_inboundI8B - LUIFEIRE IR EHHIFE o

PORT REMAP =
PORT REMAP INBOUND =

- HITTRY RS ~ BB CHENAEN R AAREREPTMMBYE E | sudo storagegrid node validate node-
name

TEHEE T — Z Al ~ SRR EIHERNES -

- MIT RIS S UEFRENEN R, - MAEEFEEHEIZIE | sudo storagegrid node start node-

name

. AR EZIEULadmin® 95 AR Passwords . txt IE2 .

. BRrERFE B S IEHERRED ©

a. 1R EMRES LB ARFSARRERYBE | sudo storagegrid-status

ARG S BENTERT ©

203



b. FEIFIARFARAEES M7 5 TE8E)
C. MERFIRREEME © Ctrl+C

10. EEEERNRERREEHRNERNRNFEHR LEEELELHR -

SR AR TR,

&) AT Grid Manageri {E B RERY 65 < Shel| = #T BRI AIAS B RS o
R EIETIIE

I EFESAESENRLRE « ENFZRARAN ERRE - FRERFBE S BBEMEE ©

MR TEENRRRETOM FEETIFEE

* MRILMRREETE T EBFDA] ) AVREEITA ~ SURAERE TPl - MAEZURBRIFRENENE
7Zx « StorageGRID Al FR#3FI I ENMEFREEN BV R X EF—Uh & L RIMER#FERS « WA THETE
ILM o SN RICABENTE UL & EFFAEEMEL LBEEER - EENMRBR AR AEEEEYM -

. ﬁ?Eﬁﬁ,‘&ﬁﬁju?’fﬁ%ﬁﬁﬁ%ﬁi%Faﬁ*%&%ﬁ%ﬁﬂiﬁﬁﬁ Wit ~ SBRfE LRI e R —)\E) ~ BEEREED

HERAZER

"&I2StorageGRID"

‘EEE
* "#tGrid ManagerZ # B & 48 & BT R, "
* "{tEn < ShellEFFAIL AL EIEL"

%t Grid ManagerZE At AIMS BRI R4
#£Grid ManagerZE # A AINS EARLERF ~ SEEHME reboot EEREM EHITARS ©

CRENESR
* B IRRVRIEE 28 E A Grid Manager ©
*© S ER R HEESIRTZEVER o
* M RBAERECE B o
1. S ERE o
2. EICE BB AEISENES o
3. EECTIIER5I1FH o
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DC3-53 (Storage Node)

Cwerview Hardware Metwork: Storage Objects ILM Events Tasks
Reboot
Reboot shuts down and restarts the node. Reboot

4. F—TEMERE -
BERNRE ST E SE T 1R

A Reboot Node DC3-53

Reboot shuts down and restarts a node, based on where the node is installed:

» Rebooting a VMware node reboots the virtual machine.
» Rebooting a Linux node reboots the container.
* Rebooting a StorageGRID Appliance node reboots the compute controller.

If vou are ready to reboot this node, enter the provisioning passphrase and click Ok

Provisioning Passphrase

@ MNREESHFE T SIREE « B EAIRTIREL « ERFEFEE - BE235Grid
ManagerRYE 4R & B Ry PR o

S. MABRICEBMEN « ARE—THE" -
6. ERFENBEMFH

ARF5 A) AR 22— Lo RF R A Ae Rt o
ENFE AR « TR EEAREHRERGET (BEMRMEE) - EFARBENRMREF - Bmg2ERR
IREF

ftan < Shel|E T FE A EIRE

MR EREEEEYIMETIT BRI 'Ji%f:?ﬂ?HRGrld Manager ~ &R LUE A HH&ER
2L« RBEE 2 Shell#H{TServer ManagerE#iFAi&% < o

CRENES
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* CWAZEYER Passwords. txt FEE :

ST
1. BAMERETER,
a. MIATYE< | ssh admin@grid node IP
b. B AFRFRFIMIZERE Passwords . txt HEE ¢
C. A THE L U Eroot © su -
d. BAPFIYIEIZES Passwords . txt fEZE ¢

B LlrootB AR« IRTEREE s E 4 o
2. Rt AILABE(ZIEARTS | service servermanager stop

FIERBRERANDER - BZZRCHRIULTER - RBAKKRZSFE150E « LB BERREARM « U
ZERAIER « ABRBIN T ERMRAMETRS o

3. ERFIAERERRE | reboot

4. ZHaSShell : exit

PRARAARNS RS
AT A ERRERY 65 < ShellBERAXEAR 6%,
CRENES

* [RAJEER Passwords.txt 2 .

BIRERLIIF
HUTULRERFZA) ~ SAEiBR FIIZEEHIA

* —RRME ~ EFRE—REARZENRL U5 3E i -
* BRIEXM iR AR EARES T ~ BRIFE/DE4E12 F AR RARAERRS
* FREREUAR BN ZRMUE « TR
° BARAVMwareBiRL & RARA i3s3 o
° RARALInuxENRL S RARARES o
° FARAStorageGRID —ERERIEARE R R S RARERIEHISE -
* MRETHTERARAGEEFERS « FFRTHEE !

° MRILMARAETE TEHEBA]) AVEIITA ~ SGRABEE [Ff) ~ MESAIRZEILRELEE
7Zx « StorageGRID A ZBFIIZANREMHFEEE BV (F iR X ER—uh & L BIMER#FER, « WHTHERET
fEILM o IR ZRAPAITE L & LHIMES SRR « ERLRR R ER A FIEE M

° @TEET%@EJLXE%#%%EE%I%E_IHH?HYFEE%# \ SATLRARAERRAZ AN ~ SR LETEIL & _ERREWIHA—)\
B o
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1. BALIEENR,
a. AL | ssh admin@grid node IP
b. & ATBFRSBZZEE Passwords. txt FEZ .
C. AT UIEroot ¢ su -
d. A FFFFIAZEES Passwords . txt FEZE -
BIELrootBE AR I RBREE s E 4 o
2. ZIEFRARRFS @ service servermanager stop
IRFSRI R Z EE 15718 « (KoM BHRIRE A RS « UUESIZRMIZT
3. EH#p<$Shell : exit
Rt 12 ~ Re] LARARAARMSENE, o
BRI E R

MERAZER
"&EIEStorageGRID"

BRI EHEIR
ERARAEKEIRZ AT » SBIFIEZ 1 EFR A AR ERL_ERYARTS o

1. B AIRENRS

a. BATH&S | ssh admin@grid node IP
b. & AFFFFIMIZEE Passwords . txt HEEE

C. A THas L U Eroot © su -

d. BAPFIFIRIZERS Passwords . txt fEE ¢

B UrootE AR « IEREREE s E 4 o
2. (ZILEABE EMITHIFRBARTS | service servermanager stop
IRFEEASRZ R E15771E « Kol BBCRHEEARMN - USEIERMEER

3. $t¥ % FAVEERRLEE P IR1F2 o

4. MNREHLinuxEH -
a FATRIEERR -
b. {Z1LEZY ¢ storagegrid node stop
C. RAPAEIIERERL -
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o. MNRERLETEVMware[EHI S EHIT « NEERAREHNR LT  FE LRSS ¢ shutdown -h

now

HITUL T BREY ~ EiRiE R A service servermanager stop A% °

@ G317 28 shutdown -h now EfEMEEME ERITH SR « ML ASHREIERKE
BIR ~ A AEEATRRENENRS o

HICERAEE - Ibar< SRAIESIEE « ERARENIHEMER - KUBETH T—F °

6. MRECERMFARRAEENRNE
AR SG1003SG1000/RFE FEFAIEE
.. FAFEREIR
i. EEEEEIJRELEDERIE
BN SG6000FEAEE
. ERFRFIEG RS EMA B IREERFLEDRIR o

ERZRIRINNER R AR « ILLEDE =HE - A AFRFILLEDIERIR ~ 7 SERAPAEIR o

i. BEIRAEMEIR - AREFEEERLEDERIR -
TR SG5700FE A E
. B ATEITE S EAAR G IRENEAR FLEDRIR] -

ERERIRIEVE R AR « IELEDE =L - L AFFULLEDIERIR « 7 SERARAEIR o

i. FAPAEMEIR « LEFHALEDN t RN EEFLE o

7. ZH&4%Shell : exit

)

FERAE R
"SG100 1% ; SG1000ARFEFEFEEE

"SG6000fETF=ZHE"

"SG5700f#1FRHE"

38 PR B BB AR FRBYFR B BAS

WJQD MREERBERAC « AIEEERARAE{EStorageGRID FEEINFE o BLLEP IR
HIEZENITE B BRI BB BV S FEBEER o

ECRIR UL & SRR RRIFT A RIRGE « EEFERRRE « REAFEUERRRM -
15 LE AR TS50 B P ARAR B EL

£ f&RARAStorageGRID E{EVMware 245 2 Al ~ BT E LB EARER_ EMITHFIE
BRFS ~ AR RIBAFRA VMwareE #1423 ~ Docker ContainerflIStorageGRID VMwaref& FBT2
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware « IMonitor Installation Advanced ~

Home

A\ This node is in maintenance moda. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Contraller to reboot the controller.

This Node
MNode type Storage =

Node name hrmny2-1-254-sn

Primary Admin Node connection

Enable Admin Nods
discovery

Primary Admin Node IP 172.16.0.62

Connection state Connection to 172.16.0.62 ready.

Installation

Current state Maintenance mode. Reboot the node
to resume normal operation.

| |
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware ~ Monitor Installation Advanced ~

Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
Node type Storage A
Node name hrmny2-1-254-sn
{
(T:Ione target node connection \\

Clone target nede IP

Connection state

.

0.0.0.0

MNa connection information available.

L

Installation

Current state

Waiting for configuration and
validation of clons target.

Disable Cloning

3. it Clone BRENRIP* « MIAISIK4GHERE BAREIRSAVE AIPAIAL ~ B RERHERMEEA « FAREER
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NetApp® StorageGRID® Appliance Installer He

Home Configure Networking « Caonfigure Hardware « IMonitor Installation Advanced «
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation,
go to Advanced > Reboot Controller to reboot the controller.

) The cloning process is ready to be started. Select Start Cloning when you are ready. To terminate cloning before it completes and retum this node to service,
trigger a reboot.

This Node
MNode type Storage ¥

Node name hrmny2-1-254-sn
[ ]
L !

Clone target node connection

Clone target node [P 10.224.1.253

Connection state Connection to 10.224.1.253 ready.

| |
Instaliation

Current state Ready to start cloning all data from
this node to the clone target node
using the Admin Network connection.
£\ Attention: the Admin Network
typically has less bandwidth than the
Grid or Client Networks. Use the Grid
or Client IP of the target node far
faster cloning.

Start Cloning

" Disable Cloning |
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NetApp® StorageGRID® Appliance Installer

Help
Home Configure Networking = Configure Hardware = IMonitor Installation Advanced -
Manitor Cloning
1. Establish cione peering relationship Complete
2. Clone another node from this node Running
Step Progress Status
Send data to clone target node Sending data, 0% complets, 8.99 GB transferred
3. Activate cloned node and leave this one offline Pending
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