A

MR

StorageGRID

NetApp
October 03, 2025

This PDF was generated from https://docs.netapp.com/zh-tw/storagegrid-115/expand/guidelines-for-
adding-object-capacity.html on October 03, 2025. Always check docs.netapp.com for the latest.



Sk

Mk 1
BT 1
#32StorageGRID IhAE#ES 1
HEEEBER 13
BERiEFEE 19
MR TE AR & IS 2 (AT B G 20
NS R IR AL A SIG LS 28
R EHEFTStorageGRID BIIHBESR AR R4 42
ST ZIRAE 52
HERFIRAE 53
N4BRR M £ StorageGRID 53
{&18#2F StorageGRID 55
AN EERE R 63
B 2R AT Tis & ThiE 160
BUHZERRF 162
HERRAECETZ T 212
FHREREP TR 235
AN ERRLIER 243

FEFRREERESR 266



LA

T =353

TRITTHENE
BB ATE StorageGRID P ABELHIER TR —E VAR BHIR,

* "}38StorageGRID IAEHET"

* EEERETR

* "RHEFHIR &I EREEN R

* RAERERSGTIE EIRA L S S EME L E"

* "REEITStorageGRID HITHAEIR KA R AR
* BRI IR AE"

#RZ|StorageGRID IAEIETE

WRILAHRSE StorageGRID RELUBMFEFA E « MIEPEENAE « MG HENHINEE -
B E o MREMIGAVEAEE « BREMUE  BURRIRFERIREA ©

IR R

 HER A R

B LT R E R

A"

RS
BIRENEEFEEEE M « S4B NIStorageGRID BHBEERFNHEERE o

EERN#ERE - CURTEEERFEFENNME « AREMBLENEMESE - A - MREB/AIES
Bk B REEFEMGERESR - FIeR 2R NESRALSHHERE

* HIBYIF R ERVER]

* HEERYGNEERE"

RIS R E

B TEHREEENNEEFR

MM S ENER

{EETLStorage GRID I AT RIL BT M I IR A8 ~ SRR IHZBRTIA A -
DURTEEHMIHERE - CAXANTARAEHENER (LM) RAZRIS LI
HEEE -



LR R E RV ZER]
TR EFHRE S ERARFHRZAT « 557tiR T Z2ERRIRE
* SRR EBRIRILMRR]  LUREFMMEHEFHIREN MU EMERE « LUISINER SEHSRARBY T BT
= - FF2REAENER B EEREEYFET
© BEZEEMLHAFHIRERIEMAKNPEEHN S E - AWM PESHHERFEVolume 0L °
* SEFRAHFHMES ISR 16ERFHIEE - IRCHREMLEE « QBRI HFEHES o

* CRILIESESGE060E A K E G — M EHETTIE - SERTIEEIILE 16[ERFFHIRE - KEMETETT
HEZ % ~ SG6060#BH A2 IR 48(EIHTFHARE ©

© RS R BT E A AR o
* CEREE N MBI -
* EESHERTAGTHR « BRI SR EIT N S  08 -

REMBEFHIREIRE L BRITPLERFHRMUTSILMERRZ % « SBSRRIEHNRHEFHRERIETIRE

s EERIETIEIIE ESGA060EZEMAKEE « :52ESG6000E A B Lt BMEE:RAA o

"SGB000fETF=R "
* BRI  FIRBIE TR AR RS EHEFEE

A AT L S T R

g ARV ZER)
ERMEFIRIME SR AL E ZA) « AT T5IZERI B R
* B ERE BRINILMRA ~ DURENMERFEFESMIVAEMNEERE « LUEINER EHSRRBE R BHEFE
fH o
* BE—ERREFD - FEMEEE10ER#EFERS o
* BRI U E—EREFPREFHRIMEEZELS o
* BRI E— R RE R RIS T AR E AR R RV ER RS o

* ERGBEEEFZA - BUASERTEERBETITHFMEBERMEEFRIOETM - A2 RMIEHEEER
BRI EERMER TR -

* MREFEAN TR ZAH 2 RBRMEFER « AN EEE-BUHEEMREF PEUHEZEBEE10@RH#7F
B o

#fFENES L RYADCARFS 2RI

REFETER  CURRERTEESEMNMEFHR_LMASEMEIESIZE (ADC) ARFS - ADCARFS BN
BIRFBFRUEMNAIRE -

* BESZEAMEREEN S RERREELEZER R ERIADCIRTSE  StorageGRID

() itiEmeEEn BB A RADCI RS -


https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html

* BELEEDMKER —E#FERE SADCHRE

© RIS ADCIRSHY S SETEE - BAASMADCHRE FIA & E A B8 RICVEH B s
118 o

* B @RI EAADCRRTSE « NG ABIB4SEHFER - BHEEN16EILS - BEIL5H =IHADCHRFS

* —RRME « BEAMERIEN M ADCARFS ) RER « R 88 - EEMHRKIRAS—E®2=ADC
ARFERVETZERRERT « A Z " © AR MNRFIGRWADCARF KL ~ SR BIEBUHBEFHFEIRS « EILrIfEfR
ERRERIEZAT ~ FBYADCHARFSFIA o

* BREZE ~ AR ZADCIRFS IS EEE, ©
HERAE
“ERILME IR 4"
"SG6000#ETF R HE"
"R R & TG E AT AR
4R
"HITHER"
SEEYHNRESE

MREHEVENEMGBREE (ILM) RAISIEIUYFERERA] ~ LNBEEEM
B2 DEfFs U RFERE N R E

NG H A ATE R GEOIARAIES | © SEMERIIERAEANILMIRA o INRILMARAIE T WAL LSS -
ERBEM RPN SEIL BN HERE - MERN « NRCA—ELEQMRTILMRE - E5EkE
N — (B RIS SR ESEL S  WEMERNEREEE o

BENWEEE B « MRZEAET AL G ZEERFESEMNER NN TE o Fit « 7EIHEF P « LRZRER
HENREFHMMEESERLS « WEESEESIERIMNIFFERE -

MREABEMIILMERER - EFESREFFERBFERRGREETRUENRE - NEEERHEE
MIHIERVRA] « AICERERPT R R FEEN IR S AL - EEEREH -

AR ERREAENTRRE - BREBERETIRENHESE - UkAIREEZEEINIGHEFEZER o ErIUE
FAGrid ManagerRESAZ i EEFE D E » BT EEEEBF#EStorageGRID FYEREAFR#M ©

HEBTTHRIRER « AR E ERBENRTREMEAERETEREL R o

HERAE

"ERILME Y

"BEIELIE  RRERAR

HEIS SRR A R

MREHILMIR R B & REHERRIBEARRA] « S ERBIFNIGHFRENUE - UK


https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/ilm/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html

HiBRFRAENERE o SENREEFEENMENER - JEER 8RR ARERE

REEFRTNE—D B REILMRB FE I SHRFEE AR o BHCILINAE R B S EHRRE
I_k+m_RE& ~ WS E R RFFERENFEESHL - RIS RRFREREE DA _krm_#FHRZERES
AFTBYSHERMRES B KL o StorageGRIDNRIHER RIS E IR Hiuh SEKIRE « LA BRREEFREMEESEN

o o

CREMEEAAHMENBUAN TR RIRA MANTRIZE -

MBS R EN—RER

MRERERZFHASE - ERARFHRNBTEEZT0%E « LRI AT SEL S HIEmEREFERS o
BIE—AREZRHHE A S ERMNEIRERISR (Hih B R RENER « REEZNHRGEESRSENGER -

AEFERABRRERULEZNAR - A2ALHESRE BRGNS  SFRET— - IFEHHEHEIRE
{ERV BT ~ SRR EHINetAppE A o

StEENE AR HRRBY NIRRT R FHRNEE
LAERECRAFFHREBDNRELSN « CXAZEFZRE -

* (ERFBHRRIS S 5

* ARESGEBNHEEERNEE - ESELSIEREE - UWkESEHHNITRE[E

* BRGAEREMAR (RAASERFFHRRNTBEHEEEMEHNERERTEER)
* ILMRRIBYEETIMEE ~ FISNILMIRRI R B ERSE S RN ARS8+

THSEA RN ERRARE SRS A R E « REFERNPHESRE - Uk ESEHM LNITRAER[E -
BUHZE0EREILMERRNE « 2RISR FEFERSMERRBIER « LURMRTENMERE

KERE B RBGEF D E NG EStorageGRID EERKNREBHME - MREEEIMGESR
@ HERRAE ~ AIREREMITECEM TEIZR « UASHAFHMLEEREIENIG

"B RRIEENNE EFR"

A1 FEFTEA2HIHRRER E— UL S %
REHERAFINHEREER S = ERFFEIRBIEE R -

@ KEHUEER=EREFEIRS - UREER - FiB « FEBRER = EHFER | BRAOENFE
MR EEARD_k+m_+ MERFEHRIRETHRE - ESNAMPRERERR (2+1+1) o

R T5IEE :

* FREBERIIER2+1IHSRIRIS S REE - A2+ 1ERRB SRR - SEMHHEREAZERER - BER
RS REFETRRFFHRL

* BE—ELaA ZERFEFHNR - BEREFHMINEEER100TB -



* AR EEBEIE 100 TBRAETFEIRLIRIET ©
* BRABEEMENRNZMTELHRRHEIIER -

TCRAIUIRER TR REFHRNTERE « BESEEE -
* *BIRAEFRE100%mFF ~ 5HHTIE =1E100 TBI#FEIRE

FEUtEEHT ~ IHAREM100% - HIVRBRARE « BRI RIS = [E8Es - 7 Sel@E T2+ 13HRR
%o

RFRSTAE ~ BV LUIEERARIEE « PRE R RE G M ETTMER L o

- Before expansion - ——— After adding 3 nodes

3 nodes are 100% full 3 new nodes can be used for 2+1 EC
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- Before expansion A — After adding 1 node —

3 nodes are 33% full All nodes can be used for 2+1 EC
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3 nodes are 100% full
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3 nodes are 100% full 3 new nodes can be used for 2+1 EC
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— After EC rebalance

- Before expansion - ——— After adding 2 nodes

3 nodes are 100% full 2 new nodes cannot be used for EC 3 nodes are 60% full, EC can continue
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Disk Devices

:" Name - World Wide Name /O Load Read Rate Write Rate
croot{8-1.sdal) MiA 0.03% B9 | 0 bytes/s B 4 KB/s x|
cvloc(8:2 sda2) [ | Nia 0.37% B | 0 bytesis B | 29 KBfs o2
sdc{8:16,5db) MiA 0.00% B9 0 bytes/s I 0 bytes/s B
sdd(8:32.5dc) MiA 0.00% B | 0 bytesls B 183 bytes/s 5 |

sde(8:48 sdd) MiA 0.00% g 0 bytes/s g | 12 bytes/s 5
Volumes
Mount Point ' ﬂevic& . Status Size Available Write Cache Status
i | croot | | Ontine 10.50 GB 346 GB M Unknown =
fvarflocal cvloc Online 95 59 GB 94 99 GB Unknown i |
fvarflocal/rangedbi0 sdc Online 5£3.66 GB 5357 GB Y Enabled 5
fvarflocal/rangedb/ sdd Online 53.66 GB 53.57 GB F5 Enabled B
fvarflocalfrangedb/2 sde Online 5366 GB 53.57 GB | Enabled 2z |
Object Stores
D Size Available Object Data Object Data (%) Health
0000 h3.66 GB 48.21 GB B | 976.25 KB B 000% Mo Ermrors
0001 53.66 GB 53.57 GB 9 | 0 bytes | 0.00% Mo Errors
oooz2 53.66 GB 53.57 GB g | 0 bytes | 0.00% Mo Errors

3. KERTFARET « ARG SRR ENR o
° "VMware : i fFHARR & TS E AR
° "Linux : i EEMTINSSANMEERE g = (H1FEhRs"

VMware : RH#ETFHARR & RIS EAF EIRS

MRFHEEFEEE S DIMERFHIREE « SR LUERVMware vSphere K HTIG 4R & ~ 32
IEIEMERE o
CEENEM

* IEBRESENIS 24 StorageGRID VMware 2R i 2 VMwaref#iR 75 ZZHIEREA o

s RABYER Passwords. txt 1B ©

* B AEARENFIVER o

@ Ei’xﬁ%ﬂ?&  BRIEFEMIETEF RN ERFRER « B E SRR TFHIREME EHEH
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RAREETE
ECIMEREHIEER  GENMEEREAGH - CE—RE—REFEMM LRITIRER - UWBEEEmn A
P iR A& AR o
&u%
1. MBRE - ALEENMNREERET I VMware BRI ZERHE o
2. B—RZEFEIILEEEEER  UARESRE WtERE) -
a. FAERVMware vSphere Client ©

b. #REEEEHRK 2SR E LUTIE — S {EERIMTEEER o

TEHEIR R A E K2R (VMDK) o VMDKE A E B 2N EIE « MRDMBAI A FERBRAMGR (
FIANIKHL100 MB) B TEE IR MHEERAE - MFHAFEIRATIE £ EHRE2R0FHEE A « F2BVMware
vSphereX {4 °

3. fEAVMware vSphere Client Y *EHAEIR B (EX£ R 8E1E ~ EEHREEIASSH TEMSERPEIA T5 8
<~ EFERENEEESS | sudo reboot

() e R S ER R E A S o
4. REFBEERERNMREESRE
a. BAMINEENES -
i. A< | ssh admin@grid node IP
ii. B AFRFRYIBEEE Passwords . txt FEZEE ¢
iii. @A RS U ZEr oot @ su -
V. 8 AFFFTSIZES Passwords. txt MR | BREMUrootBAR B MEREF s E 4 ©

b. REMMEFHIRE
sudo add rangedbs.rb
IS LIS S AMHEFRRE « TR TETHRIUE -

a. BA* y BUERHIE -

b. NREAHIRE LA ERIE  FRERTEEMRIE o
" WAy EHRRIE o
* A nBEBEMEIUE - FEFHIREERIE -

C. BERMARE « WA yFILREFARTS o

#EFRFFGIFLLE LUK setup_rangedbs. sh 5B EBEHIT - EMERE ZEHIFAFrangedbsZ
% IR ENRE o

S. IBBEIRF =S EFERE)

ez

a. 1R ERRkES EFAA IRTSHUAAREREE !
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sudo storagegrid-status
RES BEER ©

a. RFEFARBEENTHRERERL
b. #EFRIREEME :

3NN

Ctrl+C

6. FERHFHEME LR ¢
a. [FRA%ZENEIELFE AGrid Manager ©
b. A Z B> T A*> AR o
C. BHE Nihs >*REFHEIR_>* LAR>#EERE o
d. EECAERS RS IIRE - ABRENIERIIEHK -
e. MNREFREE-FIE TR EERERAMEENRER « FHERCR L -
f B—TEREE" -

. EEEEWNMGERE !
a. FEE AR>S UL > RETFENRL_ > MRETERE
b. T ¥HEH& RAEPIERFAAE RS

ER

TIRTE TR REHRNIER S ERFEEMGEN

HEREE
"ZEEVMware"
Linux : i&B1ZMIINSSANRLRE & FT1E = E7F 6,

NRFEEHRE T OMMM6ERFEHERE « o] LENEBIRGFHERME  BLinuxEREIELE
[ETZERME AR E RS T S BT S StorageGRID A 77 ENESMOERTARASAY « FAilt
HINEE o
TBENESR

* RN JEENIS ZEEStorageGRID EAMLinuxFEHIZIBEH ©

s RWABIER Passwords. txt IEE ¢

* BB S ERNFEER o

@ g’;f’x%%ﬂ%&  BREEFFHEMBERERERERATIRER « A7 REFHIREEINE 2FEEF

)

BAFEIETE
B RFIRER « REFHMAEEREEER - CE—XE—AREHR ERTIIER - WBREZEERA
P im B AR AR ©
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1. REIRAVETZHERE ©

INTHMAE  F2EERMRE R AT

2. BUPRBARNE IR TFHIRE o

° EIRHBVHERE IR E 2 EMRAIDIZERISHER « SEHZREFMRES _ EECERAISAN LUN ~ I 8 5FLinux
FHEFE -

° EARRAFEFHNN LRTFHIREAERNER RS

© MBEEMStorageGRID MM EIBEHHH) THAE » SHHARISBRETAEMLINER « BRI
(AP ENEEEO B - IBESEH - H2BLinux StorageGRID T & MZRLEH -

3. Kroot& T A A Sudot¥fRAVIR A B A IR ETFEIREAILInUXEH ©
4. FESDHA TR E R ELinux % EFE o

ERIBEAERTIRHEERE -
S. MIT e < ~ BRHERRHTFER
sudo storagegrid node stop <node-name>

6. fEMvimEpicoF X FHREESS « MRERMFERIERAERIER « AJ7ERHE

/etc/storagegrid/nodes/<node-name>.conf ©

7 SRHERAERER S RAEYHRTFEREEHENER -

7E%6/5/% » BLOCK DEVICE RANGEDB 00 £ BLOCK DEVICE RANGEDB 03 @RBGHIH#EFEIRIEE
HHFE o

NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local

BLOCK DEVICE RANGEDB 00 = /dev/mapper/sgws-snl-rangedb-0
BLOCK_DEVICE RANGEDB 01 /dev/mapper/sgws-snl-rangedb-1
BLOCK_DEVICE RANGEDB 02 /dev/mapper/sgws-snl-rangedb-2
BLOCK DEVICE RANGEDB 03 = /dev/mapper/sgws-snl-rangedb-3
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.1.0.1

8. MMEHMENEAIREFHMINE 2 BRAEFHFEENYGHRTRIREERE o
AWM T —EBRAIA BLOCK _DEVICE RANGEDB nn © @B7]H F&EZE o

° iR4E _LIMEH) - 51RI% BLOCK DEVICE RANGEDB 04 ©
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° FELATEAIF « EIRGHTIE T ERTA @ RAFHERE | BLOCK_DEVICE_RANGEDB 04 &
BLOCK DEVICE RANGEDB 07 °

NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK_DEVICE_RANGEDB_OO
BLOCK_ DEVICE RANGEDB 01
BLOCK DEVICE RANGEDB 02
BLOCK DEVICE RANGEDB 03 /dev/mapper/sgws-snl-rangedb-3
<strong>BLOCK DEVICE RANGEDB 04 = /dev/mapper/sgws-snl-rangedb-
4</strong>

<strong>BLOCK DEVICE RANGEDB 05 = /dev/mapper/sgws-snl-rangedb-
5</strong>
<strong>BLOCK_DEVICE RANGEDB_ 06
6</strong>
<strong>BLOCK DEVICE RANGEDB 07
7</strong>

GRID NETWORK TARGET = bond0.1001
ADMIN NETWORK TARGET = bond0.1002
CLIENT NETWORK TARGET = bond0.1003
GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

/dev/mapper/sgws—-snl-rangedb-0

/dev/mapper/sgws-snl-rangedb-1

/dev/mapper/sgws-snl-rangedb-2

/dev/mapper/sgws—-snl-rangedb-

/dev/mapper/sgws—-snl-rangedb-

0. YT TFEr< ~ LSRR S EHATF ENBL BN L AR ARAR PR RO Z 88
sudo storagegrid node validate <node-name>
TERET P ZA BRI AIERHES o
NREEIRFBOUTFIEER « RnEIRERE EEEH HEFIEANEIEE <node-name>

A <PURPOSE> 4A7EM <path-name> ELinUXiERRGH « BZAERBEXNEIRE
ERNHERE (NEBRREERFERNGEREE) -

(:) Checking configuration file for node <node-name>..
ERROR: BLOCK DEVICE <PURPOSE> = <path-name>
<path-name> is not a valid block device

AT S AR ZIEMERY <path-name> ©

10. HITTF< ~ UM EREEHREERRBENE,

sudo storagegrid node start <node-name>

M. ERFFRFINZIBULadminE D& A #1782 Passwords . txt HEE ©

26



12. ERBESEREE
a. 1R AR _ PR IRFEBIIARES

o=

B8 ! + sudo storagegrid-status
ARREE BENERT o

b. FEFIFARBHMENTHERE R
C. AERAKNRGERM -

Ctrl+cC
13. RERFEHRERNHETRE
a. REMPEFHIRE :
sudo add_rangedbs.rb
LSS ESHRAAMNRFERRTE « WRREETREIE

a. WA yIRIVICRFHEERE -

b. MNREAHIFE A ERIE  FRERTEEMRIUE o
" BAY yEHRRRE o
* A nBEBEMEIUE - FEFHIREERIE -

C. ERMAMEE « WA yEILRHEEFRE o

HEFRFHFGIFLLE LUK setup_rangedbs. sh 5B EBEHIT - EMERE ZHIF A FrangedbsZ
% IR ENRE o

14. ERBGESERRE)
a. 1R AR _ LR A ARFSAVIRRE

SEoo .
SHE .

cai

sudo storagegrid-status
AREEE BENEH ©

a. FEFEFARBEENTHERE AL
b. AEFRIREEME :

Ctrl+C

15. EREFERE LR -
a. {FRA%ZENEZIELFE AGrid Manager ©
b. JEE T B> T A*>* AR o
C. BYE Niks >*EFEIR_>* LAR™>EEFERME o
d. EECAER RS IIRE - ABRENTERIIRHK -
e. MNREFREE-FTE TH R BERERAMBENREALR  FFECE L o
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L p— T ERgE -

16. BEEENNMHERE :
a. BHEEIR > I A > HIFER > R o
b. FE M B RAS PRI o

R
CIRERIUERRFHNBERT R ERFEEMHER -

HERAE
"Z#ERed Hat Enterprise Linux@{CentOS"

'"ZHEUbuntusDEBIAN"

BN BN AT IE EIRA UL S BT IA B

GRS R ORATIE B RAE A SATRISE © ERARIR T MR

CRENES
* B AR root S AEE IR - MFBFAEN « A2 RERAEERERAEIRP MEHEER R MFEEVEREN
* ERTPRFARARMRME VAR LS BT -
* (ERISCAIBVRTE ~ FHAR © INIREERIZF AR ASTRY ©

@ ER—EHRT « Ak~ BRIEAFEICHZEERF EEETR « S EEREHET - 798
WHELE ~ R FEUHEEREFURGRTR -

1. "IFIEE#Grid Network By F43E&"
2. "I EFRAVAAS B "
3. "HITIER"

IETEE#1Grid Network ) F 4858
B IREIET P AR ST IL B ~ A SR E B ATEHTIE A R E A8 48RS o

Ibisfi Pl AR EES (eth0) ERMTEASRENREZ MIEI TRV T 4R 8  StorageGRIDIEEIRR
1&EStorageGRID R R ARFRTELE & AL Grid NetworkBY F48E& ~ LAKIEBGrid NetworkFEBFEXHINTP ~ DNS
~ LDAPEY E A4 MR R AR 28 Fir 52 FR RO fr] 748K o

TEBENESR
* RN BFER TRV EIE 2SS A Grid Manager ©

* TN BREHEENIRTZEER o
* BN EREERECEERENS o
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* CZAERCIDRERTARER E 25 E BY FAEER (U o

B ERIIE
NRCAITRVRITE B RIEMIE FARE « BRI BAERIGIRTEIZF Z RIS Grid F4EE, -

1. SR> B> B o

Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Network (eth() for each
site in your StorageGRID system as well a5 any subnets for NTP, DNS, LDAP, or other external servers accessed through the Gnd
Network gateway.

Subnets

Subnet 1 10.96.104.0/22 ==

Passphrase

Pravisioning
Passphrase

2. TFPEBEED « —TME « LICIDREBTIEHIE F4HER o
g0 ~ &iA10.966.104.0/22 o
3. MAE R EBRAREE « SA%—T* lSave*] o

THEE R FHR S BENRE A StorageGRID BARETHEERL -

ERERHIAANR AR

FERFTHEPEFEREMFAI DR « BB —RLKEREPTAND RER - SR ZERR
BRTRAERENRS « A RERITIRSE -

[BRAISET « (CENENESMAEERSIRANENEEEE! o eI LUFTEVMwaresi2h « Linux ContainerB! &5 24 T FE
FREEEENE, -

VMware : ZPEAGIEEIRE
1R ZBTEVMware vSphere i A EF1E ZHE 7T I EEVMware BT 2420 B E LSS ©

1. RS ERRE B B AR R IR 2R Wi HIEARE —StorageGRID & A HHEER o

EPEENRLET  MAILUEIEEMHEARERR « SUEMCPUIECIRRAERE °

"f¥StorageGRID EiELERE 4 E HE 4 2R"
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2. BRETEFIAMEIVMwarefift 2% « BREIU T HERBITIRRRERF ©

BT

Linux : ZpE & ENE,

A ATERBILinux EEBIRA BILInux =4 _EERE MR ENRS o INREFZERIMILinuxE 1K RZ 1% StorageGRID
CERME E R 2 STBEIREAICPU ~ RAMAIREF R « SBHRIRIEE —RZE TN ERHURERELEE

7o

AR ~ SR LURIR R HAR S B BRI E 5 TR BB B IR TEEARS o

CRENEM
* T %% StorageGRID EAREHILINUXIRARIES « L EIGBIEIREGFERX o
* MR TEERA T EERERMAVAARENR « IR TEEHIIRA THARBHHICPU - RAMAIHEEFRE -

IR EfhERRS o

* BAESERBEREEERE - A0 - EFEZEE-—BRIW LEEFARERNR o

@ FIEFERED A7V E—BRNERIH ERNITSERFEHNR - ERASERFEHRAY
HEEH - AIRHIRREASIERESE

* YNER StorageGRID ItEEIELEFENetApp AFF TR A MISIKEVETER MG At FE&FabricPool I REX

B ERA - {=AFabricPool E34)4 & BLIEHC 55 B BV RE & A9 93 8 StorageGRID IHAE ~ Rl RS C AR S HEAEFN 4
EEZE -

@ H)/nME B FabricPool #&/%1 StorageGRID {E{A£3i%H StorageGRID Zs S ERAVERIDE ©
4 StorageGRID Bl /B8R StorageGRID EMHE ~ Al NSRS HHRM(FELERE -

1.

2
3
4
5

WMRTEFIL T « 552 BE0E StorageGRID HIZARYZEEERAA o

- BEIEBNER  ARRBEMEEIETET

- AEE MEAAARSEZR N ERE StorageGRID ItEINAEMVARRE « FEE R EBARIREBAAIIET ©

. MNREERGEEEFNE ERAILInuxER ~ 5EkENStorageGRID  TZ#RARTE) ©

- MNREEREHEFIEEIRALinuxE « 5EAStorageGRID IEIRFFHICLIEREIFIENR, & sudo

storagegrid node start [<node name\>]

FERL TR
EEFMAMBERERIZ % « BN 3ITHIES

HERAE R

"Z4ERed Hat Enterprise Linuxz{CentOS"

||§

£ UbuntugDEBIAN"

"HATHRETE"
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& BRERTRE - FMEIIFEEEEMRS

= E7EStorageGRID FEFREEERL EZEILTHEE « 55 StorageGRID EmfEMiA (BARXZERR (H4E
) TERERBRET « BERERFEHREUE—RFEHRMNTIVEE - MEBERFERAREEN S UE BN
IFEE BRI IVEN - TARAEREEFAILUERZEGrid Network ~ EIZEREAN A A IREE
CRENEM

* RBERETHIRIEIED « I BEZREERVER « WERRBER

* [GE A StorageGRID NetAppfEREE L KIZN R THEAEE R REGERNATNFIE REFR T

REEAREEPIEEIERESStorageGRID XEH#EEE (MEREGMIPANL) FrRpPER « LURBRAEIREINZE -
SERAIDRAM BN EERERIRNERDHE o

* 5|7 (IP4EAE) EEStorageGRID _ERIFAE Grid Network F48ER ~ HEE T EEIEEEEAIGrd Network
Subnet List (4EMEAERRFAIREBEE) PESE ©

* BHMEREE LW (ERTERER) IREEEH (R4%) EBEik4ERTStorageGRID StorageGRID ° (¥
RERATIERT « L4 BA4KStorageGRID (The) ( (The) ) FEREBEREEZREFE )

MFERAIET A2 IR E LA AR o
° "SG100 #% ; SG1000fRFFERLEE"
° "SG5600fETFRE"
° "SG5700fEFER A"
° "SG6000fETFRE"
* AR EC N EREEZIENAERIESS -

. gfﬂﬁa‘-‘é‘})ﬁ%ﬁﬁ%ﬁﬁ%EE%E%‘J%&E’\JEEP—@IP&M o {GRI A IPAE R FME I AN StorageGRID BYFFREAE

RAREIETIE
7£StorageGRID FEFEEE IR, F ZE4EBT2HE T5IMSER ©

* EEILUSEERESS E R EIRERARYIPAIE UK B EENREAI R HE o
* TR LARtA %A ~ TR B ERE BB R EHRER 5T o
5

ERTREBZETIER « KEGE(F - SEEBELREK « 55E AGrid Manager * #Z/EFTAMEREIRS - T5T
FXStorageGRID &2 ©

@ MREREE—RPEZERAEEER - IUAFRARZEEZFBHE configure-sga.py
FERREZIIESHS -

1. FHEVRIEESR - REMARAREEFITHIRNEP—EIPALL o

https://Controller IP:8443

EMTHIR TtheREBE %% StorageGRID 121 BE °
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

BRIAREEETE% lnstallation is in progress » | ~ diE&R TMonitor Installation (Bf¥EZ4E) | HE ©

7 MREHNBERESZEEREENR  FHUSERBEEE®R LHPHE -

@ MREREZ-—RAEZERBEEMEFEHR - JUEMconfigure-sga.py[EREELEIE TN
REELERER o

8 MREHREFHFI GRB[LE HE  ANERIIE—T IGRBRE) -

MERaRZk) ERSETRREEE -
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Maonitor Installation

1. Configure slorage Running

Step Progress Status

Cisar exisingconfigurtion I s

Configure volumes '|' i _ﬁ % Creating volume StorageGRID-obi-00

Configure host settings Fending

2 Install OS Pending

3 Install StorageGRID Pending
Pending

4 Finalize installation
BB G5 B ETETHIE - ABAREIIRTENINTTHRAILIE

C) gﬁgﬁﬂﬁﬁxgi%ﬂﬁ%m§%¢%&%lﬁo@%@EEE%%ﬁE%\%K%E
WMHITHE R TR SRR EIRRRSIN TEERO) ARRE o

9. 1BRBIRTRE L REPEERAVERE o
° 1o REMARE"
TEUEPEER R ~ FEE T EHA—ERERF :

* HRNREERE  REREASEREMFEGS  BREMEAER - ELSANtricity ALK
TEHRE ~ IR E EHERTE ©
" BRNRBEAEE « KEEAGETIERI S PRHIREBIRMEMIRA AR « TRETHRE °
° 2 o REAFERM
TEULREER ~ RER A TRERIFERMIRRENEStorageGRID ERREEHUMER -

10. BT L EEE « HEITEAAEHTEAR IR REEMAGrid Manageriz/EHiR: o

i

() #EnOmIERPII RS BEMDEEITE0E « BATRGrd ManagerHUfHAZ: o
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Home Con"igure Net‘-.a-‘orking - Config ure Hardware - MMonitor Installation Advanced -
Monitor Installation
1. Configure storage Complete
2_Install OS Complete

3. Install StorageGRID Running

4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy
[2017-07-31T22:09:12.3625661 INFO —-
ontainer data

[Z2O17-07-31T2Z:
[Z2O17-07-31T2Z:
[Z2017-07-31TZ2Z:

[INSG] NOTICE: seeding ~var~local with c
09:
09:
09:

12.
12.
12.

3662051
3696331
5115331

INFO
INFO
INFO

[INSG]
[INSG]
[INSG]

Fixing permissions

Enabling syslog

Stopping system logging: syslog-n

[2017-07-31T22:09:12.5700961 INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601

of node configuration

[Z2017-07-31T2Z2:09:12.5813631

[2017-07-31T22:09:12.5850661

[Z2017-07-31T2Z2:09:12 .5883141

[Z2017-07-31T22Z2:09:12.5918511
-07-31T22:09:12.5948861
-07-31TZ2:09:12.5983601
-07-31T22:09:12.6013241
-07-31T22:09:12 .6047591]
-07-31T22:09:12 .6078001]
-07-31T2Z: .6103851
-07-31T22: .6145971

-07-31T2Z: 12.6182821

INFO [INSG] Beginning negotiation for downloa
INFO
INFO
INFO
INFO
INFOD
INFO
INFO
INFO
INFO
INFOD
INFO
INFO

[IN3G]
[INSG]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG] Please approve this node on the A

09:
min Mode GMI to proceed...
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Grid Expansion

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

st REHVE
Grid Network MAC Address It  Name it Type i

| 00:50:56:67-68:1a DC2-ADM1-184 Admin Mode

(34 DC2-51-185 Storage Node

] DC2-52-186 Storage Mode

 00:50:56:87:6f0c DC2-53-187 Storage Node

{5 DC2-54-188 Storage Mode

= DC2-ARC1-189 Archive Node

2. B—T THHRERT o
HERF S HIRuA B BEEHFE T IR

Site Selection

Y¥ou can add grid nodes to a new site orto existing sites, but you cannot perform both types of expansion

atthe same time.

Site % MNew " Existing

Site Mame

3. BT EFMRRRTAE

Platform

ViMware VM
Vhware VM
Vilware VM
Viware VI
VMware VIV
Viware VIV

° MIRCERIGUE S « FFRERUHIE « ARBAIEEBIRTE o
° MRER RIS ERAILE - 55" Exexisting *

4 BT T fEtE* 1

o 1Ek MHERL BE - UWHEDHBERICIENFAMRERS o

It

Search

Grid Network IPv4 Address
17217.3184/21
172.17.3.185/21
172.17.3.186/21
172.17.3.187/21
172.17.3.188/21
172.17.3.189/21

Cancel

MEZE ~ EAILGRFRE BEMRRRERMERMACAIIL £~ UEEZERAVFEER
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% Rar

" DC2-S3-187

= Storage Node
Grid Network MA

iE-

" 00:50:56:87:68:1a  Network

- | 00-50-5687:64-1e  ©rid Netwark 172.17.2.187121
................................................ st

| 00:5(:56:87:6f.0c Client Netwaork 10.224.3.187121

" 00:50:56:87:b6-83

C' | 00:50:56:87:b3:7¢ Haraware

.......................................... Viware Vi SCPUs B CBRAM

Disks
10768 107vGEB 107 GB 107 GB

()  mmeEHaEE - ARIEAHHE -

6. WTRIEEMRBEF « EILIR TR ERR o
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Storage Node Configuration

General Settings

Site Site A r
Mams DC2-53-187
MTFP Role Automatic r

ADC Service Automatic r

Select ™Yes" if this node will replace another
node at this site that has the ADC service.

Grid Network

Configuration  STATIC
IPvd Address (CIDR) AT27. 3187121

Gateway 172.17.0.1

Admin Network

Configuration  STATIC
IPvd Address (CIDR)
Gateway

Subnets (CIDR) o

Client Network

Configuration  STATIC
IPvd Address (CIDR)

Gateway
e
C. RBEEEN—MHRTE -

*UhE L BEMENRGAERAIEVIL 5 BE - REEIMESENR « BB A SERRIEIUIERATIL
8 c MREEMILILE « FIEERES SIS E/MUAE ©
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* B RIEAGETRER I RTE  DUREREIESS R RERAI RS o

" *NTPA®* | AAREEMAAREREERGE (NTP) At - BIEaE 8 « TE AR o &
B BEr g EARERGEIENR - ABADCIRFRIHTFER: - RESE - UREWERIFRF
REIPIAERY MR ERRS - FRA HMEREIRIER GBIk (AP Af

Q) FEENTPAGERSESAEHEDL < TRAGH SRR T
7Y o

* *ADCRRF:* (Z[RFEFEIRL) | ILREFHRMESTRITEERMEIERIS (ADC) ARFS - ADCHREE
ERAERRBIVMEN T AE - SEILSE D HUAER —E#FHRESADCRT - BEZ% « KFE
AR s ADCRRFSHT1E EEEL o

* INRECERG IR R ERS « NREEERRIERE S T ADCARTS ~ 5HE" Yes* © i
IRUNRFERFIADCARFS KD ~ R EERUNREREFEIRS « RIL AT RRIERIRERT 280 ~ #
HYADCRRFSAIA ©

* B FEREE  BRRHENLERMES T EREAADCRT o [EIEMN 4EREARRES
RIADCIHEBIE ©

d. REBEHREREL « SIRMEBRNE R HERIERE
* * IPVAfiziE (CIDR) * @ 4BEEEAYCIDRABERAINE o 40 : 172.16.10.100/24
* B AEARENRLRYTRERRIE o BN 1 172.16.10.1
* 743 (CIDR) :@ BIEFERN—HZE TR o
e m—T I*f#F*] o
ZENEREHERE NMEnEnEs) 58 -

Approved Nodes

Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors are identified.

Search Q
Grid Network MAC Address It Name It Site It Type It Platform It Grid Network IPv4 Address v
DC2-51-185 Site A Storage Node Vilware VM 172.17.3.185/21
DC2-83-187 Site A Storage Node Vhlware VM 172.17.3.187/21

Passphrase

Enter the provisioning passphrase to change the grid topology of your StorageGRID system.

Provisioning Passphrase sssesses

oo | o

* AR ENCRERBIENAS « SREEEIEER « ARR—TRE"

* BEBERENAERENEEFEM] TPending Nodel (EEENEL) BEE - sARENEIEIEREE « ABIR—
T ™ Reset*; (&F|E:R) o

* AEXARIREENERER « AR EIR « AREMEERILE  B1R—T M8k -
f HHRTEERENSERENMERER « ERELEPH o



@ YNBEIAE ~ MIEREFR B R IEAVARR BT « THITE BT - IRETHITZIR/NAIE
7 AFEEBEZHEME -

7. EFRB R ERE « FRA BRI ERN « AEEB—TERE" -

HoiER -~ ILEESERURTIRTZFBRRE - EREERMEBERN TIFETEETR « TEMEHRA
51 BRI SEERENREEI B RIARS -

@ fEULAZRF ~ StorageGRID #HERAKE « (FEAEM) REEXNETRTLZREFIERE
EFARRER ~ STRRE o EFEERATTAE ~ IEFIZR S =R o

Grid Expansion

@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

Expansion Progress

Lists the status of grid configuration tasks required to change the grid topology. These grid configuration tasks are run automatically by the StorageGRID system
1. Installing Grid Modes In Progress
Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

arch Q

Name It Site It  Grid Network IPvd Address « Progress It Stage it
DC2-ADM1-184 Site A 172.17.3.184/21 b H Waiting for NTP to synchronize

DC2-51-185 Site A 172.17.3.185/1 i, = Waiting for Dynamic IP Serice peers
DC2-52-186 Site A 172 17.3.186/21 L’ Waiting for NTP to synchronize

DC2-33-187 Site A 172.17.3.187/21 ks 5 Waiting for NTP to synchronize

DC2-54-188 Site A | 172.17.3.188/21 N Waiting for Dynamic IP Senice peers
DC2-ARC1-189 Site A 172.17.3.189/21 ._ ul Waiting for NTP to synchronize
2. Initial Configuration Pending
3. Distributing the new grid node’s certificates to the StorageGRID system. Pending
4. Starting serices on the new grid nodes Pending
5. Cleaning up unused Cassandra keys Pending

()  shammEEaILaRE Cassandaly i T o
8. —BHI THIEE-S4 « BUH TRIVEEHEE o

Wh7RTEStorageGRID B EEZRMBVFERIAEZ R - BRTHEMBOMEEHERESR - WEEMHERA
BEICTERERERPERRA o

a. H—TTEEE -
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b. MABRECEBRAZEN « REE—THETH -

C. TETME ~ FE . zip BFIEMHERREFPE S gpt-backup BERFA _SAID.zip FEZE | JATBHARY
_SAID.zip 1% « #AIfE /c1D* REV* B « AABHRICAT AR passwords . txt HE

d. BT TEEM) EBE (zip) ERIWNEZE - T2 BBIMMUE -

@ VAFREIMEEMHES - AAEPESTAREStorageGRID ZAMIMISERIBIINE
AT o

0. NREEINE—HLERFFER - AREAREMNSFETRHB DL ~ UUEE TEEE I Cassandrafl B iiE
*H PEERRVER o
4. Starting services on the new grid nodes In Progress
Grid Node Status
Lists the installation and configuration status of each grid node included in the expansion.

A\ Do not reboot any Storage Nodes during Step 4. The "Starting Cassandra and streaming data” stage might take hours, especially if existing Storage Nodes
contain a large amount of object metadata.

Search Q
Name It Site it Grid Network IPv4 Address ~ Progress It Stage it
DC1-S4  Data Center1  10.96.99.55/23 Y | Starting Cassandra and streaming data (30.0% streamed)
DC1-S5  Data Center1  10.96.99.56/23 I complete
DC1-S6  Data Center1  10.96.9957/23 I complete

LB tEERIFT] AR CassandraB F42 S E B ARSI E « K{h5tCassandrasR RIEEBISTRAE

o

SEME S ASRIBATBIME MRS (TERTIOMBISENE: CRRBIARTS) - SBARA0GTZEnE;
() IsEmEREA AR [ TEEiCassandrafl R AR, B « LERRANHEHRES
KB PIREIES o

10. AEESITIRTT(ER « HEIFMA LIFEA - B MERET) HHBRHER -

TR &
RCHTIE AR ENRERETE ~ M RAITHMBSEERRD R -

HEREE
“ERILME B4

||'%&§§u

"G EHEFEStorageGRID FITHAEIE AR R 45"

R EEITStorageGRID HITNAEIR KHI R4t
SERETRZE BRI TEHMEBSBARDER o
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2. R R EIEE A= LEPrometheusfRTS . service prometheus stop
3. IEHHEIRENRE E R ISR ¢
a. BAMNEIREES
i IATS#< . ssh admin@grid node IP
ii. ¥ AFRFRSAIZEHS Passwords . txt R !
iil. & A58 < A Eroot ¢ su -

V. B8 AFFRFIHZZEE Passwords . txt TEZE -

47



b. {21EPrometheusfR#S : service prometheus stop

C. ESSHAAZEIBIEESSHRIERZT o A | ssh-add

d. BARFIFIRISSHIFENZHE Passwords . txt B !

e. #fPrometheus BRI B SRR B IR R B EIFH EIRHIRL

/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. HIRRTRE ~ 5514 Enter "G BTNV EIRENRS LEHBRTHIPrometheus EiHE o

[RiaBIPrometheus Bt E R HE L BRI GEREIFAEIRNE - BRFETHRE « 5B EREMNE
IZENRG o IERFEEER THUARAS °

Database cloned, starting services
a. B BEREERENEFIEMAERSEN « BRESSHREREXBIRTAE SR - WA !
ssh—-add -D
4. FERREIRER  EFRREPrometheusRT o

service prometheus start

BRIk

ERERIETIEFIE SRR - HEAMSIRTE RS sk I A RRE ZEENEHFENE o
o LGS FE e s I SR M B IR BRI VIR T E IRENRL « LUEELStorageGRID
HMIEEZRKRED ©
CEENER

* RAESERFTERRVIER DB ~ A REFIE SIRENES o

s ABIER Passwords. txt IEE ¢
REMEIET(E

AEREREEN LNEMERMAREELEZAR - COAFHRELCHER T ESEMMNHEMRR
EEMAENIRT SRR, o

1. EATESIEME
a. BiATH&< | ssh admin@ primary Admin Node IP
b. #AFFRFIHIZREE Passwords . txt FEZE .
C. WA TGS U Eroot : su -
d. B APFRSIHZHS Passwords . txt HEE ©

EELLrootEAR ~ IRTREREE s E # o

2. {SIEAMSERFE LU R ILHIESE | service ams stop

48
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Software Update

You can upgrade StorageGRID software. apply a hotfix. or upgrade the SANtricity OS5 software on StorageGRID storage appliances.

« To perform a major version upgrade of StorageGRID, see the instructions for upgrading StorageGRID, and then select StorageGRID Upgrade.

« To apply a hoffix to all nedes in your system, see "Hoffix procedure” in the recovery and maintenance instructions, and then select StorageGRID Hotfix.

» To upgrade SANtricity OS software on a storage controller, see "Upgrading SANtricity OS Software on the storage controllers” in the installation and maintenance
instructions for your storage appliance, and then select SANtricity OS:

SGE000 appliance installation and maintenance
SG5700 appliance installation and maintenance

SG5600 appliance installation and maintenance

StorageGRID Upgrade StorageGRID Hotfix SANfricity OS

3. 3E#E* StorageGRID (B2 o

HIR NitE1E) EE o StorageGRID
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StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are
back online.

Hotfix file

Hotfix file @ Browse

Passphrase

Provisioning Passphrase @

4. EERTAE NetApp MBI FHAISHRAEER o

a. JEEFRE -
b. o tH A AV ©

hotfix-install-version
C. #EHY* TOpen* (FEER*) 1 ©
g LE - HETME LSRR EFEERRAP o
CD BNEEEELE AR CRRERRFN—7 -

StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restaried. Connectivity might be interrupted until the services are

back online.

Hoftfix file
Hotfix file @ Browsze # hotfix-install-11.5.0.1
Details @ hotfix-install-11.5.0.1

Passphrase

Provisioning Passphrase @

o EXFHIRPHAE RECERBAZS
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° Start* (FA%R*) FZERFEENERAS

StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

hotfix-install-11.5.0.1

back online.
Hotfix file
Hoffix file @& EBrowse
Details @ hetfix-install-11.5.0.1
Passphrase
Provisioning Passphrase @& | «eeeee i

6. #E4E* Start* ©

]

IR HIR—RIEE « IS E T EERMA COVARFSEMNREE « B E 0B R sE S E Ry ohlf o

A Warning

Connection Might be Temporarily Lost

When the hotfix is applied, your browser's connection might be lost temporarily as services on the
primary Admin Mode are stopped and restarted. Are you sure you want to start the hotfix

installation process?

=13
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Hotfix Installation Progress

A Admin Nodes - 1 out of 1 completed

Q

Site i1 Name i1 Progress Ll Swuge 11 Detalls {1 Action

Vancouver VTC-ADM1-101-191 _ Complate
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A Sorage odes 1o of 8 compte

Q
site I Name I pProgressll Stage 11 petails IT Action
Raleigh RAL-S1-101-186 Quaved
Raleigh RAL-52-101-197 | Compiste

Ralaigh RAL-53-101-198 Queued
Sunnyvale SVL-51-101-199 Queued
Sunnyvale SVL-52-101-83 Waiting for you o approve m
Sunnyvale -SVL-53-101-94 Waiting for you to approve m
Vancouver VTC-§1-101-193 Waiting for you to approve
Vancouver -VTC-52-101-194 Waiting for you o approve m
Vancouver VTC-53-101-185 Waiting for you to approve m
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Prepare the appliance for reinstallation.

v

Start appliance installation.

v

Monitor appliance installation.

v

Select Start Recovery to configure the
Storage Node.

v

Remount and reformat storage volumes.

v

Restore object data to storage volumes.

v

Check storage state.
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EiECassandraZRItLRPIRIE - EFrEEIICassandraz g ~ EREZD B c MRERRE
R~ AR AR TS IR ERPT o
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@ YNEETERSAEETZRE « BIUN BT 2R S E I LS SANtricity {EZERRMIET « B2 RRFREN
LI BMEGESREA o

HEREER
"BEIEEIE  RREEDEAR"
"SG6000fFEFRE"
"SG5700fETFR A"
"SG5600f#1F=ZHE"
IR
s EBREGHENSUER "
* "BH44StorageGRID ZEEEATZH"
* "EZ¥EStorageGRID EmZEE"
* "$EHY [Start Recoveryl (FHRER) LR ERREERFEH"
 "EEEAEMSCEREE#ERIREE ( TFEPE ) "
B ENEREEAEENREHIREE"
* "RIEFEREEHFEHNE AT HERE"

EERERENIUERZE
RIEFE R ERERRR « (M ALEBTEBEBEUEHZEEStorageGRID E[FRERES o
1. BEAMPEATZENR, -
a. BIAT56< | ssh admin@grid node IP
b. A FFRSIAYZEHE Passwords. txt TEZE ©
C. BIATY LU Eroot : su -
d. B ARFRY RIS Passwords . txt TS !
B UAroot B AR - IRTNEREE S E 4 °
2. EEFEAEBHTZER « LUEZREStorageGRID FEASENAIEEE o sgareinstall

3 BERMBTEHEER - FRA L v

RETEMRE - SSHIEMSERTE4ER - AR ISEREESFI00E « (B FHEREEEESDES
AEStorageGRID £/ (ARENMNEERANERTIE] o

HFERUILTHAE « RFER BRI BB FE o StorageGRIDTE/RIA L EETZE - HARIPA SR TE AU IPLUEFE(REF
T T ~ BREEIZ TR HERD o

H1TZ2% sgareinstall ML BERFIE StorageGRIDECERIIRE ~ BISFISSHERE « WES N EIEE

S8 o
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FAtaStorageGRID LZEEFEATER

HEE1EStorageGRID FEREE EFEFEIEL_EZIEINEE - s5{# A StorageGRID ZEmPEMIEY (E
mEsERE) o
CEENEMR

© RS EC LTI « EIFE TR « WERBEIR

* BffffStorageGRID (EBERBRENLZERER) ARRAEERTHEKEEMNIPAIL

* {&N3EStorageGRID EAMILE AN E EEIRENRAIP{UIE

* §|HTE (IP4EAE) EEStorageGRID _ERIFAE Grid Network F48ER ~ HIEE X E S IBEEEAIGrid Network
Subnet List (A4 FHRRBE) HES ©

* BEARRRTEAEENRREAERIETERELENETE
° "SG5600fETFR "
° "SG5700fETFR A"
° "SG6000fETFR "
* TERANEIRMNAERIERS o
© REIS AR B IEEIE TSN E P —EIPAL o EEIUFRASIRER (23t EIRERIE
)~ S HBRE SN A P In A RS A IP ML ©

RAMEEIETIE
H E1EStorageGRID FERSEE FETFENRE L2288 ThAE !

* [CRILUERE Skl £ SRR RV IPAIIL A EIRE 78 o
* AR RE « WEHIREEREHERRBERIESR
N

* EREBET - KRGEE—REHE - AEEERE « MUAE AGrid Manager ~ Wi E BRI EFRIRIRE
I EERRRERIER -

* REMFZE  BAXEZEEFESTHN - RRARENSEMEAK -

1. FARCEIEERS - REWARRRERETITFIRNEP—EIPAL -

https://Controller IP:8443
EMTHIR Nthe FB X StorageGRID 210y BH ©
2. 71 TEECEMMER BEP  JEBRSEEIEE T EEEMLAIPAIIL

MRFEEHMHNE VD E—ESREADD_IPHEMAEREHRFERE—EF4ERH ~ BInIEALARAZ
ZHIZXBEIRRLLIP{IHE o StorageGRID

3. MRKREETRULIPANL « SHEFEEEE « FIEEMML
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o

BERRMAERIN T EEEMES EE TRAEEMERR ZETTIR

b. {EFRRFIBIPAALEE D  EN AU RRE TR
FECIRER o

CHR-T T*f@EE"1 -
d. FERFMIPAEBOEARIRRCERY [ AR ©

4. 1 TERRERAE) WY ~ MACERERZ EARFIERNERSTE - ABR—T M#F -

5. 7£ Tnstallation (Z8%) 1 &EH ~ HRBAIARAEA TReady to start installed of nodes name into Grid with
Primary Admin Node admin_ip' (ZE#&RAER T EREEadmin_ip SR BLTEEMEE) | - HER
FA* Start Installation* (Bita%est) #%48 -

MR ZE IR ~ AR B2 BERARIGEIZIERE - IFTAERET  FF2REKRBEHRER
HESERSAA o

6. %t Tthe Some Appliance Installer] BE + ##— T StorageGRID TBIaZEE| o
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home

© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

BRIAREEETE% lnstallation is in progress » | ~ diE&R TMonitor Installation (Bf¥EZ4E) | HE ©

() GRCEFSFHEER BRNRE) HE - BUEDERIE—T (ERERE) .

HERAERN

"SG100 # ; SG1000/RFSERLEE"
"SG6000fETF R fE"
"SG5700f#7F R E"
"SG5600fE7F & E"
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ES#%=StorageGRID EREE
BEILRTM AL « & StorageGRID BERLEARES - BESZRSTHE « BIG EMEEEA
%HE -
1. EERIEREERE « AR TR PR BEIE TR
MEERR L) HHSRTREEE -

Monitor Installation

1. Configure storage Running

Step Progress Status

Comest o strage centoer N o

Clear exsing confgration ==

Configure volumes Li E = Creating volume StorageGRID-obj-00

Configure host seftings Fending

2. Install OS Fending

3. Install StorageGRID Pending
Pending

4 Finalize installation
BT g5t BAIETEETHNIIE - 4 BARETIRTEMINTTRAITIE o

(D LZERAAIBEARNGER N TR LZERTHNTIE - MREEFEEFRITLE  AIFEE
SERATHEMIERERETGERETIN B0 R -

2. tRBIRTWE L PR R AVEE o

S o RERERE

TEUCREE: ~ ZEBNGEREMEFERER  BIREMRARVER - BASANtricity 12 REAE AR EWARR

B URREEHERE -
| r 20 REEERMG
FELLRSER « RATRR R EE A HR G NEIStorageGRID FEAISE B R IUH(ER o

3. MEIBES T atiEE « HEI*R8EStorageGRID Sid*PEERH(F ~ MHEABREZESERAE ~ IR EAGrid
Manager{E BIREIRE_EAZEILEERRY ©
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Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

4. FRIERERAREREFHMNER
EHY Start Recovery) (FRER) URTERBKE TR

1R JATEGrid Manager®#EEX IStart Recoveryl (BH%REIR) ~ AR ERE BTN
RIS TE AN IR BN RE R HARNES ©
THRENEmMR

* RNBEFERZIEREIE 2SS AGrid Manager ©

* IS AR R HEESIRTFEVER o

SRR B IR B BRI o
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© A AE AR P B R o
AR E NS ES E RS E TR B o
T AE R FHRIDBR 1SRN RER -
55
1. #Grid ManagereHEEY 44444 T (R4S -
2. 1F TPending Node) (MBS HBEFRETBHIEIMILEL -

MAAESRERGLIRARES - BEEEMZEHMTLEFGIFIREZA « GEIAEIERS -

3. BIAECEZENE o
4. BEFRIAIRIE" o

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Sea Q
Name 11 IPv4 Address IT State 1T Recoverable N
& 104-217-51 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sssses

Start Recovery

o BEEMEMERERREPNIREERE -

EMAREREZESR] TWaiting for Manual Steps)  (EFESHFEPE) FBERE « FAIE T —EEE  JITFH
TRUEHHEREMEVCRRRERFHIRE o

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage

de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps

@ EMAE AR ERIR RS © CE A LR —T B RFAWHMEIIE - ILREHIR EM) H5E
B~ RNMREERER © RN GENTHEEMRS
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€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

MRECHEEEREFEREAME  MABERTREARENMERATATREMAE sgareinstall £
EhFs L o

Do you want to reset recovery?

ENHERENEACERAREREFHREE ( TFPH )

B BFHFHITMERESH « TeEMHERENFHEREE « WEIMEIVEEAEHRER
(RIFHREE - F—(Ee<IEEEMBHEH B EHEMEIN{EAStorageGRID [BIRFHFHIRE
IR © 38 _(EIE S E EMMEVCEMRBEHNEIREE  (REESEHEE Cassandra
BilE « A BEENARTS o
TEENER
© B FIAEERE « U EMBENEEET RN ABIEHEFEERE o
1T sn-remount-volumes 5L HEAISER BOFL s B N PE (A ZHAREE o
c REMEREHEIAEEEETY ACCEEHMEBUHEEIEF o (TEGrid ManagerH ~ BEEV 4 E 4
ETEEUHECE )
c MERTRRESEEETD o (fEGrid Managerd ~ SRV 4 HETE BT )
MRE ZERFEEEAR - IR PHNREENMTERE1SRABCERE « RS ZIE 6

@ P9 o BB70H1T sn-recovery-postinstall.sh 3§95 | TEM{ES ZEEFER LS
#Cassandra ~ KR ILZ HBVEEREBB 15X « IR FEREREER ©

FAREELE
AETRULER - FRIT TSR IE -

* BAWIERIEFER o
* T sn-remount-volumes ERTHBAETUERMNIFEFHIRRIVE S « MUTILIE SR ~ THIT FIIENF

° BHEFMEEHSERHFEIRE « UERBBXFSHEES
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° MITXFSIERE—RIERE -

° MRERRM—  FFHIERTFHIRE RS A IUERStorageGRID FIF{LRETFHAERE o

° NRFFHEIRERIER « FENHSFFERE - BIRE LHEFRABEIIRETE -
* BB < SR A AR fAIR R o
* {7 sn-recovery-postinstall.sh 15<HE | PUTILISCIEEF « @HITTIIEN(E -

BITH ~ sA/NEIRIEHARI E MBI 7EENRY sn-recovery-postinstall.sh (F8R4) &

@ &V EMPENEFHRIRE « WERERYGPESN - EMEENHERR sn-recovery-
postinstall.sh R EENEHBERIERZELER « LB StorageGRID FZIEHIFE
BB R AEEET o

° BIMEVEAMBMREFEEIER sn-remount-volumes 18 S E AR S L BB IR X IERE ©

@ MREBIRVCRHEFERE « BIZEIRE R EREREEERK o CRERITEHMEZR
ERRREMUBEERYAER « MRRILMRR ERERREFZEFES -

° REEEMR LEMEECassandraBilE o
° BRENfH1EEIES_ERVBRTS o

&u AE.%
1. BAMIERIEFERS

a. MIATS&< | ssh admin@grid node IP
b. i APFRFIAVERS Passwords . txt 1B !

C. WA THan< U Eroot © su -

d. BAFRFRSIHIZEE Passwords . txt HEE !

EELUrootE AR ~ IRTRENEE s E 4o
2. YITE A< - EMEHE MR ERNFEEFERE

@ WRFIENRFHREE S ERERIE - EFMENRFHIRRERAMR « ErIUBE
IEZ BRI AT 5 (B <8 « ERMTRIVEATA RE SN EEHIRE

a. }TIESHE | sn-remount-volumes

IR L ISR Re R B\ A SEE S A BRI IR E LT -
b. 15 HEHITH  FIRRE LRI EEFRT o

@ CRIURBEMEA tail -f AREEEIESHECREANBNGS (/var/local/log/sn-
remount-volumes.log) ° iCEftEEFIVEMILHR ST o

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740

83



84

====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-
remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? y

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.



This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

FEfImET - EREMEE —EREHRE - —(ERFHREZHERES

* /dev/sdb BBEXFSIERRAM—BIERE L AABRNVHIRESE « RILERINEMEE - HiE<

ISEMHENRE FNERERE TR
* /dev/sdc HRHEFHIRERAVEIE « BIEXFSERAM—EMBERHY

* /dev/sdd EAME - AR BICHHIRIERERSRIE - Bie BB AN SHEHIREE
Ff » FRCREENTHEERA—BERE -

- ED%{%Y?@QE%EEMWD?%EW‘E% B FITREIE N o EAFEREMMEIR LRERER

* RFHEFHERE BN ER A  SFERTFITHRE Y* - SO LUERERARIEERGR

RFERERABRIZRIE o BREFEEES /var/local/log/sn-remount-volumes.log sCEk

1&

* /dev/sde BBEXFSIEZERA—BMEEE « LABFBEMAIVolume#Eid ; Fi8 « PRILDREGRLID

volID IEZEEAIL#TFER (configured LDR noid REMRTREER) o LEEERMULLEIRERBK S

—{ElfE7F RS
3. BRI < W5 E M AR (AR RE o
MR FFHERERBEXFSEZRFE - RENEEHE  SHFEEREE L PR

() B CHERERITHEE sn-recovery-postinstall.sh ERLHIE LHITES
B o
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4.
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a. WENUEEARE S CFRAMAHERERNIER - IRRILEMHIRE « FEMNITIESH
b. #EIFIAHEEERNNR © FRE B HERIENFFHIRE BN IL#FEHR

TEEEHIF ~ dev/sdeBVEH B2 THHERAS -

Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

MR R B RS B SRR © SABHME RS IBEIPT o MBLHIT sn-
(D) recovery-postinstall.shi5%H - (HFHMERSEMEIRI B AEGEREY
i o

o MREMEAMEMEERE « FRTRELHE  AREEATHLE .
() CuREENERENELERNEERE -

TR EREERMEREH Volume ID ~ ERAITRFIBHNEIA repair-data 59 - RMHERER
FHRe (T—@iEF) -

d. BEXEMMEREHBNEEZE « F5HT sn-remount-volumes BRMITIECH « A TIE
SN RFEIREIDEEREE -

NRFEFHIRE AR ER « MSEET—F « AIERENEIEE LRERE
@ FETERMIER - MREEMDMHEELRHES IR T —ERF ERYMGER) 2
A~ REE—0EE -

FANHAT sn-recovery-postinstall.sh MR AWIEHEFHIRE B RE L
@ MIVEMAIBEENEIL  FHTIE<HE (B0 ~ MRILMRRERRVRAI R 2 T —EE A
HE L EENRE EAVEIRERPE) o AR TSZIRERPT ~ LUREWAMRIEE RS o

#1T sn-recovery-postinstall.sh 598 | sn-recovery-postinstall.sh

LIS SR EMS TV CEMEEH SR WERR AR ERNEERIRE ; MEEE - 2 EEHE
BHCassandra&Bi}fE ; WIEEFENRL ERXENARTS o

mARTERE !

© IECIBRIAERERU R A BEBAT ©

° —RME ~ CEZEIESHENITR « ERMRESSHIERE -

° SSHI{FFEERBRIERFIRARRET  55704%* Ctrl+C* o

° YWNRIBLEMEREPE « IECHEEH RHIT » WARIESSHIERE: « BERIMIE MiiE) EEIBREE o

——

° NRFFEHREANZRSMART « BIEEIRARFSENRIENE « 15 IBAIAE R FH501E - SEB R
BIRSMARFSET ~ TRRAG B 57 IERVIEERTfE o

()  Hr8aTADCIRBHIAEE EAILRSMIRS -



ot &y

E14>StorageGRID E/RT2F & FfReaperik iz Cassandraf S B F % - —BEHERITIAER
e ReE R RE B E 1EE] TShaper)
g lCassandrarepair] ° YIREEIISHIEELRAVIERAE « SBRITHRAEPIETH

ARFERAME « R G BENEITIEE - &F

AL
P °
S. % sn-recovery-postinstall.sh I5<LHEEHIT « WEGrid ManagerhEs#F Mgl Bm °

M€ BmEm ERERESM PSR BMIRHMNSERIREE sn-recovery-postinstall.sh {5915

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.
11 Recoverable

Pending Nodes
Il IPv4 Address T state

Name
No results found.

Stage
Recovering Cassandra

Recovering Grid Node
Start Time
2016-06-02 14:03:35 PDT

Name Progress
DC1-83 aSa.aY
6. B ALL T 8% » iR[EIStorageGRID % {The Monitor Install) (FER8s%iE) BE
http://Controller IP:8080 - {EFZERIEHISIAYIPALLL o

recyrsdt | BEETRENESHBRNITRNZEEE -
21 sn-recovery-postinstall.sh IS EERME_ ERENART » I LUEMHERERRE ZE RIS

RIVEHNREHIEE « N~ —DERFRA -

TERAE
BRI HF RN R R MR IRENE S

"W ERERE AR N HRE"
A] LUE R ARG SR FRHE R R B

B EREREEREENRETRE
RERREEREFENMINEEREEZE
5 1£Grid Managerfy TEAEE>*48%E* | RE5[BH L -

CRENER

* BRI EMENEEFMANEGRES BER
MHER R M EEF R - BEMRNERHFERNER « AREEREMBILMRR] « Y4 EAAI

RIER I

fER o
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@ MRILMBAIRE R/ RFF—EERES - BZESEFENHENFEERE L  SREEmE
Yt

N R HIME—FRIERE AL Cloud Storage Pool™ ~ StorageGRID Bl Z8[ECloud Storage Pool
()  BEBHSEER - ASERMEEE - TRTIRF 2 - ABERATSIBN « WinBEhs
R RS R R R ARRA A o

IR B E—RIBRE AN ERIEENRS ~ RIS IEERIZERBEIT B R - BN ERERIEHERAR
@ BURREESEIELR ~ RILIERERIRGR M B E R ERF AP BRI « LIt H Mt EFEIRE
[RESFIENREER -

AEERYMGER » F3IT repair-data 159 | ISR ERGERVAHERNIER « TAILMBEIEECE
A~ UFERFASILMIRE o EaI IR ERARRRNEEIE repair-data 15905 « RIBERZERER BRI TIHR
ARISERL ~ MNRF

CEEEN | RECRREEEEEN  ERRRESEHYN LWETHRE  AWES S TRNERES
)

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* HERES (EC) BHl : REBCEFZEEREDNE - ERRAFERENI LAV EMIRE « EME <R
BRERESRSER

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

R ERARRARET « PILIRIRERINERIRISE R - FRAMMEAI AR  (EEIFENET  ErRILUER
LR ap < AREHEHER RIS B RIVETR !

repair-data show-ec-repair-status

ECEETIFEERRERENHEFER - AIEEEEREET « EEEBETHRER - IRF
@ BNREEFERAR « ECIEEIFRERM - EmLIFRMEINI) « REFREBEHESEECIEEIE
SERCREL ©

NEFEAEHE « 5525 repair-data B WA repair-data --help REEEHBTLY o
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1. BATEEEREHR

a. WA TSI | ssh admin@primary Admin Node IP
A FFRYAYEES Passwords . txt 1B !
WA TIE<L U Zroot © su -

d. A FFFFIAZEES Passwords . txt FEZE -

o

o

BIELrootBE AR B RBREE s E 4 o

2. {Ff /etc/hosts BEUSHOCERBEHIEENHEHMNIUELTE - EEEEPERTFAIEHMIEE -
HIA TGS | cat /etc/hosts

3. MNRFIARFHIREIMELMIE « FEEREMR - WMRIABMOHIREBLERE FRITT—F <)

@ CEAIT repair-data RFFPITSEMBBIEE - EE2MESEERL « SAMASRM IR
ZBFT o

c MR E SEREN ~ 55FM repair-data start-replicated-node-repair #R%
--nodes BERE(EEFENELRVIEIE o

% THEE 2 ASC-DC-SN3Z (A EIRS LA RER -

repair-data start-replicated-node-repair --nodes SG-DC-SN3

BRI ERIE « StorageGRID YIREEHEIERIHER - B YHERE
@ Mo B SRR ERMIVEFER _LAFS - KREZHENERRE - UREEHE RN
18 - 35260 B5#EStorageGRID KREFEHIEIES ) ©

° MNRIEHERE SHBRISER  BER repair-data start-ec-node-repair < --nodes &
ERMEHTFEIRLAYIEIE ©

Itb8r % FIE1E % 2 SG-DC-SN3RfE7F EIRL_EAYSHERARAIS B AL

repair-data start-ec-node-repair --nodes SG-DC-SN3

FEGERIME— repair 1D MUHAIE—H repair data BiE o sAEABSIEMNAE repair 1D B
HERVEE AR repair data S o MEEFTAR - FEEREMRRRAE -

@ g%*ﬁﬁ%ﬁﬁﬁ%ﬁ%ﬁﬁ% » AJLARAIRIEIRINERARIEE K - PRI AT AR « EERIEEASR

* MREHEREREAERMNERBTEL « FAITEMEGRS -
4. MRIEMAWIRE FEHE « FEESRZENWIRE o

P75 T E A Volume 1D © 180 ~ 0000 @F—1EVolume# 000F &3 16/EVolume ° ERILIEE —1@
HERR&E ~ —(EHAIR & S E o ZE R AR HEY SR & o
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PREMREERGAMRFE—EFFHNR L - MREFEERZSERFEROVHIRE « SIS S IEIRP]

c NREHBEREIEEEN » 55 start-replicated-volume-repair 8% --nodes FAIEHEA
BIRAAVIEIE o JABHIE{E—IE --volumes T --volume-range 318 » Y1 FFEHIFAT ©

B—R& : Itan S ARERNEREREMIRE 0002 7E5443SG-DC-SN3W#FFEIR L !

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

R EEE - tfH<rHERNERIZEREHERNNFIEHIEE 0003 E 0009 EHASG-DC-SN3RE
FEEE L -

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

ZEABIEE R LS rREBENEREREMER 0001 ~ 0005 M 0008 7E£%ASG-DC-SN3
MEFEE L

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

T o ERMAIBE SR ERAFFERS LA - MEZFENERRE ~ UKEEHE FIAEM

@ BEYHEFIE « StorageGRID MR AR EIERIYGER - miEEEYHERE
18 - :52F TEifEStorageGRID MEFEHHRIE S ©

° MNREHEEE I HBRISEN ~ 55 start-ec-volume-repair 83% --nodes AR HAIEIELEY
IE o JABITIE{E—TE --volumes 3f --volume-range #IH ~ N THIEFIFAT ©

*B—Volume * | IEE S AR IHEARISE RHE R EVolume 0007 £ 4 SG-DC-SN3MfRETFEIR L ¢
repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

AR E EEE ;- than < A HSRARIE ERER EHRENRFAMIEE 0004 E 0006 FE%#SG-DC-SN3HY
RFERG L

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

ZEAMIRERMKE © IEf < AR HERARIEERIEREMIEE 000A ~ 000C° M “000E E&ASG-DC-
SN3BEFEIEL L



repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

° repair-data {FEEGELIM—M repair ID MUHFIE—E repair data =& o sA{EREELIAE
repair ID LUBHRVEEFNMER repair data BiE o MERFTHE - FEELIEMERKRIE

@ g%%%%ﬁﬁﬁ%ﬁ%ﬁﬁ » AJLARAIRIEIRIHERARIEE K - FRARRE AT AR « EERIEEASR

* MREHEREREAERMNFERBITEL « FAITEMEGS -
o BIEERERNEE -
a. FEEFER> EEBERNREFER > ILM * -
b. FBfEM FHE BERPHNBERIIETZSETTMIERE -

EEETHE - IEE-280 BERTOEYHG -

c EEERMMEEEE  BERRE> TASBIEEE o
d. B GRID*>* EAE{EEAIF AR RS> LDR> HRHE o
e HEA THBIHEATHUNERIEERTRM « LRFIANIER

(D CassandramEEET—R2IE - MEFHEURMAERE -

* EFBVAMEE (XRPA)  ERILBMREHERIEEER - SRAEFMAMEREES R
HEEIEERE I AN o INRULEIERIE IR EE B AN (H-RHAE-Taft B RE) &
TILMIF R B REAR R TR LEENS AR

@ =R R A SETRERNN - EFBEATSILMABRRMH -

" imtEHAR-FAMG (XSCM) : ERILBMRTEGRRISERREERERAFEIRAYN - IREES
RUMHE BT —EREFEIPURAIE ~ BIRISERRASERAVEIEEETT 7R  IRfEiiE st g

SMEREY R AR TR G B I AR s e « HENEE VR EEE -
6. ERIEIHSRIRISERIEE - AR ESEAAIAERBBENK -

a. FIERH RIS ERMERATARS

* AL TEBRINEREE repair-data BiE !
repair-data show-ec-repair-status --repair-id repair ID

* AL L FILPIAEE -

repair-data show-ec-repair-status
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BWHEFIHEN » 845 repair 10 (ERRAALAMNBAAITIEE) o

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No

949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. YIRBHBETIEERIEERY ~ FHEMA --repair-id EFEEAVER o

ML EFEREEIDERKLRVETEHETE 83930030303133434 ¢

repair-data start-ec-node-repair --repair-id 83930030303133434

LA S EEREEIDES LMAIVolumelE1E 83930030303133434 -

repair-data start-ec-volume-repair --repair-id 83930030303133434

G
BRI R

MiERRREEHEFERE « AREHERE

MEFERREREFEMNMZE « MW AR ERREMFHNMNEREERES 47
Fi ~ WHEREEHEEN EFEREARESE « ARRETER A TARLy -
TEENESR
* B IRRV2IEE 28 E A Grid Manager ©
* REFERAE IS « BRRIETERK o
1. RS IR > T AE>*ERaiE -
2. BB REFER RN T R RS- BT HE -
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EmEBEREESEZE TRl -

3. 4NR TStorage States (fE7FHRAR) - THAERE) RERMEHE

a. B5% * Configuration (F2E) *IEIEF o
b. #tEIFIREE-FrE* TR /EE D « EE4E L o
C. H—TNEREE* -

d. #Z2—T MEE| R3I1RE - #Y MFERE-FER A TRERE-Ba) NEEEMS ML) -

RAFHIRE AR E ENRFHERE S EPIRE

TRTTR—RYIB TR « A B RUBE HFERL - HP@REFHHM LN —EZ AT

BY FHIDER

FERRE IR ~ (ERAREIREIRTIE - MR R BERFHIREHRE « StorageGRID BIJfz

FEIRLD AT AR TR R

RIRERI(E

e R FEERN SRR AR - IREAREREFHR ENREFHEIRERIE « FEM MMRiEStorageGRID

FERIEIHFER 2 -

Review warnings about storage volume recovery.

v

Identify and unmount failed storage volumes.

v

Recover failed storage volumes and rebuild the
Cassandra database.

v

Restore object data to a storage volume.

v

Check storage state.

E gl
"M{E StorageGRID IhAEFE M AE AR tF Eh B

* "RRBRFE TR R RERNES"
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B R E SRR R R AR

* "IRIE PRI ETEHAIE & X S i Cassandra& i} E"

* "BEEREERE ARSI A R BN SRR
* "IRIRREEHE E BB E EEAARE

BEARMREEHEEIENES
R T ER B EHFHIRE 2 AT « S BERRE TYES
RIFENBAPAERIEE (Hrangedbs) BUFEAVolume IDAY+7NEM BT AR © B4 ~ 00002 E—

{EVolume ~ 000FZ35161EVolume ° SERZFEIR LHNE—EYHEHERE (Volume 0) ZFHASIE4S TBRIZER
BTGP E R M CassandraB R EEE ; :ZHEE T ARIGERE ARG ER - Fra EthEFE

EERARYGER -

R Volume 0FEBFEERIE ~ BllCassandraB R E ] sE B 1EHETR B IRETZFHEFEIL o Cassandrat AIETE
THIERTER :

* EREAREBIBIGR 218 ~ EEMEHEZIRELAR
* RIGHREEA — o 2 AR & SR RE o
B Cassandralf « R FEREMEFEINEN - MRE KZEFEMEELR « 2% Cassandra& Kl ] 5E

#HEFEA - RRFTEFHEE Cassandra ~ BIEE4RAICassandraBZ £ AT SERI K —E o MR CassandraZ#iiE
ENEFEEAZHA - T 15RKANEEMBERNZEEFER, - UAIfEREEREX -

@ MREZERFHREIE (SRR - BIERMSIRERFT - S570IT FIIIRIEIERF - BRI FIAE
giEK -

@ WRIERHFERMIED MIER 15 KRB E _EEFE RS B ASEMTSZIE S0P - TE15KA
BEMEL L FE7ZEEE FMCassandra ~ FIRE R E B RHESK o

()  mRusa BB « TERERTISABERT - BEHTE -
BT B BT 1 A T

@ ?q[:l%ILM%EﬁU REREFREF—ERRES - BREAFENKENFEEFERE « SREEREY

WMRIEIERERARIBEIIRTS - ARAE- Cassandra (SVST) /R - B2 REE M REBHRIE ™ ~ UL
@ B Cassandra?RItERPIRIE - EFEEILCassandrazf®d ~ EREZEER c MRETRTE
3~ ARRAREIT S EBPY o

FERAER
"BRIERIE ; RREEOHA"

"R ERINESREE"
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snl R EN S R R R T LR &

EERFHIRE SR EFENREET « SRR I NS R RVHER & - S /RIESR R
BIEREFHERET SEMRIVEREREFH—E7 -

1’_{FF|EEIJEUH

T BERZ RN EIE 23S AGrid Manager ©
RIREIETF

R Z B RIIE R FERIRTEHIRE o

WIERFIIE—P 2B 7R « BEEHSEELE/OHERNMEIRE - MRBFAVHERE DI NEHERES - 8

TEERAMPBIERIE E'J%%ﬁ?ﬁ%’ﬁlﬂﬁlﬂﬂ"l R R E A SR D ECHIM D BRI -

S BLTRIEIER ~ BEITF ST R RIMEMIEE « FIUNFIE sk ERTEZMLRE  (FIERIRE - BX
@ @Jﬁﬁﬂﬁ_ﬁiﬁsﬁ*& HH] ~ BIEMITHR reformat storage block devices.rb I5<HERF
TAEEBIER AR - ERUESIEE MR o

() E9TzA - SRR ERBIEHIE reboot % ©

@ A AR SRR R AR E o (S E R LB SRR ERE MR AR B B TR TUIE o HARRE AR
BIVEZ R « MEAREHIRE LREF -

AZERMERENFEFERE « U ANERERFHRERNEELTERHE Volume ID °

LR - BERERHETIER—EERARBERE RS (UUID) - MERIERNERAFKUUIDEIEER
FEI2G_ERrangedb B % © 1R A4 UUIDFIrangedb BEREFITER /etc/fstab #EZ | Grid Manager &2 88

HELTE - rangedb B « U R EHEIEERI A/ ©

ETHEFIF ~ BPEEE /dev/sdc HREK/NA4 TB ~ BBMELE /var/local/rangedb/0 ~ EREERTE
/dev/disk/by-uuid/822b0547-3b2b-472e-ad5e-elcf1809faba fEH /etc/ fstab REZE

I Jieyiade Selcislab (e F'S Errorasceamount-ro, barey
e war fdevy/add fuar/local BXL3 EECOES*EENOUNT-Ed barrl:
fdev/ade KWAQ o L1 defanulca n

7 local idevisde — pEaE fpEos pEos degaulies 0
rangedb _ ayatla feys =ysla noAlito fi

s Dl—""/- debugta foys/kcenel fdzbug debugta NOELTO o

fdevisdd — deupts Fdeu/pts devpta mode=0520, gid=5 o
11——-“ Fdev/Edn Fredia/r loppy s HOELTO,UIET, STND ]

_rd:me_ Sdev/cdrom sodoom 1309860 o, mosuts 0 0
\ | fdev/aLan /by-uald /JESe 687 -8511-4Ta7-0700-Tb31bA55albE Svar/local/nyaqgl_ibda
4396 8 Sdev/zappersfegug-Lagly flzg xfs dwepl mipre/f2g,noalign,nobarcier  dieep 0 2

[Fdcvidias oy uaid/Beabi 5] - doan-41ec-ndbe-c Lol La0atabn /var, local/ rangedb /o]

et Foint Owvica Samm  Size  Space Avalabhy  Toisl Emiies - Enivies Svalible _ Wrie Cache
crect  Ondne 5918 10468 15368 B S0 e & Unirown 5
A TR B85 BIG Unknown 5
Fralcalianged/l secc  Crdne [ £396 GB 4TSGR 1 PSALA08 B50.900.655 @ Unsvalatle 5§
Tentioealmangecti 1 sad | Onbna Uf by £ GB 292 GO (1) Sy S5A.0U3400 BSHOTYEN0 S8 Unsvailible |54
femfeealmngedlsl sde  Onde S8 4256 GE 43006 W@ ESAWOME BEMINS N Unavaltlhe 5
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1. ST TFISER « SLE B R TF IR R R ERERTE

a. JEEV SR> TA> IR o
b. FF UL QIR HF R LARFFREEE TEHE « ARSHARETIMHEFRE -

Object Stores

iD Total Available ‘Stored Data ‘Stored (%) Health

0000 9.6 GB % 6 GB 9 823 KB 5 0.001 % Error g5,
0001 107 GB 107 GB 0B 0% No Errors =L
0002 107 GB 107 GB €08 0% No Errors 59

C. EE UL HIEHFEHE SESERMEE  THR - FE L —2 Pl h VS ESIEHEFHIR &R SE
HEERE KN o

YIEERELZSABRTIERE o B0 ~ 00002 5% —1EVolume ~ 000F 238161 Volume ° TEEEHIF ~ ID
A0000M MG EHEHER /var/local/rangedb/0 B ZFEAsdc « K/VA107 GB ©

Volumes

Mount Point Device Status Size  Space Available Total Entries Entries Available  Write Cache
/ croot Cnline &) 104GB 417 GB [ & 655,360 554 806 5 & Unknown
hearflecal cvloc Online =)&) 9%6GB 96.1GB HH & 94369792 94369423 E & Unknown

Ivarflocalirangedb/D  sdc  Online 2% 107GB 107 GB &9 @) 104857600 104,856202 [ &) Enabled
Ivarflocalirangedn/!  sdd  Online 2J%) 107GB 107 GB [ 104857600 104856536 {9 &) Enabled
Ivarflocalirangedb/2  sde  Online =% 107CGB 107 GB [ 104857600 104856536 & &) Enabled

)

2. ZFAMPEHETFEIES
a. A< . ssh admin@grid node IP
b. & AFFERFIAVEES Passwords . txt 1B !
C. BIA AL U Eroot : su -
d. A FFRFIHZREE Passwords . txt HEZE -
ECLUrootEAR - IRTEMEE s E # o
3. BUTTINESHS « MR LLEFARFS I E SME AR FHIRE :
sn-unmount-volume object store ID
° object store ID AFEREFVolumeIID o U0 ~ #57E 0 TEIDAO000MHFFH &R S ©
4. INRHRRT ~ 3B yMFLLEFER_ ERGETRARTS o

(D MBEEBBEAEML  RETEIRTL o CassandrafRB S EVolume OfELE °
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sn-unmount-volume 0
Storage services (ldr, chunk, dds, cassandra) are not down.
Storage services must be stopped before running this script.
Stop storage services [y/N]? y
Shutting down storage services.
Storage services stopped.

Unmounting /var/local/rangedb/0

HiiER « RERFUNEFL - MIREMEHE - EELFHFAR - FHEFNSESR - KB —RFAE
RTHEERE 2N o

REHPENREFHSE X EE Cassandra& il &

W BEMITIE S « BRI REMBHSRIEHFHIEE EHREFSRE  MERGHIE
B ER « EREEHE - EHEE Cassandra& Bl o

s {TWAZBPER Passwords. txt HEE ©

* ([EAR2S LRV R AR HEAIEI A B ST EE IR ER ©

* WRERRNBERES « NERNECBSEIREFERS o

* BB ERENAE X NERRIGHEESREER o

* CEREREFHRCAZSEETT  CEHEHEBUNRERER  (TEGrid Managerd ~ BE M€ 4
& T{FBUHACE © )

* BERTBRAEEETETH o (EGrid Managerd ~ EEC M EE T IE BT o)
* CEMRARREFEREMENES -
"tERARFE TR R ISR ES"
a. HEEEMHRENERNERFERE - EEMEEREAGITATR R ENH SRR HIE @ AAR o

BETFRER  FHYUENGHEEMRRE « URRIFEAREIIHZHETRE - EFEEEE
MR & o HEFEREGEMBBLIILEE /etc/fstab HEFET
b. B AKIEHEFEIRS
i BIATS#< . ssh admin@grid node IP
ii. A FFFRSIMZHS Passwords . txt T2 !
iil. &5 A TS U Eroot @ su -

V. B8 A FFRFIAZEEE Passwords . txt TEZE -

EUroot B AR s IBMNBREFT s E 4 o
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C. EAXFMRES (VISvim) KEMIBRKIEHAERE /etc/ fstab ARMEEFESR

@ EPERBE IR Volume /etc/fstab IBREARE © HIRELARMER fstab EMIERE
FFERSE FRIFRA TR fstab ERAHERIERRFAATT o

d. BRI CEAHENRERIRE - TREEEHES CassandraBiHE © BA -
reformat storage block devices.rb
* MRFEFRBETIT - RAGRTEFLELERTE - @A 1y
" MBEXE « RRGIRTEENEE CassandraB Rl E ©
* BRES c MRRXETMERRER « sAEHEE Cassandra&FlE o A © * y*
" MRBE L EEFHRERE - AREBE1SKAERT 5 —EREEFER - WA - *n*

ISR 4R MAERECassandra © B4Rl x 18 o

' BERFAREE - (HFER_EAVSErangedbliER | "Reformat the rangedb drive <name> (device
<major number>:<minor number>)? [y/n]?" F ~ BA FFHF—{E[E]FE :

» BTN EE A IESRIVHEIRENE - EREMSTVCREEERE Wi EMS N ENEERIEE
FM%ZE /etc/fstab 182 :

* O RNREERER B R « MEETEEMRIVE -

A 0 BRSSO TS o MR (NRCDARRRBRIE LEE A
()  mmsmerssss  AREDR) BRI - KRN

reformat storage block devices.rb ms o

ZR4>StorageGRID E[RT2F ZfEFHReaperi fEIECassandrafI{EE 1EE - —BERAEY
@ WEWNIRTEFE - RAEME BEETERE - Lo ERIHE<SHRL i

F| T'Shapery 3§ lCassandra repair] ° WRECFFIFEHEEKIMNGERAE 55

TR SIS RIS o

R EERE P ~ BRI /dev/sdf MREFHERIE « MEARFEERCassandra :



root@DC1l-Sl:~ # reformat storage block devices.rb

Storage services must be stopped before running this script.
Stop storage services [y/N]? **y**

Shutting down storage services.

Storage services stopped.

Formatting devices that are not in use...

Skipping in use device /dev/sdc

Skipping in use device /dev/sdd

Skipping in use device /dev/sde

Reformat the rangedb drive /dev/sdf (device 8:64)7? [Y/n]? **y**
Successfully formatted /dev/sdf with UUID c817f87f-f989-4a21-8f03-
b6£42180063f

Skipping in use device /dev/sdg

All devices processed

Running: /usr/local/ldr/setup rangedb.sh 12075630

Cassandra does not need rebuilding.

Starting services.

Reformatting done. Now do manual steps to
restore copies of data.

HAREAR
"R B R R B B

R ERERE ARSI ENRTHIRE

EARAMHIE AR ENHER CINEREFHIRE 2R SO LB RN E SRR
BREVIFER

CRENESR

* AR EEN R B BREAIRAE A B4R 1EGrid Managerffy TEi5>48H*) 31BHE L -

FREETLF

VI ER P IEEthRFEIRS - BIERRRTRHETFERNER « AREEREMBIILMARR] « ¥ EARRH
fER o

(D MRILMBAIRE R/ RFF—EERES - BZESEFENBENFEERE L  SREEmE
Wt

N R HIME—FRIERE AL H2 Cloud Storage Pool™ + StorageGRID Bl Z8[ECloud Storage Pool
()  BEBHSEER - AEERMEEE - ERTIRF 2 - ARERTSIBN « WnBEhs
R RS RS R R ARRA A o
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SRR E—RIERE AN ERIEENRS ~ RIS IEERIZENRBEITE R - IS ERERIEHERA
@ BURREFEEIELR ~ RILIERERIRG R B E R ERFERF BRI « LIt H M EFERE
[RESFIENREER o

AEERYMGER » F3IT repair-data 159 | ISR ERGERVAHERNER « TAILMBEIEECEE
A~ DR SILMRR] o eI R ERRRNEE repair-data 15905 ~ RIBLCEEZERER BRI SHR
ARISERL ~ MNRFA

CEEEN | RECRBEEEREN  BERRRESEHYN LWETHRE  AWES S TRNERES
)

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* HERES (EC) BRl : RELEFZEEREMNE - ERRAFERENI LAV EMIRE « EME <R
BREREHSRRSER

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

R ENRARRAR AT « PILIRIRIERINERARISE R - FRAMREAI AR « (B IFEENETA - ErRILUER
LR ap < AREHEHER RIS B RIVETR !

repair-data show-ec-repair-status

BNREEFERAR « ECIEEIERERM - HERLIFRMEINI) « REFREBEHSEECIEEIE

@ ECERELFESERREAENFHEFER - JRESHRRTET « BSEEETHEFER - MR
SERCREL ©

MEBEARFHAEN « BF2M repair-data IE9H » BIA repair-data --help REEEHENHLT] o
1. BATEEIREE,

a. BATH@S | ssh admin@primary Admin Node IP

b. &) ASFRFIIZEE Passwords . txt T !

C. AT LU Eroot : su -

d. A FFFFIHZZEE Passwords . txt TEZ -
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EELUrootEAR ~ IRTRBREE s E 4o

2. f£MA /etc/hosts EEEUSHEERHFHEENHEEFHNE T  c EETEMENRTFIBEEIEAEE -
REIATSES | cat /etc/hosts

3. YIRFAARETFHIREER I LR « HEEREMR o WRRAMBOHIREHERE FRTT—F <)

@ AT repair-data RFFHITSEMBNIEE - EEMESEENES - BHERITE
ZBFT o

 MNREHEEEIERER « 558 repair-data start-replicated-node-repair <
--nodes EEBERFERAVER o

b ATE A B SG-DC-SN3Z (7 HIS EHHIREEY -

repair-data start-replicated-node-repair --nodes SG-DC-SN3

BRI « StorageGRID MIRFEREMMNMAEEE « HEWEMIEKE
() o ETRasRERERGNREEH Y o CRZHENEARE  WREEE TR
o 520 [EEStorageGRID RETHHHRIES ) o

° MNRIEHIBERE SHBRRISER - 351FEF repair-data start-ec-node-repair #3% --nodes &
EREEFEIRLAVEEIH o

ItEEr 2 FME1R 2 A SG-DC-SN3R 7 B RL L ISHERRISE KL

repair-data start-ec-node-repair --nodes SG-DC-SN3

EEEEEME—M repair ID MAMAIE—E repair data BiE ° SAEREEINGE repair ID ME
HERVEEMER repair data EiE - MERFTHR - FEELRIEMERKRIE -

@ g%%ﬁ%ﬁﬁﬁ%ﬁ%&ﬁﬁ - A LARIRIERIHERARISE R - FRARIRLERRI AR « E1E(FERIS R

° MREERERAEERRMEIRBEEL  FAITEMERS
4. MRIEBOWIRERBELEHE « FREZTENWIRE -

P75 T0E A Volume 1D © 180 ~ 0000 @5 —1EVolume# 000F &35 161EVolume ° KRILIEE —1E
W& ~ —(EEE B o ZE R K FHEY IR E o

FraMREERU AR FE—ERFFHNR L - MREFEERSERFEROVHIRE « SBHAERM S IEIRP] -

c MR ESEREN ~ s5FH start-replicated-volume-repair 839 --nodes FARHA!
BIRAAVIETE o JABHIE{E—IE --volumes B --volume-range 318 ~ Y1 FFEHIFAT ©

B—R& : Iten S ARERNEREREMIRE 0002 E543SG-DC-SN3W#FFEIR L !
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repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

HRESE ka2 EENERERESBERMFIEEIEE 0003 E 0009 7££25SG-DC-SN3AI#
FEEE L -

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

ZEMEERKT | ItmL B ESHNEREZEREMEE 0001 ~ 0005 F 0008 E£%ZASG-DC-SN3
RIS L

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

BRI « StorageGRID MIRFEREMMNMAEEE « HEWEMIDEKE
() T ETmakaERERGHREEHE LB  CREZHENELRE - WREEE TR
o 520 [EHEStorageGRID RETHHHRIS S o

° MNREHEEE I HBRISEN » 55 start-ec-volume-repair 83% --nodes AR HAIEIRLEY

EIE o JABITIE{E—TE --volumes 3f --volume-range 31 ~ N TFHIEBIFAT ©

*B—\olume * . LA S Al IS HBRARIE B RHERIRE ZE Volume 0007 1% 73SG-DC-SN3RY(#TZENEL E -

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

R E EEE - than < AR HRARIEEREREHRERNRFAMIEE 0004 E 0006 FE%#SG-DC-SN3HY
RFERL L

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

ZEAMIRERMKE © b2 AR HERARIEERIEREMIEE 000A ~ 000C° M “000E E&ASG-DC-
SN3BEFEIEL L

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

° repair-data {FEEEEIME—H repair 1D LHAIE—H repair_data Ei& o SAERAEREYEE
repair ID BUBHERVEEINMER repair data EE& o MIERRFTHE - FEEREMBERKE -



@ g%*ﬁﬁ%ﬁﬁﬁ%ﬁ%&ﬁﬁ% » AJLARIRIE R NSRS E R - FRARIRLERRT AR « E1E(FERIS T

- MREHBERR LS RBANSBEEE « BRTERESS o
5. B PSRRI o

a. B ERL > RIS RTE IR > ILM * -

b. fEF [3Hk) BERTHBMANGRTERREE -

EEETHE - IFE-280 BERTOEYMG -

C. AEFFMMEIER  FFEN SR> TRE>EREE
d. EiE* GRID*>*ETREERIHFEIRL > LDR*>*ERH#ETF"
e. SAEATIBEESRKAEERIEERR DT « UKRAISENIER °

(D CassandraTAEEET—R2IE - TEFHEUSEMAOIESE -

- BENEE (XRPA) © BRILEMOSHEBNEISENE - SREFHLERIESEERRNE -
U R S - SR UL AR E AR (AR E IR
RILMIR R B IUE AR B8 HEEmB AR o

() EEmmERTERREANNE - ETOERH LAY -

- TGS (XSCM)  SRLUEN RIS RS E ARG RS EAERONY - IR CER

MRS B MAE— ERESTPO QAN « AIFTAER R AN SIS - 1 - RRBHTeS

B o NefifE-AfE (XSCM) 1 BIHERNEEER « SFrA R AR LR - I UE
SHEREmiE AR - TR B I AR sk « WFENEE R FEEEE] -

6. BIEHSRIRISERIBNER « AR EFEATERMAIER o
a. FIERHERARIS ERME1ERTIARS

" FRILERSEBSENIREE repair-data EiE :
repair-data show-ec-repair-status --repair-id repair ID

* ERLLER L FILPRIAER !

repair-data show-ec-repair-status

BHEYHEN « 84F repair 10 CERARFIALAMBRIAITIER) -
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root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time
Affected/Repaired Retry Repair

State Est Bytes

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9

17359 No

949292 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9

0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9

0 Yes

949299 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9

0 Yes

b. yIREMHBETMEEIEERY ~ FEMA —-repair-id EFEERIER -

tEar < EERAEIEID 83930030303133434 ~ il KMAIEIRHETE -

Success 17359

Failure 17359

Failure 17359

Failure 17359

repair-data start-ec-node-repair --repair-id 83930030303133434

LLter < EEREIEID 83930030303133434 E i KB HIVolumef&iE :

repair-data start-ec-volume-repair --repair-id 83930030303133434

R
"&1#StorageGRID"

"BRIERI ; AREEPEAR

g EEFHIRERIGE REFIRRE

EREFHREZ % « C A HF RPN

RN FENRLEARESET ~ ARRETER A T4 Ly o
TEENER

* BB ZIRRVEIEE 28 A Grid Manager ©

* EEFEHMEIRIE - BRRIETEA ©

1. BB TR >* T B> AR HaE o

v =

K3

2

2. EMENRFEEHRERNHTEHERE-FR I RS- B eE -
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EmEBMENEREZE MLl -

3. YN TStorage State] (HETFAKAS) - THAE) REAME  BERA TP
a. B8® * Configuration (AgE) *&EIEFE o
b. e ETFARAE-FRT THIZUBEH  BE 4R L -
C. B—T"ERZE" -
d #—T T8 RIIFH - w3 [FERE-FIE) M TMEFIKE-BR1) NESEHRS MR o

R EE P IRE

SNSRERAS B ETFENEL LM RARTEFREILINPE « StorageGRID B AFE A ATFEIRS o SMAZET
PY—HE4FE R IR « 7 BEIE AR SR R IRIE -
RIRER I

fERIERE P A IR B R TF ENRS_E MR RHAIR A SR INE - IR B ERARFHRE R LR ENEELE
AR - [EBRETER o

() s EEmR R e AR TR I R B 1 EES -

"k1& StorageGRID IhaE R FE AR HFER"
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TR

Prepare for node
recovery.

v

Replace node.

VWiVlware Linux

Mo Yes
Linux host?

—force flag
or force-recovery

Cormrective No . See the
actions taken when ey is “What next?”
tOr] ode? complete. :
restoring node: section for details.

Yes

New or changed
block device

v

Select Start Recovery to

configure the Storage Node.

Recwenng from
storage volume
failure

v

Remount and reformat
storage volumes.

v

Restore object data to
storage volumes.

v

Check storage state.

"RBETE

* "BRREFEIRE

* "#HY lStart Recovery

FEIRE R RHIR I IRIENE S

(FRBRER) URERMEFEHZ"

BN ERRIVCREEERE ( TFEBPR ) "
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FMABE - TR ERHERE R Volume”
* R ER AR AR ERERE

HRB T BB R AR AR B i
EMERFEIRNSERFHEME 2R - T ARETIES

{77 B A% Cassandra Bkl « HF @S FRER o Cassandra B BT AEGTE FHIBR TER :

* EREAREBIE1GRZ R « RFHRETMELR -
* (EFHIRE MR EMIE o
* R — S B RE T R G S PR RS o
E#r21Cassandraliy « 2 S EAEMAFIRNEN - MRAXSHFEERELR - 88D CassandraB I AIHE

#LER o RRAEFHEE Cassandra ~ BEELEEAICassandraB Bl A] SERI R —E o YR CassandraZ HiE
BENHEHEAZEE - ERE15KANEREMED ZEEEFEE, - FArIfestEBEREEXK -

@ MRASERFHRKIE (BER)  FREEMSIREIF - BT TIIRETRRRF - BRIATEE
GiEK -

@ WMRESHEFEBEN IRER 15KANE _EEZEIEE « BIAS M TIEBE - 15K A
HEMEU L FEFEEL ERCassandra ~ B E%ﬁ:&ﬁﬂk_é’& °

@ RS ENZEREFEREESRE « IERERTHLERIERF  BHSRIiTSIE -
"B S IR AR TS & TR R
SNRILEEFENRAR I MERAEEIR T « MRS —EFF AR AR B ~ SB0ETE

@ #FER L IEH R REFHIRRIVHRE  AERBMEILHRIERHEFER - F2RRN ﬁ’?ﬂi@ﬂﬂﬁ
RARHIER R ENRFHIRE P IRE

@ ?ql]:%lLM%EE'E&E?%EE%T?—@%’E%%’EZX » BEAEFERSENFEERIRE - CREXIREY)

MRETERIELARIBEIARTS | ARBE- Cassandra (SVST) &7k « (A2 LI EREHHRIET ~ UL
@ Ei#ECassandra R LERPINIE - EFEIICassandraz® ~ EREZEER - MRETRTE
B AR AR TSR ERPT o

HERIE
"ERHERIE  RERESEAR

"R ERNESREE"
"RARREIREAZ R ENEFHIR RS E R IRE"
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IR EAR
SNRAAREIRE IR ~ (TSRS BT EIRS o
E AR T SRR TSRS o FIAEENASEE: - BREBMS BEAR
() s EEmr R e AR RN I R B 1 EES -
"R StorageGRID IAEFE BRI (77 AIBY"

* Linux : *FIRERFEE RRHIMER THKIE « SBIRRIETERER « UFETFEERTHEMRED SR -

2N 2R

VMware "BV Mware S EL"

Linux "EHALinuxENEL"

OpenStack NetAppiRfEHIOpenStack E i 2R MR MIE I A E IR ERIE

% o MREHEEMIBTEOpenStackEPE RHITHYERRS ~ SH THBERAMN
TWLINUXEERMBVIES © 12F « FFEEERLInuxEIRLRIER

EY TStart Recovery) (FtRER) UREREFER:

EHHFEEE 2% U BETEGrid Managerd#EEY Start Recoveryl (BAEER) 1%
HENEAER E AT R ENEARV B HAERRY o
THRENER

* W EFER IR A B 2S5 A Grid Manager ©

© SRR B HEESARTFEVER o

© B EER EIREC BB

© B AB BB T B HAERRS o

* S AR B IHER RIS B EHMEE TERVREG EER -

* B RS EFERTEA R 15 RN KRER
BAREIETIE
MRFEFNHEBUR BN LETLinuxEK E ~ AIRBAETIER—BERER « ARARITIDER !

* [SAZBER --force FEEMEALIR « ELEEIZE storagegrid node force-recovery node-

name

© IBAAEI AT EENRL - AR EER/var/local ©

1. #Grid ManagerrEEER & 4 € T 1F* AR o

2. 7 TPending Node) (HEEiR) FEFEIEEIERIARETR o
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MAMEREREHRERES  EEEMREHL EHFIMEZ R « CEAEEERS -

3 MAECEZNE
4. BERRIAIRIE" o

Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q

Name 1T IPv4 Address IT State It Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sesess

S. ERIEIMIEAIE BB RGP RIS IERE o

@ EERFNITHRE « BRILUR—TEL REAGMIINE - IEREHIR &R HeELH -
RTMREEREZR © BIRGR G ERTREEMRS

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

* For WVMware nodes, delete the deployed WM and then redeploy it.
* For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

MRCREERREFREAMNE AL ARHIERERFTRENIARE TR -

Do you want to reset recovery?

° *VMware* : fiIPRE B RVERAINRENR o A2 « BEEBEENENIIER « SAEMIPBENE o
° *Linux * : FELinuxFE ¥ EBITILAR S IAEFERBNERRL | storagegrid node force-recovery

node-name
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6. BffFEMRNED IERFFEPR BEF  FREERERFRPHNT—ELE - ERHESRERECREER
fR& o
Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage
de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps
TERAE R

"EHERBUAEMRE (BRTAEHR)

ERHERENEICREEERE ( TF8P58H )

&k%\fﬁ?@ﬁﬂ TREESH « UEMBHFRENHEEFEHIEE « 1 EmE I EE IR IERE
FHIRE - F—(EIE<IE T &M HEIEEEIL{EAStorageGRID  MBIR{EFHIRE) BY
FARR&E o 38 _{EiIs S EMRNCEMREEHNEIEE  (REESEHEE Cassandra
A RRENARTS ©

TEENER
© CEEREERS « UERENFTEERNT R EREFEIRE -

1T sn-remount-volumes 5L HEAISEA BOFL s B B P& (AR E o

EREHENAAMESEETR  WEEEFHMIUHERERERF o (FEGrid Managerd? - BEEU M4
I1’E*H¥/AEE§ )
* BERTEASREETH o (fEGrid Managerd ~ EEC B EET1E BT 0 )
* CERRREFHRMARHERERENES -

"R R R R MR IRENE S

WNRE ZERFERMEEAR - AR PHRENMERE15RABER  Al4ERiTZiE
@ ZBPY © 55T sn-recovery-postinstall.sh {5%HE | EMESNZE#FEE LS
j#Cassandra ~ Il 7 BRI EAHEBIE15K ~ AIRe G EHERIESXK ©

R EIET(F
AETHIRER « ST MR IE
* BAWIERIEFER o
* BT sn-remount-volumes ERHBAEIUERNFIFHIREAVELH - MITILIE SR  FHIT FHIENE

°© HEMHESSERFERE « UERBBXFSHEE
° MITXFSIER—BIERE -
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° MRERAR—  FHEHFHERE RS AU EMStorageGRID NF(L#FFHIRR o
° MR HFHIRERTVIER « AR SFEFEEREE - BiRE EVERREERIRERE -
* 1B < WS A AR RAEfAIRE R o
o\ sn-recovery-postinstall.sh 5SS | HITIEISSIEES ~ FEIT RIEE o
HITEI ~ SBTE SRR E B TE a2, sn-recovery-postinstall.sh (Eﬁ%@ﬂﬂ'\]
@ DER I BIETHE) BRIV CHIENRFHIRE IS R4 PESE - ENREHEFER

sn-recovery-postinstall.sh TR EENERMERFEFFE LIRS 8
FStorageGRID FZ1RAVFE AR B ENRLRERAAEERT o

o EIMETVCFABHFHLERE sn-remount-volumes FESHEEEHM & S SRR A LERE ©

@ MREBMRVCREFHEIRE « BIZHIRE EREREREEER o G BERITEHMZRF
AR EMIERERYGERN - ARZILMRAERESHEEFSENHES

o REBEHE FEHEECassandra& R} E o
° BRENRTEEIEL_ERVRRTS o

1. BAMIERIHFERS

a. A< | ssh admin@grid node IP
b. & AFRFFFIMZRE Passwords . txt HEEE

C. WA TGS U Eroot : su -

d. BAFFSINZEH Passwords . txt HEE :

BIELrootBE AR I RBREE s E 4 o
2. JITE—EISSHE - EFHEEARA ERNEEFEERE o

@ WRFIANRFHREE MBI ERERIVE - BUEMANREFHIRE AR ~ SR UBkA
LE BRI HITSE —[Ef5 <5 « ERTSIVICFrA RE BV RHFHIRE -

a. }TIESHE | sn-remount-volumes
ISR R EH A SEESEENNEFERIEE L#TT -
b. 5L HEMITR - sAIRRIE L X B ZE IR ©

@ CAIURBEMEA tail -f AREFIESIECHRIEANBTIGS (/var/local/log/sn-
remount-volumes.log) ° SCiRtEESMEMLLm <Y &HHEEM o

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740
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====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y



or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

TS - ERIEMEE —AREUIRE - —(ERFHIREZEERES

* /dev/sdb EBXFSIERAZR—RIEREL AABRIVHIRESE  FILERINEMEE - Bis<
ISERHENERE FNERERE TR

" /dev/sdc HRREFHIREZMIHRIE « RILXFSIERAF—RMEIRERK -

* /dev/sdd EAHME - RAMERARIGBICHHIRIBEREIRSRIE - Bie BB A SREHIRE
B~ SRERE BN TRERAR MRS -
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. ZD%E%T?EEE%EEWHD?%EE%E% CBBERTFITHREIE N o EAEE2IREMER ERERER

* MRFEFHIREEMINERAHE « FERTFTHREE Y o ERAIUERAERAREENGER
IRAVEREGIERIZRIE o R EHFETR /var/local/log/sn-remount-volumes.log sCEk
& o

* /dev/sde BBXFSIERRZA—RMIRE - LEABAMBIVolumeiEid ; & - vol DIEZEFRILDRER
RAIDELIL{ETFENRS (configured LDR noid BEMIRIEN) o WHRBRTILHIRE BN S —E#F
B o

3. HRBIE< BB EA I AR R IR o

MR BEFHIEERBEXFSIEZAR —RE BT E AR S « BFHARE HProtE:RA
@ B o QA BBRRHITAIRSZ sn-recovery-postinstall . sh EELEHARREE EHITIES
b5 o

a. WEUEEARE S CFRAMAHERERNIER - IRRILEMHIRE « FEMNTIRSH
b. #EIFTAHSEERNNE © FRE B HERIENFFHIFE BN ILHFEHR

TEEHITP ~ B /dev/sde BIETHERAS

Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

MR AFHIRE W EIHRA BN EMGEFERS BB SZIREPT - WREMIT sn-
@ recovery-postinstall.sh 59 « EFHEER FEMRAL - EAEFERER
Bk o

c MREFEAMETHERE  HITRELHE  AREENTHEE .
() CuBEEAEREMRLERNEERE -

TR EREERMEEH Volume ID ~ ERAITRFIENHEIA repair-data 59 - RMHERER
EHre (T—@iEF) -

d. BENEMPMEEEHEBMNEE 2% « 5FHT sn-remount-volumes BRMITIHESHE « MBI E
SN RFEIREIOEEREE -

NRFFHERE A BRI ER « MGHEET—2 « AIERENHEIEE LRERE
@ FHERERMIER - MREEMDHEERHES « AIETN T —ERF (EBRMGER) 2
A~ REE—0EE -

FANHIT sn-recovery-postinstall.sh MNRERAWIEFEFHIRE _FRERE AL
@ MEVEMAIBEEEIL - FRTIE<HE (BIa0 ~ RILMERERERRAI R SR —EE A
WL EER AR EPE) o BRRARI T IRERPT ~ LUREMAIIRIEE R ©

4. #1T sn-recovery-postinstall.sh $#§<H5 | sn-recovery-postinstall.sh
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IS LB E EMSVCEMEEHE W RN AN ERNEERIRE ; MEFE « o EEHMEECa
ssandraB il E ; W EEFE R L ERENARTS ©

AR MIEIR !

c IECIBRIAE R ERU N A BERAT ©

° —RME - MR SIHNITR « ERRESSHIERE -

° SSHI{RFEERBRI R FARARRET  55704%* Ctrl+C* o

° WNRBLEMEREAPE - I5LHEEETHRIIT » WARIESSHIFREE « BRI MiiE) EEIBRERE -

° MIRFFEREANZRSMARTS « BIEMEARFSEMMENR « 5SS FHo0IE - BEBRE
BIRSMARTSET « FRERE A 57 IBRVIEERA] o

()  H=heaTADCIRBHAEE FAILRSMIRS -

EZ843>StorageGRID ERIZF € {FHReaperXKizIECassandrafV BB 1E - — BRI HNER
@ ARTEFAME ~ R E BENETTIEE - EoISEE RSB HEFIEE Shaper)
g{ lCassandrarepair] ° WIREEIIEHEEXRMVIERAE ~ BFRITIERAE ISR

AL
AT °

S. [POSTHEEIECIEL M A sn-recovery-postinstall.sh I§LBEHIT » WEGrid Managerd &z
E MkiEl BmE -

Mgl EE EAERESM TREER) BIRMHNSERAREE sn-recovery-postinstall.sh 359 !
Recovery

Select the falled grid node fo recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name 11 IPv4 Address I state 11 Recoverable it

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-53 2016-06-02 14.03:35 PDT . O N N Recovering Cassandra

Z21& sn-recovery-postinstall.sh IERIEEEEIEL EREARTS ~ (ALY ERZEREE RIS
HEIERREFEHAEE ~ UNsZAZRPFRAR ©

FERAER
"B AT E R R AR R e E B

"MAEEE « AR EFEERZER#FVolume"
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MARE  AIRYHERERERFVolume

MR E sn-recovery-postinstall.sh BEIESEAEENMRNE—HZEREHF
IR & ~ B E MM EF R SR ER R R EERE VN RF]IRE -
BRIEEIME N E— N2 EREFHEE « TRIREEHRITELELE o

CRENEM
* /AT E B EEF BRIV ERRE A BER  » 1EGrid Managerfy TEIRE>*EEE ) RIIREL -

FARERTE
I ER P EthREFEIRS « BIESR B RHETFERNER « AREEREMBIILMARR] « Y EAAI
fEm o

@ MRILMRBIRESRFEF—EERES - BRESFERRENRERRE L « SREERE
Yt

R8I —RIERE AL Cloud Storage Poold ~ StorageGRID Bl#4ZBACloud Storage Pool
@ ImELEHZEER « AREEREVHER c ERITILIER ZAT « AR ZIRERPT ~ UinBhE G
A8 P el S0 B B ABRA A o

IRV B ME—RIERE AL ERIEENRS ~ RIS IERIZERBEIT B R - HISMNERERIEHERMR
@ BURREEEEIELR ~ RILIERERIRER M B E R ERFERFT R R « LIt H M EEFERNE
[RESFIENREER o

EEREFEYHER - 5HIT repair-data 15905 | IS ZHGERYGHERNER « T EILMBHER S
B~ LBEERFASILMIRE] o e UERERAARRIREIE repair-data 159 » RIELREERER SR OIHER
RIEER s WWTFIR -

* EREMN  RECEFZEEREH ERRAFZEEHHM LB EMRE - AmEm AR ERER
B

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* HERES (EC) BHl : REBLEFZEEREDE - ERRFEREN LAV EHRIRE « BME <R
ARERESREER

repair-data start-ec-node-repair

repair-data start-ec-volume-repair
TEFLEATFERABRARET « ATRRREEHSRIRITER - FRASERERI A% « BEERISETM o ST UERA
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BUTan < BREHHHRARIEE RIFVER !

repair-data show-ec-repair-status

ECEETFEERRERENHEFER - AIEEEEREET « EEEEETHRER - IR
@ BNREEREARE « ECEELERERM - R LIFRMEIRY) - REREBEHSEECEETE
STRXEFEL o

WEFRBEME 5520 repair-data 1595 ~ #IA repair-data --help REEIEMEIHLY o

PER
1. EATEEIEM -
a. A T3S | ssh admin@primary Admin Node IP
b. B AAFFAFIAVES Passwords . txt 1B !
C. BIA AL U Eroot : su -
d. B APFIFIAZREE Passwords. txt FE2E &

B UrootB AR IBMBREFT s E 4 o

2. M /etc/hosts BEUSHEERFFHGENFEHTHETE - EETEHERPAIEEHEEE
BB A TES | cat /etc/hosts

3. WIRFAAETFHIR @ EREE LRl  AEEREHR o WMRRAMOMIREHERE « FPITT—F <)

@ HEIEHIT repair-data EFFFITSEMRAIER - EEWMIESEERL « BRSNS
ZBFT o

c MNRIEHERESERER - 55(FF repair-data start-replicated-node-repair 8%
--nodes EIEREEFEIRLIAVEET o

S AT 5 SG-DC-SN32 (7 Hisk L MR HRY -

repair-data start-replicated-node-repair --nodes SG-DC-SN3

JBIRYIAEFS « StorageGRID MIRIHEREEMHNMAETE « HEWHMIDEK'T
() 7w sTasaERERGNEEDHE HBY  CRBHENRXRE  UREEE TR
1€ - 55288 TE#EStorageGRID REFHBHRIES ) ©

° NRTHBERE FHBRARIFER! ~ 55{EH repair-data start-ec-node-repair #88% --nodes &
EREEFERLAVEIS -

b TSR HSG-DC-SNIBY A EIRS L ASHSRTE RN -
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repair-data start-ec-node-repair --nodes SG-DC-SN3

EEZERIME—D repair 1D MAMAIE—R repair data EiE o FBAEMREEINGE repair 1D LB
HERVEEMAER repair data BiE o MEREFTHRF - FTEELEMERKRE

@ g%%ﬁ%@ﬁﬁ%ﬁ%&ﬁﬁ - AJLAFIRIE R SNSRI E R - FRARIRLERRI AR « E1E(FERIS T

* MREHEREREEERMNFERFBER  FAITEMEGRS -
4. MREIAMAWREFEHE « FEESHZENIRE -

P73 z0E A Volume 1D © 180 ~ 0000 @F—1EVolume# 000F 235 16/EVolume ° KR LUIEE —1E
W& ~ —ERIE & S E o 2 AR HEY | B HREE o

PREMHREECAMRE—ERFFHNRL - MREFEZERSERFEHROHEIRE « BHERM SRR

c MR ESEREN ~ 5FH start-replicated-volume-repair 8% --nodes BARHE!
ENRLAYEETR o ABFNIE(E—IE --volumes B —--volume-range %18 ~ Y1 FHIEHIFAR ©

B—HIRE : Itan < AIRERINEREREMIRE 0002 £543SG-DC-SNIRY#TFEIRL L !

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

HRREEE - e AR ERNEREREHEANFIBEERE 0003 = 0009 £573SG-DC-SN38If#
FEIREE

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

ZEMEERKT | It L B EESHNEREZEREMREE 0001~ 0005 F 0008 E%ASG-DC-SN3
HfEEFER E

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

JRIEERIBS - StorageGRID MIRFELIMEROMEEE - REWEMIDEL S
() T ETakenRERGNEEDE LY - CRZHNEXRE  UREEE TR
1€ - 5527 TZ#EStorageGRID KEFHBHRIES ) ©

o YNRICAAEEE S IHRRISE R ~ 55(FH start-ec-volume-repair 8% --nodes AREAIEIELRY
IRIE o ABIME(E—IE --volumes Y —-volume-range #El8 ~ Y TFFIEEBFIFFT ©

*B—\Volume * : tbap < AR EHERARISE REERE Volume 0007 £ 43SG-DC-SNIRV#TFEIRL L !
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repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

IR EEE . IS ERRIEENEREHENRFABEIREE 0004 Z 0006 EHASG-DC-SN3HY
HFEELE

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

ZEHIRE R © e L AR HRARISERIZEREMIRE 000A ~ 000C° M "000E EHASG-DC-
SN3HETFEIEL L -

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C,000E

° repair-data {EEGELEM—M repair ID MUHFE—E repair data =& o sAEREELIAE
repair ID LUBHRVEEFNER repair data BiE o MEEFTHE - FEELIEMERKRE -

@ g%&ﬁ%ﬁﬁﬁ%ﬁ%ﬁﬂ% » AILARIRIEIRINERARISE K] - FRAMRET AT AR « EERIEEAST

* MREREREREAERMNFERFITEL « FAITEMEGS -
o BIEERERNEE -
a. EE RS> [ETE SRR > ILM * o
b. FEfEM FHE BERPHNBERFIETESETTMIERE -

EEETAE - TERF-28) BERTOEYMG -

c. EEERMMEEEE  BERRE> TASBIEERE o
d. 1% GRID">* EAEIEMIZERRE">" LDR™>ERIETE" o
e HEA THBIHEATHUNERIEERTRM « LRFIANIER

(D CassandramBEEET—R2IE - MEFHEURHAOERE -

* EFBVAEE (XRPA)  ERILBMREHERIEESER - SREFMAMESEESEEYIHE
HEEIEERE I AN o INRULE RIS EE BN (H-RHARE-Taft B RE) &
RILMfEEAR R REATEZR MR _ LEENS AR -

() EEmmERTERDEANNIE  ETOEREAILMEEITE -

 FHEAR-TEM (XSCM) : ERLLEMERTAGRREE AR SERELAENMYG - IR BES
AUAEHE BT —ERIS IR BIE NN ~ BRI RER AR ERRMIEEETTA ° 55 E © IRHEAR A sE S
B o NefiiE-fAfL (XSCM) 1 BIEERNEEER « SFrE SRR AR LR - A UE
AR R AR - TR B I EAE s e ~ MHENEE VR EEE -
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6. ESIEIHSRISERINEE - AR ESE AR SERRNER -
a. FIERHERARIS ERMEERTIARS

" FARIGSERREMIREE repair-data B5E :

repair-data show-ec-repair-status --repair-id repair ID

- ERLLE L IIHFABEE -

repair-data show-ec-repair-status

BHEYHEN © 84F repair 10 GEARFIALAMBRTAITIER) -

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes Affected/Repaired
Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359

17359 No

949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. YIREMHEETIEEIEERY ~ FFEMA —-repair-id EFEERYER o

ItEr < EfEFAEIEID 83930030303133434 ~ EsKAVEARLIETE -

repair-data start-ec-node-repair --repair-id 83930030303133434

5% &EAE1EID 83930030303133434F s LAY Volumef&1E -

repair-data start-ec-volume-repair --repair-id 83930030303133434

R
"&1#StorageGRID"
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"BRIERIE ; RREEHA"
B AF BB R RHLERIE R  BIRERFIRE

IRERFERN R MR R GO RS RFHRIAFIEREERES L) - 1FE
RITEMR BN AFENRLEIAR SR AT « MRRETERA T4RLE) o

TRENESR
* SRR IRREIE RS AGrid Manager ©
* RFEREE IS « ERIRETER ©
HER
1. BRI > T BE>"A%iniE o
2. B ENREF IR RN T R MR FIRRE- B AT 1 E -

EmEEEEREZE Bl -

3. 4NR TStorage State) (ETFARAE) - THAE) REAME  BFERA TIIDER
a. BE% ~ Configuration (E2E) * #EIEF o
- WHEAFARRE-FR S T RIZURE A ~ EECAR L o
C. B—TEREE* -
d. #&—T T48E8) RS1TH - 57 [HAGFEARE-FIE) M MREERE-Ba) NEBENS 8L -

WEEMASERRE
BEHENEREFIAN T EEEMMERIFT BEIREE

BAREETE
WwiE X ERMANIFE EEMRITE T TAER - MBS EBFHAEH ARG o
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Prepare for node recovery.

v

Preserve the audit log.

v

Replace node.

Services

ViMware . Linux
appliance

See the
"What next?”
section for details.

Comective
actions taken when
restoring node?

Recovery is
complete.

Yes

—force flag
+ or force-recovery

Select Start Recovery to
configure the Admin Node.

v

Restore the audit log.

v

Reset the preferred sender.

v

Restore the Admin Node
database.

v

Restore Prometheus metrics.

AT HICENEN EIRMES « FITIERNERER - BFEERABMER « (AR -
TERAE
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"SG100 1% ; SG1000fRFEFEAEE"
jEgEs

s "R ETEIBEEEMERIRE"

s "RIEF BRI ERIRE"

WX EERMAEERIRIE

TR BT — R ER T ~ 7T EEEMBMEFIRIE - T EIREHREHMEEAVE
RREIEERL (CMN) ARFS o

FAREETLF

FEI NIRRT EEIRENRS - TEIRER EAVEREIREE (CMN) IRFS & SAMRE LY EAEE
18 o BB ST RIS KA1 o BRIEA RIS « DRIEERREGHYIM - ECMNEAERAR « ¥

e o

ENBERY—ER RAEERBRHENTESIEHE « TERAEEEZHEEGETYHE - B8
@ BB EABCAR B REBCRE | N RCE B E M AR EEEE - AR 1E
ZRFY o
TR
s "REPER T E IR EAE RS0 "
s "EAT EIREHEL"
 "REBHNFESIREE"
 "EMENETESIREHE FEREZEC R
 "EMENTEIRHE FERREFNERE"
c REE R E R RN B E"
* 2R EIREEERFAYPrometheusigiZ"
PR F BRI E BT EC B
MRCHELNEBIEN T EE IR E R FEZECE: « AIEREELEECIR - LUEEERIN RS
5?@]*[1@%%3%’2 o XA UTERBVREIZECIRE BN 1718 ~ BEEREMEN T EETIE
Bk o

LER2 P SRS TEIL e BB R B IR ARE R EE R R ENER LN ERNIE - A% - BERBRIFEIZEERF AL
EREBRVERER, - TR G BBEREN SRS

RBFEAERME « LRI AERIER EIEMAERIE XL E - MRHBRE—EEEME - BIRENSIEER
SN EBERET - AR S CEEfEZRE - MARENERtEER - IRFERS S AR
TR AR 5 — A B IREARE IR B e %0 iR ©

()  msREmsEaeneRnes R  CTLEREFER « AIETHERYE o

1. INBRTEE ~ FEAMEN SRR - B  FEATBEEHHHHEMERSHR (BF) -
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a. MIATS&H< . ssh admin@grid node IP
b. #AFFRFIHIZZEE Passwords . txt FEEE .

C. WA TS U Eroot : su -

d. S AFFRFIHZREE Passwords . txt FEZE -

EELUrootBE AR~ IEEREE s £ 4 ©
2. {Z1IEAMSERFE LU 23R I FTHVECERE © service ams stop
3. EffitnfhauditlogiE® ~ FHAGERNIIMENEIENMNBERRAER

#audit.logEFi R AM—ARIEAIERERZTE « U0  youty-mm-dd.txt.1 o B0 ~ &R &audit.logtE R E#
A% A2015-10-25.t1xt.1cd /var/local/audit/export/

4. BEFEEIAMSARTS | service ams start

S. BB ~ B TEIZECEMEE N EER MR ETRE LAY FA{IE | ssh admin@grid node IP mkdir
-p /var/local/tmp/saved-audit-logs

HIRRTREF ~ i AadminBYZES o
6. ERFAEFREIZCIE | scp —p * admin@grid node IP:/var/local/tmp/saved-audit-logs
HIRTEREF ~ # AadminfYZES o

7. Blroot&E © exit

BT EIEER
AE2METEIRHEL - T A EIRE IS ERREES

TRIUR S EN T EE R ERAER—ETE LRITHEEEIREHR « AT UEEVMware ERITHIEEE
EENEL ~ IR LInuxEHBIRAERBEREE RSN T ZEEMR

AERTAEAMMIMESRTENER - TREREREF (ERRFTANRER) 2% ZE2FR5 1558
TEEEEDNRMEN T -

BinTa =2
VMware "EiaVMware iEL"
Linux "EHALinuxENEL"

SG100E4SG1000ARFSFERIEE BRI E R

OpenStack NetAppiZHBIOpenStack E#i i IRIE RIS T AB I RERE
¥ o N RITEEMIETEOpenStackSFE T HITHEEL « FF P HBEAM
ELINUXEERRIVIER  15E  (AEEFRLInuxEIEEITER ©
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REEHNE E SR
EIAEREW AR TE 2y StorageGRID BRNEHEER AN T EEIRER, -

CRBNES
* HREEE RIS T BEIRME « BRSSUBETHE - BRRAEL -

 HRRBERRE REN T EEENL  CEBRRARELREREE - HSRERRENREEE o
"SG100 % ; SG1000ARFEFEFHEEE"

* A BEER IMEEMHERNRMEDR (sgws-recovery-package-id-revision. zip) °
SRR B IRE B IBRAEES o

TR
1. FRAAERERLZESR nttps: //primary_admin_node_ip ©

NetApp® StorageGRID® Help ~

Install

Welcome

Use this page to install a new StorageGRID system, or recover a failed primary Admin Nede for an existing system.

€ Note: You must have access to a StorageGRID license, network configuration and grid topology information, and NTP settings
to complete the installation. You must have the latest version of the Recovery Package file to complete a primary Admin Node
recovery.

» Ve

Install a StorageGRID system Recover a failed primary Admin
Node

2. BRIRIERISRY T EIEER o
3. LERMMIMEEMHHED :
a. #B—TRE" -
b. $ZIStorageGRID BRANEHIERARNRIMEREMHEE « A%BIZ—T* TOpen* (FRLY) 1 ©
4. MABRRCEEMEE
o. EBEFIRIRIE" -

B2 FRERNRIYS - AR EERN RS EFIERBRERIM D ENEAER - METHE « FETREA
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Bl e

6. YNER StorageGRID EHZIERMEAAE—FA (SSO) - BEFMEZ BIEHMEMNEREHEEEREAME
BEREENEERSEESE A8 (MPRREHEIL) EiFhTEActive Directory Federation Services
(AD FS) HHERBAEE - FREEIEERRIZFHARFTE £ TER AR REE ©

EERTERMEASE - HSH (W EEStorageGRID ) MIIET ° BEFETIR AR
() mE - BB AEIRERAIHSShell ° AifE /var/local /momt-api Bk« AR
server.crt {8% !
7. N TR REERERHER -
a. [FRAXZENEIELZE AGrid Manager ©
b. B EE o
C. e PR B EIRHAR o
o 7F THSEE) FEIRELL T THRARHRAS) IRIPRERAHRAS o
o. ERUEMRMABIEERS o
L7 TSR RIIREL T (WUBMRA WARERAONRA o
C R THENRA) WPETAIRAER ST REERERES -
© MR HENRA ) WPETAIRATR  CRAEREHER | AR N T B SRR EY
EHARRRA °
LG
"&1#StorageGRID"

"{&18%2 % StorageGRID"

EMEN X 2 EERERL B RIS

NRICHESMEBER T EEIEMBREEIZECE: ~ BIAI LR EERREICENENETEERE
B o

* MIEEEMBL AL RILINT o

* ERIGEIESREAR B « MR AEREZGC AR HMAE -
MREEMBAN ~ REEALEEMMNELECHAISETER - ERIUEEIEN EEMAE RS E « AR
BERIZCCEEREMENEEMR « LIBERERIEX o BEEME « A AKEN SRR RIEAEC
B o EEEIEN T ~ MRHEAZEEIEHRS « TS —EERHRMIERE L - AL EERE
FRE EIREE, o

MRIAA—EEEME - AR AEKENREREZECE  AIINENEER S RiaR S i BIfEsC i -
MBRMRE—1k

WA ARIRINEEIRERL ~ A AEBIRECERINGE ©
1. BAMIENEIRERS

a. BIATFE< | ssh admin@recovery Admin Node IP
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b. & ASFRFIIZEE Passwords . txt T !

C. AT LU Eroot : su -

d. BAFRFRFIIZEHS Passwords . txt HEEE :
MrootB AZ#E ~ IRTEREE s E 4 o

2. IEWLEFEIZIEREMRE | cd /var/local/audit/export
3. BREHTEIZCEREE R EIIER SRR, | scp admin@grid node IP:/var/local/tmp/saved-
audit-logs/YYYY* .

HIRIEREF « B AadminBYZHS o

4. ATEZEER - AERSERIIEREZCRIIEN SRR 2 %  HHIEM SRR S LR o
S. BB MIEEIRENRL EREEC BN FREMEHERTE | chown ams-user:bycast *
6. LlrootEH : exit

@;g&%?ﬁi%@%*ﬁ,itﬁﬁ BUEAIEEE B P infFEVE - MNEEFAAEN ~ F26 (B EEStorageGRID IHEERTER
BH) ©

HERAE
"&I2StorageGRID"

EMEN T EREHR L BRRFHIEEE
MREEFEWENETEZEEHAEMRAEREN « ER@HNMAutoSupport Dynamicsfl
B RFEEE « B AERREUIRTE
ERENES
* B ZIRAVEIEE 28 F A Grid Manager ©
* BAABEARENFIVER -
* ERNEERMRMAREL AT o

1. BHERAE > AR TR o

2 ft MRIFMSSE) THREERET (ENEIRH o
3. - T EREE
HEHRAE

"&EIEStorageGRID"

i EEMATER BRI ERE

RCEEERENEN T B SR L REANEY « ERMSTRNELEN « EaL
B EIARES ERIE - Q75 StorageGRID BN ARE 2 5 —EEIRETELRS « A AEEE
L o
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* MENEIEMEN BT T o
s BERHKVEEVEESMESIEEE, o StorageGRID
* CWAZEYER Passwords. txt FEE :

* B RREAERICEEMEE
MREEHMEHE - REEEENMENETNELENREER - ILEHERS THENR -

* ERCER
* BIRECER
* BEEBEMEN - AR T A GridtiE BEE LNERMIXFHRS

EEREENHME - WRLXEEFEEERNVGBM BT —EZONEEHRERE - 18 « iEHEEES
BRIBR R A—E D HHEE R ERSBNARFEE

MRTIERT T EEEE « StorageGRID BIENARA S —(EEIRER « LRI K EEMHMERERIFEERE
ENRE (SOURMK} BIRENRL) HRIIMENTEIRMR « LIERELEN - IREMNARIABTEEIRMEL -

@ ?ﬁ%ﬁi@ﬁﬁ%ﬁﬁﬁ@ﬂﬁ%ﬁﬁég%{d\ﬁﬂ’ﬂﬂ%%ﬁ o BIRFETERIREIRHIT, LFLEEF « EB9Grid
ManagerLhBEf A (ER o
1. BARREREE
a. MIATHE< | ssh admin@grid node IP
b. & ASFRFIIZERE Passwords . txt FEE !
C. WA THan< U Eroot © su -
d. A FFRFIBIZEHS Passwords. txt HEEE ¢
2. REREIREIELEMIBRTS ¢ service mi stop
3. K REIREELEILEIRERRERNAE (mgmt-API) BRFE | service mgmt-api stop
4. EWIEMN BRI R TSR |
a. HFAMEN SR
i BIATH&HL . ssh admin@grid node IP
ii. 8 AFPFRPIBYZERS Passwords . txt HEE -
iii. #ATHERS U aEroot © su -
v. 8 AFFR5AIZERE Passwords . txt HEEE !
b. {ZIEMIBRTS © service mi stop
C. {F1Emgmt-APIBRFS | service mgmt-api stop
d. {ESSHIAREIRITIE ESSHARIEIZR © A : ssh-add
e. B ARPIFIRSSHIFEVZNE Passwords . txt B2 !
f ENERRREREMENE G EIRER | /usr/local/mi/bin/mi-clone-db.sh
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Source Admin Node IP

g HIREETE - FHEDCEEREMEESENT LHMIBERE -
BN ERHELENGERIIENEIEME - HEREETHRE « 5B TRENNERNEIRERS -

h. BEABEEREZBEINEMFEARSSE « SAUSSHRIBEREXBIRFAEEIE c WA  ssh-add -D
S. BB KEEIRERY FAARFS © service servermanager start

B[R T EIEEEEEFAYPrometheusisiZ

HE ~ eI LURPrometheus N B IR RE T RMN T ESIEEHEA L - R
B StorageGRID BN AR EZF—EEIEENELRF « A 5i&FPrometheustsiz ©
* BN BIRERE N AL ST AT ©
c EERGVERVE T ME SRS - StorageGRID
s fRWNZEBER Passwords.txt 1EE ©

* B AR BRI BB

MR EIEERE - IR EPrometheus BRI ERFIHEENEEREERX - ELMIEEIRMER « BEERE
REFEEIFBIPrometheus B E » FEMIEMN EEMREEE - EELHIER - MELEEHITStorageGRID &
MEERRMRE 1 -

WRITIZR T T EIEEEL - StorageGRID BIEMEstringR 4t E B —ESIREE ~ S U#&EPrometheus B} EE
JEEEPEEE ( SOURUSEIREIEL) ERIIMENTEIREHME « LWBERETEE - WRENARKIETEESE
E2L « A EIB R Prometheus BRI ©

@ ?E@Prome’ihe‘uiﬁ*iﬁﬁh‘ﬁ%%%—d\H%LXJ:E’JH%F‘eﬁ o BERFBERREIRET LI « 89 Grid
ManagerZhRErf A (ER o
1. BARREIRERS
a. MIATHE< | ssh admin@grid node IP
b. & AFFFFIMERE Passwords . txt HE3E
C. A THE L U Eroot © su -
d. BAPFIYIBIEES Passwords . txt fEE ¢
2. AR EIREIEL{E1EPrometheusfRTE | service prometheus stop
3. EIMEREIRER LR T5IPER
a. BFAMERIEIRERRS
i BIATS#< . ssh admin@grid node IP
ii. A FFFRSIMZEHS Passwords . txt 2
iil. g A 5 an< U Eroot ¢ su -

V. B AFRFRYIBEHES Passwords . txt FEE !
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b. {21EPrometheusfR#S : service prometheus stop

C. ESSHAAZEIBIEESSHRIERZT o A | ssh-add

d. BARFIFIRISSHIFENZHE Passwords . txt B !

e. #Prometheus BRI B RIRE IR R R BB IRV EIREARS

/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. HIRIETREF ~ 3%* Enter *FESRICEHER MREMNSIEEEL EMETPrometheusER}E o

[Ria8IPrometheus Bt E R HEL BRI GEREINEN SRR - MRIFETHRE ~ I5THERENIE
RYEIRENRS o IERFERER THUARES

BREDERN - [EEREIRTS

a. EEABEREEFNFIEMERSEFE « ANSSHRIBEEXBIRILE R o WA © ssh-add -D
4. ERREIREHE FEFEE PrometheusfR#S.service prometheus start

WIFEEEEMBSERRIE

1SR ASER TR « ARERIEE B EIREBEEHINIE - —(EEIEEMBRFHEREIEN
55 (CMN) FRE ~ o5 TEEIEEE - BOAA MUE S EEI2EY; « 85 StorageGRID
EZRAREC S —(AFTE SN - REEMEIEHEIORIET BB
HERAE
"SG100 # ; SG1000ARFEFEFALEE
$Em

* "REPERIE T BB IR IS R TE LR

I EE IR

* "#EHY lStart Recoveryl (FHMREER) UREIFFEEIEMEL"

* "ERENIEFEEIRME HERREZ R

* "ERIERVIE X EIREN RS F ERRIFAVEXE"

s BRI E SR E R SR EN E"

- "ERIEF EEIEMERAYPrometheustaZ"

WHFERFIEE B IR RS MO iR

INRICHESMEHER EIRENREE TG IZCH: « BIRREBELERH « LRI AYIEE
MEERECE: o LAINEERERNIFEEEEMBRFLHITZE H%T%“”E’J*E’f%ﬂﬁ'ﬁ%ﬁ
EXER ©

LR SR CEME L R B IEM RS R EE R AR ENR LR ERALE © A% - BEREREZEHEM AT
BREZRNEIRNE - B HAE BRI SRR o

REFERAUME ~ ErEEEINSREN EIEMIERIERCE - IRMBBRIAE—EEEHH - RIMEREIENR
SEMHZEBERT - FERE e ﬁ'ﬁ?ﬁ‘ﬁﬁéﬂiﬂ’]ﬁﬂiﬂﬁi% REBEBESZEEEDHI
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RIS — (A SRR RIS XE0 iR ©
@ MR FE AT RN EIRER L EFEUEZECE: AT IR B EE » AINTEEHERZE -

1. WNEFIRE  AEABENEIRER - BRI ~ SAEATESTIREH I HMBIEHE (BH) o
a. A% | ssh admin@grid node IP
b. & AFFRFIMIZEE Passwords . txt T !
C. AT an< U Eroot © su -
d. BAPFITIRIZEERS Passwords . txt HEZ .

B LrootBE AR ~ BTREWEE s E 4 o

2. {FIEAMSERFE LB R ILHTHVECERTE © service ams stop
3. EffrfrauditlogiE® « FHAGTEERIIMENEEHMNBERIRAESR

#audit.logE i B AM—ARIRAVEZR LT « HIE0 © youty-mm-dd.txt.1 o 40 ~ KBTI LA audit. logiE R EF
%%2015-10-25.txt.1cd /var/local/audit/export/

4. EIEEIAMSHRTS | service ams start

S. BB ~ B TEIZECEMEE N EE R MR BT LAY FA{I® | ssh admin@grid node IP mkdir
-p /var/local/tmp/saved-audit-logs

HIRIRREF « B AadminBYEHS o
6. IBBFTAETEIZECHRIE | scp -p * admin@grid node IP:/var/local/tmp/saved-audit-logs
HIREE R ~ 8 AadminRYEES o

7. Plroot&EH : exit
BARIEFEEIRER,

BMEIFTBEIREHR « BB ERERCSERERE o

CRILUERER—EF & LATHIFE R BRI IERIFE 2 EEMR « AILHFEVMware LHITHY
FEXTEEIRER, « FALinux T ERENVIEF EEIREME - BIMRTERBERAEKE LNEFEEIRME o

AERANEIEAMMITEERTENER - TREMERIEF (BRNFAMMER) 2%« ZiEFR5|IEE
TEXEEEMBERNT—F -

BIAYE 2F
VMware "EHVMware 51 EL"

Linux "EHALinuxENEL"
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BiaTs 2F
SG100£4SG 1000 RFSFEFIEE B "EIARTSE R

OpenStack NetAppiHBOpenStack E#i ik st g ZMNIETBAB B ER(E
¥ o (NRICEEMIEEOpenStackZBEHHITHIENEL « 55 FEERAM
RLINUXTEX R RBIIER o 1B5E « BB EFHRLINUXEELEITEF ©

#EHY lStart Recovery) (FAtRIEIR) UREIETEEIEFEL

EHRIETEEIRHMIE 2% « [BAZETEGrid Managerd3EEY Start Recovery) (BRER
)~ R ERRE S E AR ENRE RV HARAEY o
CRENESR
* RAEFER IR EIE 2SS A Grid Manager ©
* T ERBHEETARFEERR o
* SRR EIRICE B o
© BT ERE L R E BN, o
HER
1. % Grid ManagerHRSEER 4 s~ 4 2 T {18 o
2. 7£ TPending Node) (HEEiR) FEFEINEEIEHIARETR o

ERETEME R G HIRTDBER « BEEMTEMBL BT INE 2 Al ~ CERZEIERRS
3. BAEEBN ©
4. BB FHIAINIE" o

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

& Q
Name 1T IPv4 Address I1 State 1T Recoverable b
® 104-217-51 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sssss

Start Recovery

o. BB REPNIIEERE -
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@ EMERFAITHRE « GRILUR— T EXL REGHIIRE o IREHIRE TEH BeEH5 -
RTREEREZR © BIRGR G RERTREEMRS

O Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For VMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

=1 3

MRECEEERREFRESAME - A ERNRERERTRENIALE TR -

Do you want to reset recovery?

° *VMware* : MIBRE SERVERRRER o A% « BCEBFERRENER « AEMEEEIRS o

° *Linux * : FELinuxEH# EBITIE A S LAEFENENENRL | storagegrid node force-recovery
node-name

© FEAKE I MRTCEBTEREFEBREAER A ARITREAEEMNLERATATLEARE
sgareinstall TEEABL E o

6. NERStorageGRID M IBAMEAAE—Z A (SSO) - BEMNEZ EEMEMNERAEEEREARE
REREE N mARSRE « AR (FMIPRREMEIL) EiFATEActive Directory Federation Services
(AD FS) HHEREAEME - AT EEMRANEREFHMAEENTERFARSRE

EERTEEMAAGE  #S0 (WHEEStorageGRID ) WIS » BEHIIERARES
() s BB AERERHSShell o AIfE /var/local /momt-api Bk« AR
server.crt 8% |

MERAZER
"&EIEStorageGRID"

"EERBUENZE (ERTAER) "
EMERIE X EEIRERL B RIEZECE

INRICHESWRERIIF T B ERMRLREEIZEC R « UEBIREE LR EREN « AU
R HERICEMENIFETEZEIREHR ©

* ERNEEMBMSATREL T
* ERIAEEESRRRZE  CRARERCC AN HMUE -
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IREEMIARW  EEELEEMBATEILECHAISEGER - LRI ERN EIRMEERIEAGCE - AR
BERIZCEEREMENEEME « LUERERIESR - BEEME « AR AtKEN EEMERIEZEC
B o EERERT - MRBEAZEEEHR - EAIURS—(EEEEHRINETE R - AAERGHEERE
I =R=$Ea:0E

WRIAE—EEEER - MBEANHIENEERERGCE - AlINEN BEMA T MR FFCRERE %t
MG RE—1k

WA ARIRNIEEIRERL « A AEBIRECERINGE ©
1. BAMIEREIRENR,

a. MATS&% | + ssh admin@recovery Admin Node IP
b. & AFRFFFIERE Passwords . txt FEEE

C. AT U Eroot © su -

d. BARFIFIRIERS Passwords . txt T .
BrootBAZ#E - RTENEE s E 4 o

2. IREMPLEEZIERCRE
cd /var/local/audit/export

3. BRBIREZ IR EE R ISR EIRERS
scp admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*
HIREE R ~ 8 AadminRYEES o

4. BTEERER  FERZ EMEREZCHRIIMENERHR 2R « HIERNERERMERE LR °
o. ERTEMIEEIRMR L ERN R EMEERTE

chown ams-user:bycast *
6. Llroot&EH © exit

‘;;}@%'ELJ?%H#:FEE'JEHEEE%)E mirE o WEFEEA ~ 52R (RN E1EStorageGRID THAERYER
H o

R
"&1#StorageGRID"

EMENIEEEEMF L ERRITFHIEEE

MREEFEWMENIEEEEEMIBEARAETREN « ERE@AMAutoSupport EFflFAZE
MRIFEEE « BSR4 7E7EStorageGRID ERAATEEMRTEULETE o

TEENER
* W EFER IRV A EE 2S5 A Grid Manager ©
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* B AEARENFIVER -

* ENEEMRSATEL AT o

1 EEAE > AR E > BNER" o

2. 1t MREFMEHE) THINBEFER MRENESIREMRL o
S B—TMEREE-

HERAE
"&I2StorageGRID"

BRIFTEEENMTEREEMNRENE

MBAEE R RN B ER0Y HREEMNBY  ERNERNEEER « ©F
Dt FEEEMMEREIEMMAMERE o

* RENEIEMEIN BRI T

* BERARVEEVESMESIEER, o StorageGRID

s ICWAZBYER Passwords.txt FEE :

* B ERECE B
MEEEHEHE - EEEEEMNMENETNELENREES - ILEREGS THEHN !

* ERECER

* BRECER

s BREBMER - AR T A Gridthi#F BEE EMNERNIXFRS

EEREIEMNME - MEZEREFEEERNBM LR —EZONEENRENE - 78 « B EEES
BRIBR AR D HHENEH Rk MARFEE -

MREBEFIFETEEIZH KA EENMBENECTESIEHT (SOURDEEIRENRL) BHEERERL
LUEIRESEES ©

@ t%%%f@ﬁﬁ%ﬁﬁ*ﬁ@ﬂﬁ%%?%ﬁd\H%E’x]ﬁ%ﬁaﬁ o BRRFSIEAIRRNRS L Z1EEF ~ B43Grid Managerlh
REHERIAGEA o
1. BARIREIRERS
a. MATS&H<L | ssh admin@grid node IP
b. & AFFrFIMIZEE Passwords . txt HEEE
C. AT U Eroot : su -
d. BAPFIYIBIZEERS Passwords . txt fEE ¢
2. ERIFEEREBHIT ISR S © A% ~ MREIRRET ~ FWMAB R EBRATS © recover-access-

points
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3. HRREIRERELEMIARTS | service mi stop
4. RRREIRMILE L BEEATERNT (mgmt-API) BRFS © service mgmt-api stop
5. EIENEIRER FSER TSP ER |
a. BEAMBIEIRETRS -
.. BIATS#< . ssh admin@grid node IP
ii. B AFRFRPIBYZREE Passwords . txt EE -
iil. & A58 < A Eroot ¢ su -
V. $ A FFRFIBIZEHS Passwords. txt HEER ¢
b. {=21EMIBRTS : service mi stop
C. {Z1Emgmt-APIfRFS © service mgmt-api stop
d. BSSHFAZ ERFILESSHAIERE o BIA : ssh-add
e. BARFIFIRISSHIFEVZ NS Passwords . txt B !
f ENENRREEEENEERN SRR . /usr/local/mi/bin/mi-clone-db.sh

Source Admin Node IP

g HIRRES « RO EER DIE BB EHIMIERIE o
EREREESERGENEIEN SR - EREERNE IS EIRBINENEEEN -
h EEAEREREHEEIREMFERSE « BUSSHRERNBRIEES - WA | ssh-add -D
6. EHEBIREIZME EHIARH | service servermanager start
BRIEEE BB HIPrometheus5iE
A& A LAR Prometheus#fE SRV SE BURRETE RNV FEEEIRER L -

* RENEIEMEN BRI T
* BRERAVEEVEIMESIERR o StorageGRID
s IRWAZBYER Passwords. txt FEE :

* B AR BRI EBRES

MR EIRERT - EIEERE LPrometheus BRI EFFIHEENEER ZEX - ELNEESIEMIR « BiERE
EFEREILFBYPrometheus ERE o EMENEERMERENR - ©ECEIER « MELEE#ITStorageGRID £
MEEERALE K -

MREBEFEIFEEEIREHE « TAILIEPrometheus BRI ER T EEIRER (SOURUSEIEHIRL) BRIIMERNE
EERL ~ LIBRESLIER

@ BE&Prometheus BRI ERRE R E—/ R LR o BEIRFEERFESIEEE HE IR « E39Grid
ManagerZhREf A (ER o

1. BARRERENE,
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a. BIATS@< | ssh admin@grid node IP

b. &) AFFRYIAIEERS Passwords . txt HEEE !

C. AT an< U Eroot © su -

d. BARFIFIRIERS Passwords . txt HEE .
2. AR EIEEIEL{E1EPrometheusfRTS | service prometheus stop
3. EIMEMEIRENRL EFER T5IP8R

a. BAMEREIRERS
i BIATH&< . ssh admin@grid node IP
ii. A FFFRSIMZHS Passwords . txt 3
iil. g A T3 a< UL Eroot ¢ su -
V. S AFRFRZIBIZEHS Passwords . txt &5 ©
b. {£1EPrometheusfR¥s : service prometheus stop
C. JSSHIAEEIHIEESSHRIERZ o WA © ssh-add
d. WA FFRFIFISSHIZENEHS Passwords. txt M85 :
e. f§Prometheus ERHEN SRR E IR MG NG SIRER

/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. HIMRTRES ~ 12 Enter *“FERCEHE IEMNEIRERL) EAIFTPrometheus EREE ©

[RYGHIPrometheus B E R HE L BN SRR EIMEN EIRERS - ERIFETHE « 5B EREINE
AYEIRENRS o ILRFE R FAIUIREAS

BRI EEER - [ETEREIRT

a. BEEAERERTBEFIEMMEMRSES « SAUESSHRIEREXBIRIAEZEI® c WA  ssh-add -D
4. ERREIRENE E B EPrometheusfR#S.service prometheus start

ERIE R R RTE
TR —RYI T « A SERERIE B RGKE P IIE -
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Prepare for node recovery.

v

Replace node.

VMware SEF.-.I'ICES Linux
appliance

Cormrective
actions taken when
restoring node?

Recovery is EEE the N
complete. What next?
section for details.

Yes

—force flag
l force-recovery
y Select Start Recovery to
configure the Gateway Node
HERAE

"SG100 1% ; SG1000fRFEFEFLEE"

TR
* "EIAREE R
* "#5€HY lStart Recovery (FA%AMR1E) 1 AR ERERIEE"

EIARERR

A LR PR R REE BN R B AR E B[R] B RS E RhE ie L VITRIRIEENRS « SEd
fEVMware LI TRYR B ERBE S Linux EH A EIRFS R R E LR e R E RS

T B RIEIR E 2 FBURAN EIREN A ERIMET & - STRE M EREF (BRRAMREE) 2%
ZAE 5 | B CETRERRIEN T —% -

BERTESs 352
VMware "EiaVMware i EL"
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BIAYE 2F
Linux "EHALinuxENEL"

SG1008iSG1000fRFSFEREEE BRI E R

OpenStack NetAppieftHI0penStack E itk 23 IR E RIS T A B IRRIRIE
¥ o NRICEEZMEEOpenStackZFEFHITHIENES ~ A TEHBRAMN
EBLINUXTEERMRIIERE - 1BE  AREFBRLInuxEIEEINIZR o

#EHY Start Recovery (BHIATRIE) 1 LURTERIEEEY

EHAREEEE 2 % - % BETEGrid Managerd1#EEY Start Recoveryl (BAIAEER) 1%
FENRAER E A W R AN LBV B HARNEY o
BEENEMR

* B ZIRAV 2B 28 E A Grid Manager ©

© W EE B HEETRTFEERR ©

* BB EIRACE SRR

© WZEE EREL R TE BIAENRY o
TR

1. 1 Grid Manager R BEE 4 & * 4 € T (F 78 o

2. 7£ TPending Nodel (HIEHZ:) HEPEIEEIMEMNAREDS o

MM EHERGHIRTREP - EEEMLRMAILERFINIE 2R « REZEENE -

3. BAEERNE o

4. BBEFRIRIRIE" o

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

& Q
Name 11 IPv4 Address IT State 1T Recoverable N
® 10421751 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sessss

Start Recovery
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o BIEIMIEARER R PRINIEERE -

@ EMERFAITHRE » ELE— T ERRAEHHINE - IREHIR TS HaEE0
RTNREERER © IR GENRTREEMRS

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

MRECBEERREFRESME - QB ERNRERETATZEAGAR « LOTFFR -

Do you want to reset recovery?

° *VMware* : RIFREERE N ERAIEEIRL o A% - BEECEBTFEMBBIINIER « SAEMBIBEIR o
° *Linux * : FELinuxE 1 ERITILAR S IAEFERENERRL ¢ storagegrid node force-recovery

node-name

° EREE  RCHBTEREFBRERER AN AN TREARENRERATRTZEKE
sgareinstall TEERRLE ©

FBRAEER
"EEREBUENZE (ERTAER) "

i R (LT
TR BEERESTR — RS TF ~ T SEAEERIE RIREEPE P IRE o
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Prepare fo

r node recovery.

v

Replace node.
Viviware Linux
Mo Yes
Linux host?

Corrective No
actions taken when
restoring node?

I

Select Start Recovery to
configure the Archive Node.

v

Reset connection to the

cloud.

FAREETLF

RIEEAERT TYHERE -

* MRILMRRIRERERE—EZE
ERE S REE—HEARY M RGP StorageGRID ~ BRERIRLHER]

Recoveryis
complete.

Yes

—force flag
force-recovery

pEE

See the
“What next?”
section for details.

BEEEMENERER - W

REFHE - FRALEYHERGESK ; 78 » BINUARITEREFRK 15E) StorageGRID SRR « I
BIFRERERERIFE

* WRERHFEREREARE 3 £ RERRLSE o

MREFIEE BT RF B FRIATR PRI SHEUERERSRR « G AEEBILER - —HRmSmEER
MEAZERERFEHR « UHEFREHENR RN FIEYA BRI S EREFEFEHE

TR

AR
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* "i#HY [Start Recoveryl (FARIER) LR EERIEEIEL"
o "R RIS AN B, B R U Ry AR

ERERTEENRS
EEMERENR « CRURITEIRER,
S AR T RN ERIER o FIAEENASEE: - BIRERMS AR o

e 2

VMware "EHAVMwareiEL"

Linux "BHALinuxEiEL"

OpenStack NetAppiRfFIOpenStack E#i4 2R HIRIE = MIS S I B TR ERIE

% o MREHEEMIETTOpenStackEPE RHITRVERRS ~ FBF FHBERAMN
TWLINUXTEERRMAVIESE o 12E « FEEEHLInuxEIRLRIER -

#EEY IStart Recovery] (BHWRER) LARESRERRL

EARRIEEEE 2 % U BTEGrid Managerd#EEY Start Recoveryl (BAIRER) 1%
FTENRAER E ARV B RENRY
CRBNES
* SRR IRAVEIE RS AGrid Manager ©
* BB HEETRTFEERR ©
* R ERACEBRARS o
* NEE BB E B HRAEARY o
1. % Grid ManagerEBEE 4 * 4 € T (E* 18 o
2. 1£ TPending Nodel (iEEEIRL) AEHENEEMEIAISETR,

MEEREREHRERES  EEEMR AL EHFIMEZ R « CEAEEERS -

3. BAECERNE
4. BERRIAIRIE" o
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Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q
Name 11 IPv4 Address I1 State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v
Passphrase
Provisioning Passphrase | sssss

Start Recovery

o. BEEMIEERERREPIIRIEERE -

@ EMERFAITHR « SR — T ERRFAHMEINIE - IRFEHIR TS WEEHEE
RTMNRICEREZR ~ R G ERTFEEARRS

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recaovery after resetting the procedure, you must restore the node to a pre-installed state:

* For WViware nodes, delete the deployed WM and then redeploy it.
# For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

MRECBEERREFRESME - AIBERSRERETATZEAGAR « LATFFAR -

TN TSN

Do you want to reset recovery?

° *VMware* : fiIBREZFE N ERAIRETR o A% « BREBTENENIRER « SBEMIPEEIR, o
° *Linux * : ZELinuxE# EITIES S AEFEENENEL | storagegrid node force-recovery

node-name

ERFER AR IRRER

FiBS3 APLE[RUE In 7 B IERRIER 2 % « BREEESVERRREUERER - NRH
BEPRFA R EE  BIEBRILEERE (ORSU) 5 -
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@ NREHBEHRBZATSMPNRRERZINBEERE - WHRTEDER - CAREENR
EO

TRENESR
R BERZRINEIE 23S AGrid Manager ©
HER
1. BEEC S iR > T BE>* A8 HaiE o
2. EIBERIEERS ARER o
3. AR ERNEREE FIER B - AeR—T EREE
4. WA ERMNEREE FIER B - ARE—T"EREE

FRE{EMsEnEhaE! | ERXVMwarefigh

& 182 [F StorageGRID VMware L3 8RR B EARAET ~ Wi /B PRI PR BRI S B 18 &N
gk o

CREENER

T ETETE RS AR RAER « MBXEEH o

BAREIBIE

& Bl LAEFAVMware vSphere Web Client ~ 5o FREIS IS AGIE ENRAAERARK AU EEHRILER © 7A18 ~ IGRIIASRBRVE
BEt4es o

2 R 2SS EERIEF N —EDS R c FiEVMwarefi®h (EIEEIREIRL  E7FEIRL « RIB A ERIEEnR,
) BENEERS PRI AR E A2 1948 o

1. & AVMware vSphere Web Client ©

2. JBEHERIEISERAEHIEER o

3. sE N EPEBMIEHRFIRIAEN ©
a. [EERKS LR —TREAR « BECRERTE R RE « AR TEAPHR
b. BEEY ™ vAppEEIR*) R3|IBRELMSRKRECEADE EIRERRIE

4. INRHFENVEIREREZ TR « FHE AR EEFNEAEREREDRZE « UREESEWIRUEN
PN ZE PRIE BRI AEARERRS ©

o. BARARESAES

6. #EZ* Actions All vCenter Actions Delete from Disk* (*EN{EFfEvCenterEn{EIEHIRREMIBR) LAMIBR A5
EEIN

7. EREMBERE A A EIRENRS - MR HIELRE —StorageGRID S {EIHHERS o

[e]

EREENRLEY « (CRTLUSEEE MY EERNEIIR « SUEIICPUSEEIRRERTE o

@ HENERLZ B ~ CRILURBRREER R E RN « EMNER RIS S A 8 RAFT
REBRVEIEREEER « SAME ©
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WEEABRATE -
"Z2iE\/Mware" #&StorageGRID EIEESFE 2 E 11423

8. IRIFERIMERENRERE « e ENRLERER o

ERRLARAY AT

FEEIRER "RES RN EEIRE"

JEXEEIRERY "i=ZEY lStart Recovery] (BHIRER) MR EIEFTEEIREI"
EafEN0E "1EHY [Start Recovery (BA%RIMIE) 1 MR ERIEEE"
A "$EHY [Start Recovery) (FAtRIEIR) UUSREETFERL"
ERAERNRY "1#EHY [Start Recoveryl (BAIRIEIR) LUERESRIEENEL"

FRE A& ERREAREY | BCLinuxEiZs

MRHEFENE WS EFPVERNEREH - WEERA T LEMZELinux ~ Bl
BB BA R E ST RER « 7 REINEEMRENR o W2 R A AR AR R ER ENRE
RiEFZ—°

Linux) =f5Red Hat®Enterprise Linux® * Ubuntu® ~ CentOSE{DEBIANR®ZFE - {EFNetApp BB 4 IBR
T ARG ZIBhRASHYBEE ©

IR EEE RSB TR « TEIIFT 2R - FMENHNBEHHNEFPANT TR - EREE
BV ENREE R A « BESREZERE

MRAEERERLinux I ERFZEERER  ERILURERIERFIEERER - T8 « IREFETEEH
B SACEREEIEER  ULEEMERERTEES B T EENMETERUETERFERF -

1. "ZREIAILinux "
2. "R EN IR R E
3. TR | REETEMRES

HERAE
"NetApp Bi@EMHRFZTA"

EREFAILinuxE1%
BRT —EEfISh ~ R UERTEVIELREZF P —i ~ ZEEHTRVEL o

EENENNNEHRZENERIERLnux T  551&H8StorageGRID Linux{EE R4 (LEERE) HaEE
EHEEFET o
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IEA2Fr BLFESEA T 5 TIFRIDBR

#Linux ©

a2 TE EHEAEEE o
REEHTRE o
Z&EDocker ©

L4 StorageGRID ZIBARFS ©

Wt

Hs MO

i

}

a > W BN

@ StHXStorageGRID Z4E5RBAHRY lnstall theZiRARTS1 TIEZ 18 ~ BELE o E7MEE [5E
HEMRERRG) T1E -

HITELEDRE « 55 AR FHIEEER]

* S ERR R ERARMNER TERME

* MRE(ERAHEZREFRERZIEStorageGRID YR ENRL ~ SUEA R FERYER D N 2 EPHAIRIE S SSDRR =S
HABR ~ BIAZRERE T RIa T FRMEEIREFEEE - fIE0 « R EEHFERWWIDHIF %
/etc/multipath.conf MKEBLERARIEER « BB EREAEENRIG/ WWIDECH
/etc/multipath.conf EHaFi FRY o

* 1R StorageGRID IEEARLEAENetApp AFF 1B R RIBIRBVETFRME - Bt szbiiE&FabricPool M REL
B9 REIRA o {2AFabricPool E34)4 &L IEHC 5 B AOHLRE & A9 93 /8 StorageGRID INAE « AT B L AR S HEREFN 4
FEZ o

@ )/n{ERFabricPool %1 StorageGRID 1 {A & /R StorageGRID A& 1EEANERIDE ©
#StorageGRID Bl BB R StorageGRID EYF ~ TS HNSRE HHRFERIEHE -

1ERAE
"Z#ERed Hat Enterprise Linux@{CentOS"

'"ZHEUbuntusDEBIAN"

IR
AERHENEREBEERERNLInuxE « SFEREENG S RERMELAERE o

HITEMREKER  $EHEREETH FHNSEMEBERSZIBRGERE - HERMRERERHRIME « &7
LUE RSBV R PR BN RE R BN L AR REAE ©

MBERERAFHIRE R AR ERMRE TR « LA e BRI TEMIVEBRER - AEIPR < A HENIEKR
EEEMPLEZRIMER ©

BRI AR
* "EXEhStorageGRID ZiBARFE"
* "WRIS AL B RB AV ER R
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BRI R R R e RG
T RE R AR FEAEAS BN RGBS AEREAE « ARERSE AR AA RSB T AR R SE5R o

FARERTE

TR A A 1 L EZF AR AMRRERS - RETTFE /var/local HEREAGEATA) EHERVKIEME
K oI ~ /var/local MREEAHZRHEFRERStorageGRID #EFFRRARBLIHIRE « AN E:7F
f£Volume - #1StorageGRID LinuxfEEZRMHY (LIFHE) Fritl - E AR SR EMRERRERREETH -
NR\EEAIERBVENRS « BRI AR I HFERAERRE -

AR REREE AR AARGAESE ~ WM R(E(ATPIAE 3 £ BVARER SRR « 7 Bl /B E AR E) StorageGRID &
# o BICENZIARAVERRER « B AERELCEER 2 HRERNERERRME

MEBMERFAFN « FF2RRERA /var/local HIREHIVolume ©

1. 7ERIE TS <5 H ~ 7 HFRE B AR EStorageGRID FIEAIEIRG © sudo storagegrid node list
MRKREEAEEENRS ~ AIFRFHEEAGHL - MREREXLEERERRS - AIFRERGDBAINNT ¢
Name Metadata-Volume
dcl-adml /dev/mapper/sgws—-adml-var-local
dcl-gwl /dev/mapper/sgws-gwl-var-local
dcl-snl /dev/mapper/sgws-snl-var-local
dcl-arcl /dev/mapper/sgws—-arcl-var—-local

WNRKSHFEE T LTI X2 IAARER « AIFEERFEERAVAKERS o
2. EAEEWYENREIREL /var/local Volume :

a. FHHIEEEANSESHEHIT RIS  sudo storagegrid node import node-var-local-
volume-path

> storagegrid node import RATEEIEEREE ERFUTES oA BT FIERAT o RIS
SRALIENUL (e BB TRl TER5E -

This node (node-name) appears to be owned by another host (UUID host-uuid).

Use the --force flag if you are sure import is safe.

a. MREES—MEHERRIEREHER « FERERARITHS ——force TTHEARIER ! sudo

storagegrid --force node import node-var-local-volume-path

@ EAIEREABERL --force ERHREIIMNIED TR « A REEFIMAMEE ~ I TAIT
BEIMNVIMEDER (WAEE) 1 Frit -

3. BRANRBNMEIEER, /var/local HERE « EXEIERAVAERE - REERETH o
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BB REEREAT lcreating node configuration files' (BIZENBLARARE) 1 FRRYZERY o

ECEMEUMRMAAARER - CRAFRELCEERZ MRHEENEIREERME - B

@ RELinuxEpE ~ FEEABIERBE S ERIRME - MEZEFIEEABERAERNE - Bk
EHEMIPAL - EEMERRERRTERNIGHNENERERK « SIS ER
BIEREAEMR EREEEBERT « BROEMIERE) -

MBI ERIT A NERER (StorageGRID LIATK BERBNER) (EAITTAESERN
(D) 18 BIzAaR S EEsA BLock_DEvICE  H(SEHTERI EESAVAREIET « ISR (12
EREHBE B hIFTE ) o

4. IERIERIEM E#IT TS S ~ §HFrE StorageGRID BYZ REEY o
sudo storagegrid node list

o. BazEStorageGRID SEAEMERMEIRIAEREE - HRMERRE HREE) Bt :
sudo storagegrid node validate node-name

AR AMEFISERNE S ~ 4 SEFIYAStorageGRID 1T 2RI U TR ER AR BATTIRIE AR
FIREE AR ERAVEES

HERAE

"Z2#tRed Hat Enterprise Linuxg{CentOS"
"Z 4 Ubuntus{DEBIAN"
"EEERAARRE T E R
"EIEER &R B i R"

"R  HEERITHMRED 5

EIEE RIS E TR

UNR EER R EALERE ~ S48 EE - StorageGRID BB ERSENHIER « 34
f8sR /etc/storagegrid/nodes/node-name.conf FgZ .

A Re g B R H IR ABTTERNE S ¢

Checking configuration file ‘/etc/storagegrid/nodes/node-name.conf FAFXEIEL _norme-
name_... 'ERROR: node-name: GRID_NETWORK_TARGET = host-interface-name’ node-name : 7V E'host-
interface-name' Nz 1t

AISEE# ¥4 Grid Network ~ EIEAEER o P im A9 R&[ClEREE5R o MEFEERR N /etc/storagegrid/nodes/node-
name.conf HEREEFIMStorageGRID BIZ B HEE R BN I T host-interface-name > {BEHI]
Fi ERAEZBENE °

gg%ﬂﬁu&tﬁ%%“ © AR IS E e TEREFBILInuxEM) RV ER - BT T T EER BRI HBRNS
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MR LB TN EURTSERARE « SO LUREEIELAEREME - WE2FEGRID_NETWORD_target
~ ADD_NETWORD_target3t f P im#AEEg B Z00E « UFGESIREMNEEATE o

HEE T HE A FREERN BISEREREHVLAN « MANEFANEEZRSREGSBREE - CUATEEHLE
AU E FREVLAN (REMERNE) ~ NERBREMERI KM (vith) Ac¥ o

HEREER
"EREFRILinuxE 1"

BEEANEIRKE R

ARENMEEEZRENHMESHEIAUNEIREERHIER - ACEIREERHIER
B SERREELE o YR StorageGRID £ 3 B ERM I E FE
/etc/storagegrid/nodes/node-name.conf 1&% ~ BEMERNEIRIKE EIEER °

MR RBULETCAEFTAYERSR *

Checking configuration file /etc/storagegrid/nodes/node-name.conf for node node-

name... 'ERROR: node-name: BLOCK_DEVICE_PURPOSE = path-name 'gi25%% : _path-name_AF7E'

ERMKE /etc/storagegrid/nodes/node-name.conf #%_node-name_ R BBV & IRIE B HFEELinux
BEAGTIIEERELTE « BZUBREANNEREEIIRIERNEIRE BT HIEREEEEL -

SN E R TERBMBILInuXER ] FHITER - A RREEERRRIN T HBRNITERERE -

MREELZERFEMEIELINEIREBRFHRIESR T UREBEEXNFHFENNEIRES « WiRER
PHAARERE ~ LU Eblock_device purfAE BIE ~ USRI EIRE EITHIEE o

AELINUXEERMLERR [EFRR —HIRES « FIEBEENVA/NNREEER - 55aiaf TRETHGE
Fartf) PREE - BREFREIRKE -

IR ECA AR EFAERERE BRI E IR #T R © 551 BLOCK _DEVICE  HIHEE
@ WERRIBEIREKE « FItTERE—THERRER ZA AR REEREIE - 1

RECEAHZREERBELEZIAIVolume « BIFTHEIREER A ERIUE - MRERHEE 55
HEEAMNERFETFRBRRERNT TG0 °

@ EHEMNEIRFERENT IHS - MIREDLAERHERFHNESBERZHHNENE
B SBRATI e S ~ RARE EREMEREEESR

sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1

=g
"EREFAILinux 1"

"Z2#ERed Hat Enterprise Linux&{CentOS"

"4 UbuntuglDEBIAN"
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EfZhStorageGRID ZIiEARTS

L ERENStorageGRID RSz IRENEL ~ W HEIRTE AR EMFALEEMEENENEL « S BRK
FiStorageGRID it B &5% sz & FIORTS ©

1. EEEEH ERIT TGS !

sudo systemctl enable storagegrid
sudo systemctl start storagegrid

2. PIT IR UREIREPBESDETT
sudo storagegrid node status node-name
HIMEMMER TRHIT) 30 TEFL1LE) ARERYERRS « SFAIT FAE< ¢
sudo storagegrid node start node-name

3. YIRS RI BRI RIEIStorageGRID 7 IIEMRT) (RMREFHERB S ERABILE) - AR
HITTIE< -

sudo systemctl reload-or-restart storagegrid

V1S A IE 5 BB B ENRS

Y05 StorageGRID HE{ERIELEAIE B EMIMALEE « BRETRAAIRIE ~ AIAJSEERRIE -
IR AT LR H B REE A REETE o

ARG EMREAMERRN -

sudo storagegrid node force-recovery node-name

FEEERHIbar < Z Al « FAMERTEIRLAVERR AR AR (EFE R « AR mE B EREERERIPAL
UEEKRAE A ERE « FRUARTBEEAEMANAANE ©

@ 2217271 storagegrid node force-recovery node-name 8K« {EABHIT node-
name_RYELIRIEL R o

e
"R L ARENTHMIRED R

TR ARENTEMRES R

RIGTEStorageGRID ZaEH FAITRZIRINEEME ~ LRI sEEE A ERHITEAINY
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MR EEBHBLInuxEH SR BIEREREREREM TR - AEERBUEMMEETS « AIERERES 5T

EETEHERED R

TN ERAAR « CRIRER BRI T EF—IEETE)

s IRAB(ER —-force 1ZsCIAEAERE, o

* BARE <PURPOSE> "BIfE "BLOCK DEVICE <PURPOSE> HASIEEIHEISEEE « FEIETEHK

FERTAERIAYE R o

* B3 storagegrid node force-recovery node-name FAFSEREL o

* BEMIEEREE -

IREIRICETBEAZIEITED ~ BIBBRITHMIREDER -

PrRiE4ET
FTEEEEHER

IFEEEIRER

R ENRE

ERIE AR,

f#FERs (ZRER)

* MR ANBFER --force FEIZUEAGE « 2
Y P storagegrid node force-
recovery node-name

* MNREANBERMLTETEHE FEE
& /var/local

R (EReR)

* MREHHIE T BIRKE -

* YNRZ ~ BARER <PURPOSE> " HI{E
'BLOCK_DEVICE <PURPOSE> #HAE
REE FESHETEHEFBRNER o

LUBRF5 & FA = B BV PR B G

EEERE

T—%
BB T BRI

"BEEY [Start Recoveryl (BHIRIEIR) UREIFFEE

EREREL"

"$%HY IStart Recovery (BH#AMRIE) 1 LIEREREED
B

"$EEY lStart Recovery) (FHIREIR) UREERIEEN
%S“

"$%EHY lStart Recovery) (FHIREIR) UREREFED
B

"WRMEIREA R ENRERIR R EHIRE"

A AEFISG 1008 SG 1000 R fE FA S B 2R IZ RN FERIRIE B RS « MIERYIF T EEIRED
B~ BETEVMware ~ LinuxEHERBEAEE LRENHIET ZEIREHE,  ILEFEH

151



RENIRIREFI—EDER o
ERBNES
* TREFIET TSI EP— RS RE ¢
o FULRIFISEH AR N E RS o
° MAMSENEA M ERE T EHELinux EHHE « WIBEFIH ©
° FEEAASERBLAVARFSFE S B X HE R o
* {RiABRE{RStorageGRID BRFSFEASLE tAISing Appliance InstallerikZsE2StorageGRID XA 18 A #rdkpe
HRASAERE ~ UIHERS Lo AL B4 Pt ~ IABREE e FH AR StorageGRID  (ZIRARFEFERATZIN) AIRRZA o

"SG100 1% ; SG1000fRFSEFAEE"

()  #rEE—EsEFERBESG100HSG1000RHMEAEE « A F AT -

RINERI(E
TETFERT ~ EEIAERASG 1005 SG1000ARFS & R4 B 2R Bt PR A AEAS BRY

* WIEENBEEE FVMwareTiLinux (FEEE)
© WPRERREIN RIS EREE (TAFEH)
T
"RERBEAKE (ERTEEE) "
EEREAERLE (ERFEER) "
* "BRIRTERRTEME RIS E At ERS"
 EEIERARFSFE A E A

ZEMBEAEE (ERTFLEE)

BIREEERVMwareZiLinuxE 44 RIS ETRE « WFEASG1003,SG1000ARFSER
25 B AR ENACENBART ~ B F R R SR E R A B R iE R LT FE R EFEE

AR Ty BRBIEERNER

 ERERTE | ARSI RERN R LR LR RBEARE

* *IPfiitr - AR R EAREISRELKEHERERNIPAN (EREEESER) « thalESEMR L
EAGHTEIARERIPAIL

1B BEEEZERVMwareskLinux EREERHIEEIR « WG HBRMARBERAKE DRI « 7T HITIERE

>0

1. SBKRRIS T ZEHIISG1005 SG1000fRFEFEFLEE o
2. BRMIETECEASLLIERE « AERRESZEAEEERTE o

MERAE R
"SG100 # ; SG1000ARFZFEREE"
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ZRERFEUENLZER (ERFTEER)

EMIE RIS FEREE B FEESMERENIERT « SN BAERTEAEEUSEHZ
#£StorageGRID %ERBE o

QEARLEERIRFG AR E FRVMIEERLER « ZRITILER - IRBIEERRAZREETVMwaresiLinux £
£ SBEMHITTINDER -

1. BAKRRIAEARENRS

a. BATHES | ssh admin@grid node IP
b. & ASFRFIMIZRE Passwords . txt T !

C. A THas L U Eroot © su -

d. BAFRFRFIIZERS Passwords . txt HEEE ©

B UrootB AR - IRTEREE S E 4 °
2. BT EMUZEStorageGRID BiERES o #IA | sgareinstall
3. BRI RTHEER - FHA . v

REGEMNFHE - SSHIIEEERMEER - #HABRLEAIRREFRI00E  BEREREERESDIES
fEStorageGRID £/ (FAMNFAIEANERER] o

B ~ BRI F TR R eSS o

HMITZ% sgareinstall fL BBIRFTEStorageGRIDECERIIRS ~ BHEHMISSHER « WAEEMNEHE

FITERRTSE R E E KW

HEESG1005SG1000ARFEERIEE _FwaFE N EIEENRL - 55 StorageGRID
FERE BRI (ZERFBZERER) °
CEENES

* EREENETEEMEP  EREFERTRARER

* WIAEStorageGRID (MR ELERZR) AMREAREREMBELNIPAIL o

’ ﬂ%@%‘f%E’\J%%ﬁ?ﬁﬁﬁ%ﬁéﬁﬂfi%ﬁiﬂﬁ%ﬁ » [EEiAN3E StorageGRID BRI ILAEME 2 £ 2 E R EFAYIPL

© WATEEEIEEIREAYGHd Network Subnet List (AHSAAEE FAERBE) PERTILE (HERHELRRE
) IPAEREEE _EAYFRE Grid Network F48E& o StorageGRID

NEBSTRE LM E T EVIET ~ 552 RISG1008¢SG1000ARFH e AL B R 4L LM - LRER o

* B BERARRNAERIESS -
© A ERNBIRAGFE AR ERNHE P —EIPAIL o eI SR SR « SRS P InAERRAIPAYE o
* NRELENIS T EIREE « Ea] L StorageGRID BUEIERRZASAIUbuntus{DEBIANY ZEEREZE ©
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@ SUSIBRET - RBEAEEGTRLHARIIRAStorageGRID HIZIEHAS ° MIRFAFLH AR
ERRShRZ<22StorageGRID ERYIEREBEFAERRIARAIEFT « KM AREREER o

RIREIET(E
£ E1£StorageGRID SG1008(SG1000ARFEEAEE Lt IEEEE ¢

* RN TEEEM  COILUEEHNRE AR LEEENTEESY GEAFER) -
* BNIFXEEEMA BN - LRILUEE R EEEMRRIPIA RS o
* BRI FRRE « UEHREEERTEHERRBERIESR

* EREBET - KEGHE—REHE - SBMERE  [GXAE AGrid Manager ~ ¥ & BiFh 5% E 2 HE
ENRERYEUENRY ©

* REMFZE  EAXEZEEFESTHN - ERREESEMEK -

HER
1. BRURIEERS « SRR ASG1005{SG 1000 RFSFEA L B M H F—(EIP{ztt o

https://Controller IP:8443

EEETHIR Tthe B %% StorageGRID 1231 BE °
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NetApp~ StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Maonitor Installation Advanced -
Home
This Node
MNode type Gateway j
Mode name MetApp-SGA

B Cco

Primary Admin Node connection

Enable Admin

Mode discovery Uncheck to manually enter

the Primary Admin Node [P

Connection state Admin Mode discovery (s in
progress

Installation

Current state Unable to start installation.
The Admin Node connection

is not ready.

2. ERRETREIRMA

a. 1£ TILENRE) EERRY TERESAREY) o~ WY TXEEES) -
b. 71 TEiRERTE) WA - MALZERZHRFAEANERSME « RRIZ—T TEF
C. 7f %8t B~ 18E TEARE TFrSIRERERhRZA

MREHELLENRBSRRASERE ~ 5BEBkE LEEDH o
d. MRERE HEARRERRARIEREE « sAEER IIAER T ~ A _L1EStorageGRID FHTES
H3IR T {#StorageGRID E#&kEE ) BHmE
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking ~ Canfigure Hardware « Monitor Installation Advanced «

Upload StorageGRID Software

If this node is the primary Admin Mode of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the
version of the software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by
uploading the installation package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains
the software from the grid's primary Admin Node during installation.

Current StorageGRID Installation Software

Version None

Package Name None

Upload StorageGRID Installation Software

Software Browse
Package

Checksum File Browse

a. ##—T T3E8) LEEHEEMLGF* (Checksum File" for StorageGRID the Sof the) #if& o
BREETECENEEELE -

b. ##—TF*FE*LUR[EIStorageGRID MEEMARERZHEHX) BHE -
3. BELEREMMIIEFEEIRME

a. 7f NILERRE) ERRRY TERRAEREY) o - IRBECRERERARE « B FE) 5 FEEEES) -
b. 7£ TEIRLGTE) WP « MALEERZHRFEANERRE « RE™—T TRF o
c. £ TEEEMRER BRP  HEESHTEIEETEESEMRAIPALL

MRFEEHHHE LV E—ESREADD_IPHEMANR SR FERE—EF4ERH ~ BIeIEALRERS
RN BENIFZILIPAILE - StorageGRID

d. MMRKRETULIPAL « HERBEEE « Bl
IR Bl
FEWAIP a. BUHEERY TRU A EIRERIRER) AR

b. FHHAIPILAL o
o B—TF M*fE .y o
d. SEHIPAEEIREER EERE -
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HIH siLPH
BERRMAEGNTIEEEME a BN [RATEHMERR] ZEU5R -

b. MRZREIMIPAAEEEF « ENEZEBUILRBEAEEZM@RNE
EEIRER o

o B—TF M*fE y
d. SEFRIPIAABIRES R TG o

4. 1F T2E BRP - HRERIRES [ERFRPRLRERRE - BERA TRReR i

MR IR E IR ~ Er e R 2L BERARIGEIZIRRE - IFTAERET A2 RERBHRER
HESERSAA o

5. ¢ Tthe Some Appliance Installer; B E * ##—FStorageGRID TBItaZEE) o
BRIREEEEES lnstallation is in progress ~ | ~ diEETR Monitor Installation (B5#E%e4E) | Hm o
@ MREFEEFEEFN EHERLE) HE - ARTERIIZ—T TEHEHRSZE) -
HERAE R
"SG100 1 ; SG1000ARFSEFLEE"
SRS RARE LR

BERETMALE « 7 EStorageGRID FERILIARS o MBS L EETTAER « BIGEHREEA

KE o
1. BERERIER « B TURERYIPREERE o

MEEfias i) HHERTREERE -
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Monitor Installation

1. Configure storage Complete
2. Install OS Running
Step Progress Status

Obtain installer binaries

Configure installer

st 05 I tater VM running

3. Install StorageGRID Pending

4. Finalize installation Pending

BEREYEIEHBRIETETIIE - GEBREIRTEMINTEARILIIE

@ LZERAARFANGERN TR ZERTHN T - MREETEFRITLE  AIFEE
ERATHEANLERERERGERETN B0 REE -

2. 1ERIAT M E 2 PR ERAER o
°* 1o REMEFRE"
TEUEFEER S ~ RN G BFHIREEMRAER « WREEHRTE
°* 20 BRIFERAR"

TEUEREES « ZEBEX TRERFERARMBEIER StorageGRID ZFIEAKE « MUt T EIRERHEREIE
AEE eI EEEMMNREEGREEREERS -

S MEEESITTEEE  HFIEETIHP—IR:

c BARREEREMMIIEFERAEEEIEEE « AlEStorageGRID BfE TRE#ESid) FEEE ~ WER
HRRATIZEEBETE  IBREEAGrid Managerft E1REI2E_FiZEILERES o
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Home Configure Networking «

Monitor Installation

1. Configure storage

Install 0OS

o

[

Install StorageGRID

4. Finalize installation

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy
[2017-07-31TZZ:

ontainer data

-07-31TZZ2:
-07-31TZ2Z2:
-0?-31TZ2:

Q9:

12
12
H
12

12

12.

.3625661
.3662051]
.3696331
.5115331

.0700961]

5763601

of node configuration

[Z2017-07-31T22
[2017-07-31T22
-07-31T2Z
-07-31T22
-07-31T22
-07-31T2Z2
-07-31T2Z
-07-31T22
-07-31T22
-07-31T2Z2
-07-31T2Z
-07-31T22

@9
109:
Q9:
@9
@9
109:
Q9:
@9
@9
109:
Q9:
@9

12
12
12
12
12
12
12
12
12
12
12
12

.5813631
.0850661
.5883141
.5918511
.5948861
.9983601
.6013241
.bE47591]
.bO7E00]
.6109851
.6145971
.b1BZ2821

min Node GHI to proceed...

INFO

INFO
INFO
INFO

INFO

INFO

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

Configure Hardware «

[IN3G]

[IN3G]
[INSG]
[INSG]

[IN3G]

[IN3G]

[IN3G]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG]
[INSG]
[INSG]

Monitor Installation Advanced -

Complete
Complete
Running
Pending

NOTICE: seeding ~svar~local with c

Fixing permissions
Enabling syslog
Stopping system logging: =syslog-n

Starting system logging: syslog-n

Beginning negotiation for downloa

Please approve this node on the A

© AREREETEEITHRStorageGRID ~ BIFHIRE AR (LoadREREER)  MRBAMEE

1TBIR1074E « FFHEMBERE °
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking Configure Hardware Monitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install OS Complete
3. Install StorageGRID Complete
4. Finalize installation Complate
5. Load StorageGRID Installer Running
Step Progress Status

Starting StorageGRID Installer M Do not refresh. You will be redirected when the installer is ready

4. FEBETEREFNT—ESR « UBRECEERNEAREEMKRSNREE -

EabEREGE "$EHY [Start Recovery (BA%AIMIE) 1 MR ERIEEIRL"
JEETEEIREIL "$REY [Start Recoveryl (BEIGER) LUREIEFEEIEMHEL"
FTEEIRETY R EE RN T EE IR

A S RN T & TR
gNRE(EStorageGRID 4 5 IEN 1B EFEFEHNE « IERMHAE RIS IRARPT BTz

BRASRHEEHER « BEWEFSE  ARUGSEHBE RN IVERKFEENRZLE
a ~ RIECHIERRE « BHIERRENERIERX o
(D omERsmEsEnT -
LRSS ZBE NS « CEUETRNITH S IERMEERT o StorageGRIDTIE « REFRIANE - 18
AR SRR « EAFAS BECARCHEBRNER o fig :
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Contact technical support (TS)
= T5 reviewsyour business objectives

* TS collectsdetails about the extent
of the failure

= T5 develops a recovery plan

v

TS recovers failed primary
Admin Node

[if present)

v

TS recovers failed Storage Nodes

recovery procedures designed
* Replace failed Storage Mode hardware for asingle failed Storage Node.
* Restore object metadata =

* Restore object data Data loss will occur.

v

TS recovers other failed nodes

Caution: Do not uss the

1. BB SZIE o

B RERPI G B FEETTFAA L « WEE—EFELHNEFER - RIBILEN - RITXEASEHEK
H1ER ~ HE—EFBRIMIESE -

2. MRFEIPERBEWIE « RMIEGREMIE -
3. BT R RIRLA TR « RIEPR A RETFEAR

a. REZEMEFHIEASSEREES -
b. M FEERIERERELS o
C. M EREREMENHEFER

(D)  nReRE— RO « e BEERIER o
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* CRERE S —EPENERRVERS « SEEMESIRIEER

Mz EETRERR RS o

Review considerations
Gather required materials
Ensure no other maintenance
proceduresare in progressor
planned

Ensure no EC repair jobs are
running

Pre pare for
decommissioning

v

Navigate to the
Decommission page

v

Select
Decommission Node

Yes

TR

Is
decommissioning
possible for the
node?

Resolve the issue

Is the node
connected?

Can you recover
the node?

OKto
decommission while
disconnected?

No

Contact technical support

Recover the node

Decommission the
disconnected node

Decommission the node

* EEEEH AR
RSB

PR TECHEEER HE
RSB R I R

v

Monitor data repair jobs
(Storage Nodes only)

Ensure drives are
wiped clean

Yes (data loss might occur)
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a. MATISS

. ssh admin@grid node IP

EUroot B AR  IBMNBREFT s E 4 o

b. B ATBFRFBIZZEE Passwords. txt 182

A

C. BIATH LU Eroot : su -

d. A FFRFIAZEES Passwords . txt HE2
2. IBERITRAEE !

H

repair-data show-ec-repair-status

° MREERPFITERMEERIIE » RIBEA No job found o R
° MREFMERTIEERAITHEAERNT « Al &5 HERNEN - SEEEEAME—RIEEID -

AIET—%

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est/Affected
Retry Repair

“EESWMREEAEEIE-

Bytes Repaired

17359 No

Yes

Yes

Yes

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:
949292 DC1-S5-99-10 (Volumes: 1,2) 2016-11-30T15:
949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:
949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:

AEESMRENEEMEEIE -

3. MNRFABEHEIERIMN/AE A Success » R

4. MRHEFRTERIING Failure ~ AEEHEENZIESE °
a. ftt REVS S REERIEEID -

b. ﬂﬁ?repair—data start—ec—node—repairup‘-"v\O

fEM --repair-id BELIEEBIEID - flg0 « MREEESEIEIDZ394929209(E1E ~ 55

P

37:

47

57:

06.

06.

06.

. repair-data start-ec-node-repair —--repair-id 949292

C. MEEMECERHEERIIARS « HEIFMAMEERIMNALE Success ©

WENEER

TEHITHEREBREBUEZREZA ~ ERAKLEIS FHEH o

Success

Failure

Failure

Failure

17359

17359 0

17359 0

17359 0

BATFHIHS
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MEEH .zip B

Passwords.txt {&%

BRI E BN

K Z A ~ sE5EEREAStorageGRID
EERARIRE

FERAER
"R R E AR K"

A TR A
FE TBUHZ(TEE) Bl
& & 1ZEXGrid Manager®fY

1,_<EEEEIJEEEI

BysE

RN BT EHRITHIREEY . zip 18Z (sgws-recovery-package-
id-revision.zip) ° YIREBELME « WEJLIER NMRIEEM) EHK

%ﬁ%@ﬁﬁﬂyﬁvﬂtﬁﬂﬁﬁﬁ%ﬁﬁ BHENE ~ WESTE MRIEEM

’”“StorageGRID BRLZENINEER « RAGE LI RN - BRECE
BHEARTES Passwords. txt 12 :

A ~ BEUFEIRA RS B ATHREAIXX M o

MECHZEERL) EEE ~ el —BEMEERRE R INERA ©

* B IRRYEIEE 28 E A Grid Manager ©
© SNERBEENIRERER o

1. > TR > BURRE

LR HIR TBUREE) BEE o

Decommission

Select Decommission Nodes to remove one or more nodes fram a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site
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2. B—TEUHBEERL 25 o
IERr g IR TEUNZRMEERL) Bl - FItEmEH - &R

° FIERPLEARRENRE BRI RTLUER ©
© BEFAERERNRERR
° W RE A ~ MR ABADC/ IR SR RIEF B S E o

© MARSARUIRESIITENR - F110 « LEESERE—BRNROFRIFREMERERS o TAISERUH
1) HRTERAUBCHREIFET B2 EIRHMR « REER L EHF R PRI ERRS

Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to leam
how to proceed.

Grid Nodes
Q
Name W | Site 1T Type 1T Has ADC!T Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Node @ Mo, primary Admin Node decommissioning is not supported
[ DC1-ADM2 Data Center 1 Admin Node - &y
T DC1-GI  DataCenter1 APl Gateway Node - )
DC1-81 Data Center 1 Storage Node Yes @ﬁ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC senices
DC1-52 Data Center 1 Storage Node Yes 9 | No, site Data Center 1 requires a minimum of 3 Storage Nedes with ADC senices
DC1-83 Data Center 1 Storage MNode Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
[T | DC1-S4 Data Center 1 Storage Node No @
T | DC1-85 Data Center 1 Storage Node No l?@‘
Passphrase
Provisioning
Passphrase

3. EEEECHBEZ SEERLAY R SEEUHZE 1 -

MR AIUBUHZERMRER IR0 RIS « MREMEESZING T - MREESHEEF
A ~ I AR ERPARIEFRTE - MREBEEZFEANREFRL—E  AIEETREEZNRE -

BUHZERRER 5P FRRD BB

&~ AR CEZECHZETEENMNEE &
BN BN
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Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

A A grid node is disconnected (has a blue or gray health icon). Try ta bring it back online or recover it. Data loss might occur if you decommission a node
that is disconnected.

See the Recovery and Maintenance Guide for details. Contact Support if you cannot recover a node and do not want to decommission it.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Search Q
Name ¥ Site IT Type IT Has ADCIT Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Node - Mo, primary Admin Node decommissioning is not supported.
DC1-ADM2 | Data Center 1 Admin Mode - Mo, at least one grid node is disconnected.
DC1-G1 Data Center 1 APl Gateway Node - Mo, at least one grid node is disconnected.
DC1-31 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-52 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-33 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
[~ DCA1-54 Data Center 1 | Storage Mode No ‘
Passphrase
Provisioning
Passphrase
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A Warning

The selected nodes are disconnected (health is Unknown or Administratively Down). If you
continue and the node has the only copy of an object, the object will be lost when the node is
removed.

The following grid nodes have been selected for decommissioning and will be permanently remaoved
from the StorageGRID Webscale system.

DC1-54

Do you want to continue?
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Decommission Nodes
@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search q

Name ¥ Type 1 Progress 11 stage 1|
DC1-34 Storage Node ‘ Prepare Task
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Decommission Nodes

The previous decommission precedure completed successfully.

@ Repair jobs for replicated and erasure-coded data haye been started. These jobs restore object data that might have been on any disconnected Storage
Neodes. To monitor the progress of these jobs and restart them as needed, see the Decommissioning section of the Recovery and Maintenance Guide

Before decommissioning a gnid nede, review the health of all nodes. If possible, resclve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to learn

how to proceed.

Grid Nodes
Q
Name % Site 1T Type 11 Has ADCH Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Nede - @ Mo, primary Admin Node decommissioning is not supported.
7] | DC1-ADM2 | Data Center 1 | Admin Node - &y
DC1-G1 Data Center 1 | APl Gateway Node - @
DC1-31 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-532 Data Center 1 Storage Node Yes @ No, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-53 Data Center 1 | Storage Node Yes @ No, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
Passphrase
Provisioning
Passphrase
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The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.

DC1-55

Do you want to continue?
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Decommission Nodes
@ A new Recovery Package has been generated as a result of the configuration change. Ga to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type 1 Progress 11 stage 1|
DC1-35 Storage Node i Prepare Task
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Decommission Nodes

The previous decommission procedure completed successfully.

Before decommissioning a grid nede, review the health of all nodes. If possible, resolve any issues or alarms before proceading.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guids to learn

how to proceed.

Grid Nodes
Sea Q
Name W Site 11 Type 11 Has ADC!! Health Decommissian Possible
DC1-ADM1 | Data Center 1 | Admin Node - @ Na, primary Admin Node decommissioning is not supported.
(] DC1-ADM2 | Data Center 1 | Admin Node . ©
[l | DC1-GT Data Center 1 | AP| Gateway Node - ﬁj
DCc1-31 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-52 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-53 Data Center 1 | Storage Node Yes % Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
Passphrase
Provisioning
Passphrase
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Decommission Nodes

€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click 'Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search

Name ¥ Type 1T Progress IT stage
DC1-55 Storage Node Evaluating ILM
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Review considerations

v

Gather required materials

v

Select Decommission Site

Is o Can you resolve
Decommission the issue?
Possible? .

Select the site -

v

Review the site and

update ILM
Is Start No
Decommission

enabled?

Perform the site
decommission

v

Ensure drives are
wiped clean

T
BRIEANEE
TR
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You cannot remove
the site. Contact Support.
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Decommission
Select Decommission Nodes to remove one or more nodes fram a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. BEECEUHZ IR B 1% o

LR S HIRBUA ZIEARISIE R B (EEUELE) o L2 BRE & StorageGRID R RMTIE G FFE
E o}

Decommission Site

o 2 3 4 5 6

Select Site View Details Revise ILM Remove ILM Resolve Node Monitor
Palicy References Conflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive MNode.

Sites
Site Name Used Storage Capacity @ Decommission Possible
) | Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo This site contains the primary Admin Node.
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Decommission Site

[ u)—o 3 4 5 6

Select Site View Details Revise LM Remove ILM Resolve Node Maonitor

Policy Referencas Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Node. If clients are currently connecting to this node, you must configure an equivalent node at
another site: Be sure dients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixture of connected and disconnected nodes. Before you can remove this site, you must bring all offline
{blue or gray) nodes back online. Contact technical support if you need assistance.
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Decommission Site

)
’;

I
& O 3 4 5 6
Select Site View Details Revize ILM Remove ILM Resolve Node Menitor
Policy Referencas Caonflicts Decommission

Raleigh Details

Number of Nodes: 3 Free Space: 47538 GB

Used Space: 3.93 MB Site Capacity: 47538 GB

Node Name Node Type Connnection State Details
RAL-51-101-196 Storage Node " 1.30 MB used space
RAL-52-101-157 Storage Node 1.30 MB used space
RAL-53-101-198 Storage Node 1.34 MB used space

Details for Other Sites

Total Free Space for Other Sites:  950.76 GB
Total Capacity for Other Sites: 950.77 GB

Site Name Free Space @ Used Space @ Site Capacity &
Sunnyvale 475.38 GB 3.97 MB 475.38 GB
Vancouver 47538 GB 3.90 MB 47538 GB
Total 950.76 GB 7.87 MB 950.77 GB
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"&I2StorageGRID"
3. TEEH HMLEMFHMAER BEY « sHHERPEMIE SN RZEM o
Details for Other Sites

Total Free Space for Other Sites: 550 76 GB
Total Capacity for Other Sites: 950 .77 GB

Site Name Free Space © Used Space & Site Capacity @
Sunnyvals 47538 GB 3.97 MB 47538 GB
Vancouver 475.38 GB 3.90 MB 475.38 GB
Total 950.76 GB 7.87 MB 950.77 GB
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Decommission Site

@ o 4 5 6

Select Site View etai!s Revise ILM Remaove ILM Resolve Node Maonitor
Policy References Caonflicts Decommission

If your current ILM policy refers to the site, you must activate a naw policy before you can go to the next step.
The new ILM palicy:

« Cannot use a storage pool that refers to the site

s Cannot use an Erasure Coding profile that refers to the site

« Cannot use the default All Storage Nodes storage pool or the dafault All Sites site.
« Cannot use the Make 2 Copies rule.

» Must be designed to fully protect all object data after one site is removed.

Contact technical support if you need assistance in designing the new policy.

If you are performing a connected site decommission, StorageGRID will begin to remove object data from the site as soon as you
activate the naw ILM policy. Moving or deleting all object copies might take weeks, but you can safely start a site decommission
while object data still exists at the site.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer fo the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Selact Next to go to Step 4 (Remove ILM
Refersnces).
« Ifone or mara LM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Protection for Three Sites (3

@ The active ILM policy refers to Raleigh. Bsfore you can remove this sile, you must propose and activate a new policy.

Name EC Profiles Storage Pools

3 copies for 53 tenant - Raleigh storage pool
2 copy 2 sites for smaller objects - Raleigh storage pool
EC for larger chjects three site EC profile All 3 Sites

2. MRRFIHEARA ~ FEET—F UBRELER4 (BIRILMBE)

"SER4 L BERILMBE"
3. MNRFREPIE—HZEILMFRR] ~ 553 [ERFREZTE) Za0ELEE o

ILM Policies (ILM/FR]) EEEHIREMIVZAERZRSIIZHRT o FRILRSEBEFHILM o TBUHEEHR

it BEEEE THth R3FE EREFREGARE o
a. MNBEKE ~ s52EE ILM * Storage Pools* I — B ZERDRIGENFEFER °

() oFsEsn Ao s BREROE SIERT -
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b. WNREITEEAIHERARE « s55EE* ILM * Erasure Coding *3R 1 —5{ L EErasure RiEE ERE o
BN B IR & MR R o
() e TRIREES) RERPER A I HE R -

4. 3EEY ™ ILM *Rules | (2EERREA] ~ ABRERDES ( MEFTILM Policys (BEEHEERRA) &
RS RYEERA] -

()  wmsmEn - ASmERE BRSO EIRR o

a. ER A RIGTEMRRREREIEERRINRTE
b. BB o

BRI 2B L& NEFE RS SRARIE RN WA RFE RS SR ARIS R eI
@ BRI P ER A RESRREEE R
5. BEEY* ILM ** Policies * ~ A& I A RTARBIAVHRIRE
@ IMFBHAEN  FASREAE S ER SR SRR o

a. IEEERIRRA » ZARIER Clone (1BR) * o

b. 15 RALIEMEEIEH o

C. EEVRRRRIRIARRAY o
* BUHERECHZEREEE RS (BETILMRE])) FRIBFRERE] o
C ERA 2RI STERRA

()  EHER mfeaiyigk, 9 MARSAIRR" HAMGON ) WERRN
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6.

7.

Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever

Rule Name
® 2 copies at Sunnyvale and Vancouver for smaller objects &
|| 2 copy 2 sites for smaller objects (&

Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).

Rule Name Tenant Account
3 copies for S3 tenant (& 53 (61659555232085399385)
| | EC for larger objects —
¥l 1-site EC for larger objects (3 —
Wl 2 copies for S3 tenant (3 53 (61659555232085399385)

=
d. EE R o
e. ¥ s A EFHES R AR RIFRAY o

CEABBTERMRRA -

@ s BRESSILMARRIRYB R IERE - ERAIREE « ST RA YT SRR LBIEFE1TT
& ~ R EFRAE -

a. fEfFEZENRER
FRECAIE I ~ MAREEEZRIVIRA « IERERIERRA]

@ ILMR B AYEEER AT SEE B A IME RV B RBELR - ERENRAIZ A ~ sAFARISRBI LSRR A
LM HE {/EIEI% °

BEHBISILIERSSorageCRID - HBEREBIANIE - SERECHIIRY
(D o - EEEHHOILMERIZ A « R RA R BN EBY B B R
FRAMENE « A BETEAEETRE RN « SRER RIS -

RREDFRIRAY o

MR ETEHITELF I B BCHZE(E -~ StorageGRID B REEENFHAVILMIERER ~ B el 3 BITEFrisEns S B aY4
B o B TMIBRFAIEYHER I SEREHUENRRE o A UEILES HNEEYHERNB R TZ2
Bt BBCHET « BUNRE A ERBRERECHESERRFZA « ILERREN « IECHEFREFREE
TRSERE ~ WiR/ DAREFIMGBERE (ERENTSBSHERRBEUHEE) o

8. REI*PEE3 (EFTILMIRR])) ~ LIRERIIERPRAPOILMRI R E2RIAE « B Next' 22 RRA ©

198



Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active LM policy that refer to the site.

« [fno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM Refarences).
+ [f one or more ILM rules are listed, you must create and activate a new policy that does not use these nules.

Active Policy Name: Data Protection for Two Sites (5

No ILM rules in the active ILM pelicy refer to Raleigh.

oo

()  WRFIHEIRR - BB IR ILMER) - 7S -

9. MNRAKFHERMRR] ~ FER TP o
IR EHIRPER4 BIRILMBE) o

WER4 I BIRILMZE

%t TEUSZEALL) BENDE4 @RILMZE) d -~ I UBREZRNRA (MNREFET
HYEE) ~ MMIBREAREE A2 IRZE LRI ERILMIRRY

FAREETLE
ETIERT ~ SR EZREL S BUNRERER -

* FEEZENILMRA] - MREHEZNRD ~ B ERERER o
* AEAILMARRIERZ 5L S ~ BMEZRAIRAFMEMILMIERR o A 7BRIEREAREERTS 2 RAAILRIFRE o

1. MNRFHEHENRR ~ FHREBE o
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Decommission Site

O—9© 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§ Delete Proposed Policy

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

o [
a. FERURIBREERARR o

b. EMEETHEE S IRPIEEFRE
2. B R E R EARERNILMRRZISZIEE ©
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Decommission Site

e = 45
&——6 & - 5 6
Select Site View Details Re'-use LM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis

4 |LM rules refer to [aia Center 3 -
This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.
« Delete the rule.
Go to the ILM Rules page (&
Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m
3 copies for 53 tenant — Raleigh storage pool m
2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m
1 Erasure Coding profile will be deactivated v
w

3 storage pools will be deleted

FHAMEAILMARANL E 2R « BRERRERRE] - SE6/4 :

R A2 EARAER AR TER I RN HEE R « IbEEFERAEHAI Sitesit & ©
° SIFA*REAN* 3MEELRFREZIE* Raleigh*#EFE IR o
o THUMIE*RERR 2@EA2iEE | RIS B HEERA -
o RIEAM* ECAEYRAER*FrAE A & “MIR4RIER EEF M EF LS o
° INRKFIBILMIRLR] ~ FHEIRT—S* UBRE*TERS (BIRENELEZE) *o
"SWERS | MRENELESE (MRHREUHEE)
Bih A ETRRBRRER - S HEEREM2RILSNRERRPRREIFRERE « I BB

() EFsEEANEEREEERY o StorageGRIDAGTARAIAI Storage NodeFE T
B - EAEREAAI Sitestha o

° MNRFIH—HZEILMFRR ~ FRITFET—F ©
3. MREEEMIPRSEREAAIRE
° AEUREERA « FBAIEILM Rules (ILMFRRY) BHE « WEMFABER MIREN REEIEEFERT
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(B2RIES) RENE - AREO D4 BIRILMSE) *o
@ FHAEN - A2REN L EREENY M EEHNA
© BEMBRRA  FFERNDRBER [ EEHE
@ A BMIBRET R E AR ~ A REBUHZREUS ©

4. BERATFIEREMILMERR] 2R EAMILMER2EEIES « BB NextHsh o

Decommission Site

'é:_"' 3 &2 *> o 5 6
Seler::t Site View 6&13“5 Revisa ILM Remove ILM Resolve Node Monitor

Palicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM palicy.

No proposed policy exisis
No ILM rules refer o Raleigh
1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted b4

o |
5. BB R—5* o

Bih SRR RE « EAEM2RIEENFEFERNNHESRIERTEERGRY - BMLEET

@ Z2RRRER - §EEFERTA2RILSNREAMRRIHRTERE « I BERPRMEA2RLE
SRKRERHFEIRM o StorageGRIDZA 4T HVAIl Storage Nodel#FE RN « F&
EEERAIl Sitesihi & ©

IR HIRPERS (BORENREEZE) o

RS | RERER (LRIREBUNET)

it TECHZMEMuL) FERITERS (BURENEER) - R LLFIErStorageGRID ERY%RE
b ERAEERPENELR « SFMEREL ENEASHMESBNSUAE (HA) BHE - ##
RMEMERERZ R « FRAERIBIUHEERR ©

S B {RStorageGRID fEHVEE(EX£ R AP HIFAE EISLER R IEFEARRE ~ W1 FFR -
s R ERZTPAIFR A EE5StorageGRID #WAZEELR () ©

202
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B Hthuk 5 BIFRA BNRLER L JRERR o
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#H - EARIEERAEBILMEENEEME ©
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° MRIEEFRKRIE SBUHRERRF 2 BRREIME MRS - BRI ARESTIRARFT -
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.

Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected
« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenancs instructions.

Node Name Connection State Site
DC1-53-99-193 ¢

Type
Administratively Down Data Center 1 Storage Node

1 node in the selected site belangs to an HA group

Passphrase

Provisioning Passphrase @

2. NRAEFEREPEER « AR EEER o
a2 H TEiEStorageGRID MEFHFHEIE <1 MUk THREIRNIZR) o INFEIHE) - SARHE R IR -

3. EBFE EHRENERIVETRRIE LARES « AR RS (BORETRER) B9 THA Groups (HAR¥AE) | @Rk ©
HRFIBFFERARBEREURAE (HA) EFHEREFAIENRS o
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Decommission Site

O—0 0 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

4. MNRF)BERERR ~ FHIT I EP—IE

° MREEEER T ENHABHELRRIRERAE o
° BRI S EERIERAIHARE - 552 % &1 StorageGRID IhfEl HIFRAA o
MRFAAEBEIIEER - BFrBIE SR A MBANHARE « AR B RECERE R -

o MABRICERRBATS o
MFREBCHACE ) #IRBEENRLA -
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

6. WNREEBFRAILEEUHRERR « HEICHREUHERE" ©
LEGHHERIRBIA SRS - RFHREX « TE2RIFELAIETEEK « WBEE#ANEHE -

A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
= OC3-51
= DC3-52
« [DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistency o prevent object
metadata from being writtan to the site being removed. Client write and delste operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. wesks, or even months to complete. Select Maintenance >
Decommission to monitor the decommission progress,

Do you want to continue?
for]
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7. BRES - MREEFFHRE « FERUHEE"

EEMPERAERER « FHIR—RIFAR - RIFAVERERRENMEME « LREFAIERE—LERH -

Passphrase

Provisioning Passphrase @

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,

.:-.:n'
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Decommission Site

A ,:i ¥ 5 1?,-‘1 {:E‘ ) {1?; o
1. e -___J LJE".I'} L t;'- j
Select Site View Eietails Revise ILM Remove ILM Resolve MNode Monitor
Palicy References Conflicts Decommission

8 A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to
download it

() #RRTRIREES  URRERN BRI ERIER « RIS -

a. BRI R RREL « SR EE R IEEH -
b. F& . zip FEE

B2RTHIMEEFNET

@ NBRENEEHSIER - RAHEHPE SR StorageGRID ZAAKEIFERIIINZ 280
M\ﬁ% o

2. £ TENBE) BX  EEMFERIT B EHMMIG G -

ALh (/R

SEEPRIPREHNILMERR] (EFTILMRR) B « BRESRIIEEE) - BRI SERERHEREREFEAME
1%H o
Decommission Site Progress

- a . = Al
Decommission Nodes in Site

in Progress = &

Data Movement from Raleigh

1 hour td
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ERBREERAE
A BHTEFAEILM ©

Node Progress

€ Depanding on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate |LM

The progress for each node is displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Name

RAL-51-101-196
RAL-52-101-197

RAL-S3-101-198

¥ Type

Storage Node
Storage Node

Storage Mode

Search

11 stage u

Decommissioning Replicated and Erasure
Coded Data
Decommissioning Replicated and Erasure
Coded Data
Decommissioning Replicated and Erasure
Coded Data

1T Progress

iR

MREEEEEERIEEBUNRENERE « F2R T RUBRRGEHRNEUHEERE
P ER FalhFrERE

HWES 7 EE

ERFHE niE

FEHTE DiEEE

WLDRIREE A EFHA

LMR&EZEARRE
APREIZTS
SERY

IEE

ME

[a]

N~ REGE ~ (RERE
it @ NREFERT

niE

RIFNEHENPEIRIEE « B D IEEIBUN -

niE

 FRESEREMBEER « REBBHZ VERME - FEEZHREREFHBGETER

Hth €058 « (S IR REERE(FIA 615 -
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MREEEEEPENLSBUNRENERE « F2R T RUBRRGEFHRNEUHRERE !

PEER T
S L Bk
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BT ZF Encl
12 FISMERIRTS 5
AR 5t
EPESERA SR i
TS RIS 58
IR RE i
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S i

4. ZFFEERGENEDITRMERZ R  FETHRIGGEUHREERETR °

° fE*&1ECassandra *F B + StorageGRID #H¥H{RBEAIME P ICassandragz EEEIT T ERNETE o 174
HPRIEGFNFEFEERMEME « EEBETRERTEHR RN B ARER o

Decommission Site Progress
Decommission Nodes in-Site Complsted
Repair Cassandra In Progress ':E

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or more,
depending on how many Storage Nodes remain in your grid.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remeove Configurations Pending

° £ MFRECKRERMIFREER RN PP - FETFIILMEE
A2 RIEAH THHBRARE REEEEEM -
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* EfRI2RILENREEFEE RIS MR o
RMRTEZBIAI Storage NodefdFE R &R - A TEAAI Sitesih & ©
° &~ TE TRBRAERS) TR -~ EAHILES REMMNRG2RBENERNEZRIB OB o

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Prefiles & Delete Storage Pools Completed
Remaeve Configurations In Progress :,:f

StorageGRID is removing the site and node configurations from the rest of the grid

S. BRUHZERFTHE - BCHZEELEEERTAIIAE « BRRAAILKABETR

Decommission Site

o 2 3 4 5 6

Select Site View Details Revize LM Remove [LM Reszolve Node Monitor
Palicy References Canflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodes af the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not he able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Sunnyvale 479 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.
FER &

SERIE S BUHZERRFR « sA5Em FAITIE

* RO AR & FF A RFERGAIHEREEN B BRR o A ENERHARTAINARS « kA BRE1IZ IR
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211



* MBUAEE—HNZEEIEEHL - BiEStorageGRID MEE AL ERAE—ZA (SS0) - HittActive
Directory Federation Services (AD FS) izt SMFIERKIBA ST

* EERISEUHREREF P E SRR Z R « SFRIRMERRIE RS

FERAER
"[ETE TEIEES"

ARk MR

&R IATEGrid Network 5 E FHHEK A E ~ B E #TStorageGRID #EARIEHIBIOSRAHIP
firit ~ DNSfRIARZFEUNTPEARES ©
ged

* "IETEE#Grid Network Y F48EK"

* "EREIPfIL"

* "B DNSTARRES"

. " ENTPIEARLS"

- "B R S4TSR

IE7EE#7Grid NetworkHF435&

EEF T AT A FE AR AEER (eth0) LRAMTEAISERRE 2 BIET TR BV FAEERE
5 o StorageGRIDIELEIEH @& StorageGRID B RLEFATEIL & B Grid Network Y748
B ~ MUK 3B 1BGrid Network BB ZEXHINTP ~ DNS ~ LDAPS{ Eth9MER1E AR ESFRE B AYE(A
FHER o BIGEIET PGS ENMSGTIL SR « AIsEBEEFEMEGATE TR EAANRAE
& o
CEENER

* SRR AR IRBVEIE RS AGrid Manager ©

© BB HEETRTFEERR ©

© B EHEAEIRICE AR o

* BB CIDRRTANRR E B E I TSk o
RAREETE
MREAITBTEENCIEINIG FAEEE ~ B BERBERIZR 2RI Grid 7498 ©

1. SR> > BB o

212



Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Metwork (eth0) for each
site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Grid
Network gateway.

Subnets
Subnet 1 10.96.104.0/22 ==
Passphrase

Provisioning
Passphrase

2. TFEBHESR « —TIN5E « UCIDRFTEHIE FAHER o
530 ~ BiA 10.96.104.0/22 °
3. MAE R EBRARE - 2A%—T* lSave*] o

THEE M FAIRR S BENRE A StorageGRID BAREHEE R o

BEIPAIIL
RIS EIP T AR EAIMRETRERYIPAIE ~ LA TARRRARRE o
CBEREEIPTA « HEE I ESBERRENBRARETANAEE  ERRELNERD TR

ETFEFEE « AIEAZEEEIFTA StorageGRID BISKIRART ~ WA EEA R ~ EXFEENERNERIZFEAMRE
FHEETT -

() wRCEEEERATESLOESERIPIL AR TR BREE -
"G B AR TP A ERRLRY I Pzt
YR CELE T Grid Network Subnet List (4EI&A4RE8 FARRGEEE)  $A(EAIGrid Manageriiig sy g

(D)  =fEesae - 58 - MR BRARRE BT A ERGrid Manager - 5B EEBHTGrid
NetworkERFHE B HMEREE « FEREEIPTA -

@ IPEERR 7RI SEEE A TE - TERMERZA « ERIFELEE D IS AR -

Vdy LA

fEikAGethORYIPLIEKIE B 48 BN RUARAS AR IPiLLE o $5IRAGeth1BYIP{ILEKE B4ME B RARY S IRATER IPiL
Ht o $EikéGeth2B9IPAIHEK IE B 4K BNRERY AR P Im A RR IP{UALE ©

i5/A = © 7EStorageGRID FLET G E ~ fIUN : IHEESTERIRS - eth0 ~ eth1Hleth2 ~ FISEEHMIBEIZSENE
BEELVLANT T ERVELFRAERRVE SRS TH © EELEF A £ « * SDV** Resources  (BiR) RIIRHAISEGET
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BR T ethO ~ eth18¢eth2 25t ~ $EIRAGE M ERIGrid « EIE AP imAEER Pt

- DHCP*

T RBETE AP BFEERR EDHCP o (S ATE R E MR EDHCP ° (IR BB L E EREFLAYIPAILL « FHERES
MIERFEE « A EERIPAIEERR - FRAEZEIPTAGHDHCPAIIEMERRS

S AE (HA) B4
 TEREE AR IR E LR EHARBHE T 4EER 2 SN B B IR AR ER 1P o
* (A B P Im AR RS IPALILE 4 B P IR ARRR A\ T _E 2R E FYHABABFTIERAVIR A EHEIP(3LE o
s (SRS B GridER N E PR TE Z HABHE FAERR 2 SN Grid 48R 1Pt o
* [REEIS Grid 8RR P B 4 Grid 8RR 1 L R EHIHABH AR5 KBVIR A EHRIPAI3E(E o

i
* AR AVAR R AR RS
© MG EEIRER ENFRERRIFE"
* "HriE & E Grid Network £ FHBER B EE"

* "Linux : FiENAEEIRA "
* "EE AR PR A BT EARYIP AL

BB ABRR AR A

ERILUEREEIP T AREE —o ZEMFAVRERAERS o R LIEEGrid NetworkRJ4H
f& ~ BUHTIE ~ EENRIREIESA P RERE o

TEENER

RAZBYER Passwords. txt FEZ -

FAREETLE

* Linux : *MIRE R B —RGAASEELHTIE = SIRMR A P IR « BT ZAIREMMASERR
FEadmin_network_targetTclient_network_target « BJAZBI BIETT ©

A2 FIStorageGRID BRAMRELINUXEERAR (Z1R) ZE&RA -
FEFISEE © StorageGRID EEEMEMAEE L « YR StorageGRID AR EHARE « AR RS ERMEBRT (&
mEEER) PRE  WEEREREEIPTERIMEER - Bk - TN AREAREENEEEN « REE

i RIEAREMEEREFERER - AR EREEIPTARENERAR - F2RREBRTEAEERAPFER
BERERR o

1ot BT LU A P i AR B B0 B TR AR RR AT 1 S AS PRENRS

* (EA] LUR 2AR RS B BYIPIE/ FHERRE ST IE E AR « RENRGATIE E A P iR S B IR R -
* ISP LAMBRERAERS L ERRERVIP I/ FHERRIE S ~ 1L P indE s SN E IR ER P PRENAS -
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AR ERR A PREDRS ©

®
®

®

TER
1. BATEEEREHE

a.
b.
C.

d.

RAFFIPLIER I o FIRTATEEMENRE Z BAHRIPAIE ~ B JR{E R BT BRI IP (L -

fNERStorageGRID MR FARAE—FA (SSO) ~ BISIEEEFERMIAIPAIIL « FER
FRSEMMIIPALL (MIEEBENTRAREE) RENTERBA EEEFEY - ERkEE
HE AR - @FIPitz % « S B BMERMBIPAII 2R B E R E EiRETEActive
Directory Federation Services (AD FS) HREIKFEHEE - 552F TE1EStorageGRID Ih8El HY
A o

MR PR IS B B o it —StorageGRID 5 « HIR{EME L E | B %5 T FIETHALIER

R2 ~ LEREREEENERET « BREREIERE -

WA THEF<L | ssh admin@primary Admin Node IP
B AFERSAIZEE Passwords . txt I8 -
g A TEer L U Eroot & su -

B AFFRSIIEES Passwords . txt FEZE -

EELUrootZE AR s IBMNEBREFT s E 4 o

2. AT SEENETEIPTAE | change-ip
3. EIRMFIT THAB R BB o

4.

FINRERMEANHIR -

Welcome to the StorsgeGRID IP Change Tool.

Selected nodes: all

L b
-

L
5:
-
i
B:
o
ia:
- H

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

=T = B
selection: §

(FI38) BEEr 1" LUSZEEFEMBVERS o ARIER T HP—(EEIR

° 1 B—EIRE-RRTBEEEY
° 2 B—ERL-KUAE « ARKBIBEE
° *3* ! B—HIRS-R B ATIPEER

i
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o kY *

| UhE EBYFRA ERRL

° 5 MRRIFRAEIRS

*MEE IR EERFAAEIRS  SFAET TALLY (REFERGIRRE o

EEZE - TIRERMEANEER  “FrEEEIRE RIS B AR BRIGRYESR - FRARETER SEERERS L

BT o

S. EXINAER b  EEUEIR" 2*LUREEFTEENRLAVIPAEE « REBEMMTUER ©

a. ZEm

OEE Tl

LAt AR
L2 B
* 3% APIRAEES

T4 PTAEMRECETEREZE  RTERRERE S « B (Grid » AdminZClient) ~ &
FHEE (PAEE ~ BESMTU) ~ KR ERIE °

AREEDHCPREMTHERMIPAIL « FERE « BMEHMTU « RERNTEEELAFE - BINEEY
EDHCPRENNTEE - FRTRES « BNE T EREERFE -
NERES fixed BIEARE o
b. FEREME « FUBAENBETEIREA
c. BERIFEMERE « 551Z* Enter *

d. 1R
e. 4reE

19

BERHERS 1P/mask > AT AEIAY d*8¢* 0.00.0/0*EERRAMFRE RS A A iR HEE, o
A EEENERZE « BA* g* BIRPREIEINER -

SEEREBIBRHERRBL -

6. JREN TSR R —(EETE - LURBIEMEE |

° 5! FAMBHPRREANS « BEREANDTKIEE - ERTEENEE - @FEFMUEE (L) SUIe (
MFR) SR ~ MEEHVEHFR -

216



Grid

Grid

Grid

Grid

Grid

Grid

Grid

Grid

Admin

Admin

Admin

Admin

Admin

Admin

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU
Press Enter to continue

- 8 e

22
22
22
22
22
22

-~

P B3 BS R3 BE BD e
[ T ey

° 6 THHPETTEERNREAS - EEGLIGE (L) SIEe (MER) 2R -

@ FHER LN EAE S ERMRERR R REEMNRERAR o ERRERBURIITSHA IR
ARIHERE IRV ENVT1008EF

7. ERIEERIE 7 BB A S
IEER B PR A & R Grid ~ AdminflClient NetworksHIFRE! ~ FISNARfERE S F4ERE o
TELLEGIR « B H B EtAR

fEUtEEHIS ~ B E @B -

oo
fa
rﬂ
]
R

smEtE NYIHP—{EEEE
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© 8 HTERERNEE o
IESETE A REEIPTA « BIEREERRS « MR DEAEARERNEE .

° *10* : ERFTRVAERRAERE o
9. MNRMEIEBEIT*10* « FHREFE Y EHP—(EEEIE :

° ER  UNEREE « wERBBEMMESENRS -

NRIERRAAST EE A EEARES Mo LUERER RINERETE - NER - IMEEH

EWRE o LR SRR EEMRBIRIERS
° PEER [ TRFBEMABAMHAREREE -

MRECFEELF RN ERERARUEHNERARERSER - CXAERE=15E1A «

AYENES ~ BT EMNBIREREE « ARENRBRZENER - IRTEFEER MALRETELER

BEE  BEEHQRM -
()  mREER SEEE « DY EEREERRENERTDES « LUGRES R ERIE -

° BUH ¢ IER SR TR AIRRETE o

MREARHBEFMRZRNEERESHRENENR « CAILUEREE - REREXLERERME o ERCEUS

TIREEIEER ~ LREBEHEE - UEHRER ©

ECENER SRR - SESMIERMERE - JITERECE - WLGH TIFEMEMERS o

HEERCER - BHEEEREMFRRETIAR

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

ERTHITEEZ R - SRAEREREEMEEROIMEEM -

10. yNREEF MR ~ FEEREETHERBE TP
a. EITPRENEREEEREREE

BREMREE | ETUENERERESE « ¥ERFI L RIARES -

* Linux * ! IRECEE —RBERFNE EEIRMR AP IHAER - FHAKE TN EMEERAS

Bh) APE9ERBARTIE Y ©
b. ERENENSZ R EAVERRS o
. ZEE M 0Y) UEEETREGER EEIP) TR
12. #%¢Grid Manager FEFHIREEH -
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a. EEFHEE > RS> MIEES -
b. #AERECE BRI

HERAEEN
"Linux : #TE N EEIRGEE"

"Z#ERed Hat Enterprise Linux@{CentOS"

"4t Ubuntus{DEBIAN"

"SG100 # ; SG1000fRFEFEFALEE"

"SG6000f#7FRE"

"SG5700fE7FRE"

"&EIEStorageGRID"

"BREIPAAL

ML EEIEER LA FEREE

TR IE—E S AR R E IR R F 4 R

CEENER
s CWAZBEIER Passwords. txt FEZ ©

ICRTLUHTES ~ MPRENEAEE TS = E IR R FARE

TR

1. BEATEEEREHR

a.
b.
C.

d.

BWATI6< | ssh admin@primary Admin Node IP
B AFFRSIIZES Passwords . txt I8 -

BA TSRS U ZEroot ¢ su -

B AFFRSIIEES Passwords . txt T8 -

BIELrootBE AR B RBREE s E 4 o

2. AT SSHREEEIPTA | change-ip
3. ERMNF T TRAERICEBAE o

FINRERMEANER -

ERUFRBERRS
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Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT mdmin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

L3 b
m En omn

L
5:
bt
i
'
o
18:
- H

HLE = B
selection: §

4. (A1) PRAEIBITIRIERIAERR/ENE,  FHEE T EP—IE !
c NREEEHEERITIEXEIIS TR « cAEE- 1 RENZREVEND, o IS EPh—(E5E .
=1t B—ERG (KBRIBEEEY)
=2 B—EIR (R ER - REKRBTBER)
- 3% BE—ERL (RBRTIPER)
= * 4 ihE FRPRAEIE
5 AR RIFR A RN
= *0* 1 3R[]

° Sb5F Tall) (REFEERUGIRAE o BEHETTAE ~ TINAERSEEE I o NEINMERL WS RIRITSHVIE
# - REMAENNFERRGEIIER LT -

o fEEINAER b IEEUERTRLUREEIRMERA TR (B 3%) o
6. FEZETIHP—IA:

o B AT ap S ENR#IE 485 ¢ add CIDR
o AL TN an S MIBRFAEES ¢ del CIDR

° B A TSR SRR EF L BE | set CIDR
() snmase  CANEATHERBASELL  add CIDR, CIDR
& . add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

WA fER T EATER) RemBARNEZEHRIUAZEERAART « ABRRVEZMLUR
B~ FEULRDBMAFTERNRE -

BUR & A SEIRR T F AR R AT = B IR R F AR R EE
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7. EEEFE - AT RO EREREE - ENEFEREIBHFNERBL -

C) IREEDER2PERER TALL) EIRGERVRR - BIKZARR" Enter (FF q*) ~ AHEEAR
Eppy N —{EERS -

8. EREE TSP

C REFIRIES IR BHL  PRTRERS  ERTEENIRE - EEGLUGE (i) ZAe (kR
) REEETR ~ I EAYEEFIE LR

DC1-ADM1-185-154 Admin  Subnets

Press Enter to cuntinuel

c EERECIERNTEEARNRHPENREAS - EEGLRE () SAe M) B
oo *MiEE [ RERIHEEER A AR SRR IEMBIBRAS o

ELEREETFRRBER - ST TS -
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CAUTION: The Admin Network subnet list on the node might contain /32
subnets derived from automatically applied routes that are not
persistent. Host routes (/32 subnets) are applied automatically if
the IP addresses provided for external services such as NTP or DNS
are not reachable using default StorageGRID routing, but are
reachable using a different interface and gateway. Making and
applying changes to the subnet list will make all automatically
applied subnets persistent. If you do not want that to happen, delete
the unwanted subnets before applying changes. If you know that all
/32 subnets in the list were added intentionally, you can ignore this
caution.

NRIEARRNTPHIDNSEI AR 23 FHERR ERMEIS AL HEER  StorageGRID BI'E BENE I IRAY IR

(/132) o 54N ~ NREABE(EF/165K/24 B HETTDNSENTPEIARZSAVELIELR « TREZRIFR BT
RY/32BRFR ~ AR ITIEFATRAVERE o MIRCKMIFFEBZINEHKEH « IECERETNEEEFHERE
BZ%  ZBHARSRHEEFT -

@ HATAIUERELE SRR MRS « BE—RME ~ CREXFEREDNSHINTPEA
LURE(RIEARAEST ©

9. ZFERUEIE 7" U EREFT B PR E o
EER B PTHERIEEGrid ~ AdminFIClient NetworksBI*REI ~ IG5 & &89 F4ERK o
10, (FI3) BEHEEES*UUMREMA DR ERLHEREIEEETEN
IEEEIRRRICEREBIPTA « WHEHBRENME - MAGEXENRERANEE -

N BT TINHEF—IE:
° MRCEBIFFIAEEMAMEFRNERMBERAR « sFEERUER" 9%

© MRCHEFBEFERE B WA EMAERAER  FEIEER" 10* - TERECENRRE - L EBETREMER
BYARRE ~ S0 FHIEEHE LA

Generating new grid networking description file...
Running provisioning. ..
Updating grid network configuration on Name

12. #£Grid Manager FEFRIREEH

a. FEFHEE > RS> MIEES -
b. A ERECE BRI

e
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"R EIP{LLE"
Y S Grid Network_F I F4BIR S8

ORI LAE RS E P T AL AR IS 5 & B AR R LAY F 48K o

CEENER
* [®¥EH Passwords.txt 1EZE :

RNERI(E

& B LATEGrid Network Subnet List (431848 FAEREEE) il ~ MIBREEE F4ER - EF F 24P
BEELAYER R {EEX o

YN RIT{EEFE Grid Network Subnet List (4Er&4EEE FHRERIEEE) ~ sA1ERIGrid Managerffiig &
FEARRAERS - BA ~ HD%EEBMHE% A REMm A FENGrid Manager « B IEEREHITGrid
Network B& FH & A Lt 4EEK & & TEFHMEIPIQ °

HER
BEAFEEIRHR
a. MIATS&< . ssh admin@primary Admin Node IP
b. B ARFRHIHIZEES Passwords . txt 182 ©
C. A THIE L U Eroot © su -
d. B ARFRFIBIZRS Passwords . txt HEE !

B LrootBE AR ~ BTREWEE s E 4 o

2. MATYSHLEHEEIPTAE | change-ip
3. HIRTFT THABRECEBRIE

FINAERMERNHIR o

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT WODES to edit

EDIT IP/mask, gateway and MTU

EDIT mdmin network subnet liste

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, so you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

1.
T
L1
.
i
'
o
ia:

a:

Selection: E

4. EEINRER L ~ EEUREEGrd Network FAERRAVEIE (EIR* 4%) o

() ‘omEnTERERnEEL2MHE -
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5. I THIH I ;

o B AL TN Ep RN RIS F488% ¢ add CIDR
o B AT an SMIPRF4EE © del CIDR

°c BIA T SRR EFHIRBE | set CIDR
()  #FE®e  CEUERTIMERBASERL © add CIDR, CIDR
& . add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

AR T EATER) AFemBmAREENRIUAZEEMNEART - AREFZMUR
¥~ FEULBDBMAFTERNRE -

LT ASEAIER A HE S F AR B BB R F RS RRE

6. £EIFE  WA* I EEEYAEREE - CHEEGRBNARREDAL -
7. T :

 RFIRIES IR B PRTREARS « ERTEENIRE - EFEGLUGE (i) ZAe Mk
) REEETR ~ T ERYEEFIE LR

© BEEREC AT EARNR L RRETREANS - EEGLUGE () e MR &RE
o
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(D) EessnnETsa BRI ERITERRRNE -

8. IEEUEIR* 7T*LBRE A RS o
IEEEEE T FE(RIEEGrid ~ AdminF1Client NetworksEIRRE ~ BILN{E A E &R F4ERS o
O. (FI%R) BHEEIRS LUREFEAMADRENULHEIREIAEEETEN -

10. YT FIEP—IR
© MREEBIFFIBEEEMARETFHERNMAVERAR « FEDUER" 9*

© MRCHEFEFERES B WA EMAERAER  FEIUEE" 10* - TEREENRE - L SETEMER
BYARRS ~ 0 FHUEBHE LA

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

M. NRITIEE T Grid Network RFSEIEEEIE* 10*  sHE AN N5 HAh—(EE1E -
c ER I UAERETE NERBHENRREHTEESS

SNRAFAVAERRAE RS PT AR VMRS MHRE EIFFE(F « TIEBEMINBEE G LUER" appli“EBERETE
BEHEREE -

MRECFELEFERNERERABUEHTNERARERERF - CUOACRE=EE  MARTE
RYENES « EITRENERMREE « ARENMBMEBRZENE -

()  mREER SEEE « IS BERBERRENERIDE « LU REI RS ERIE -
© BUH | LRSI TR ABREE -

MREFNEFMRRNEEE2EMAEER « CAILUEREE « REAEZERERK o EEUEUH
TREIEINEER « WIRBIEHIEE « LUEHEBRER -

ERTHITEEZ R - SRAMEREREEMEEROREERM -

12. yNRABAER R EERMELE ~ BRI THEIE
© BERILIPEBRRFIIREIEINGER « SAEIAA* o
c AEEAKRMBERE  FBAT o
© REMEET—EFE - FWATc o
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MBI IAERIEEEE" 10" (EREE)  ERAMNELE - EFRAEZIERRRZA « IPES
RRS T o

° MREHAFENA (BINEFMEHEERL) I H#ETRAEAKRMBEEEERINTTH « FIA* i
HIETRAMI « ARBET—@FE -

13. #%¢Grid Manager FEFTBIMEEH

a. EEFEE > RIS MEEN -
b. A ERECEBRAIZS
@ VAFRZEMEEMHESR - AAEPE ST AREStorageGRID Z ARG ERIBIINE ZHAN

B o
MR
"B TE P
Linux : ¥ENEEREEH
MREEZ N EE ERVIRZENILInuxBENERL ~ B BERILERER ©
RIS ELZEERARI R TELinuxE 1% Y EREAARREIE AR e’ Eadmin_network_targetdZfclient_network_target ~ 351 FH
IR 2RI N E o MNEEIBLARRSIEAYEEARE ST 552 BIStorageGRID AR ELInUXEXE R AN (REEH)
LHEEREA o
"Z2#ERed Hat Enterprise Linux&{CentOS"

"% UbuntuslDEBIAN"

R LTS B TR AR R 15Tk BN RS RILInuxfAIARE:_EITILAERS « TIIFEERREAERITT o IR E SR T
IREME  MRCESIEEEMEMBEBRSH QG L EREESR -

AERMENEN - CRAEEREEIPTA - A2 RE EHMERERNEREN
" BN RARV AR R AE AR

1. EARHTEMARIEIRZ BIRGAILInuxEARSS

2. {REBENELARREAEZE « 48UEA /etc/storagegrid/nodes/node-name. conf ©
()  riseEmRmERsy - TURERHEEE -

a. FEERER -

CLIENT NETWORK TARGET = bond0.3206

b. M : FEMACHLIL °
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CLIENT NETWORK MAC = aa:57:61:07:ea:5c

3. HUTEIBEEREE @S ¢ sudo storagegrid node validate node-name
4. [RRFRA SRaEEEER

S HUTEIBYEHMH AR | sudo storagegrid node reload node-name

HERAE
"Z#ERed Hat Enterprise Linux@{CentOS"

"Z4tUbuntus{DEBIAN"
" B AN B RV AR 4R A
S E IR PFR A B AYIP (it

MR E BT AL PAA RN AARERIPAILE - B EBIELISHIER © SEAER

S TR (] ) B RE BYAZ P 2R B R EAR AR AR IP o
CRENER

\
N,

=:5)
s ICWAZBYER Passwords. txt FEZE :

BAREIET(E
EERRERIERRE) « BUB—RTRFMBEE -

() UEREEERRGrid Network o {54 (5EFR A2 5 B B IBABRA S0 F IABRS L AOIP izt o

MRERIREE E—1h SEIREIPUEAIMTU ~ SEIKERIE RS B ENRAAVAERRAR RS o
1. BRABEBIPTAMUIMNIENESE « FIMIDNSHNTPHIVEE « UKREBE—FA (SSO) MHEMNEE (EFF
) -

@ }!}E%%ﬁlPﬁﬁJ:J:E’Mﬂ%ﬁiiﬁHﬁﬁﬁ FINTPfAIARSS « SASCHTIENTPEARSS « BRITEEIPRE
% o

WNRFIPAINE AR E A FEER B RIDNSHERSS « SAEHITEEIPRZER 281 ~ SLHtEDNS
A ARES ©

N StorageGRID AT B RLAIASSO « BE KB A ST SERSEHEIPAIIE (T
@ FEEEMTEEINRTE) KT  sAEHBEEMHENREActive Directory Federation Services
(AD FS) HRVELEMIESE1E - BBIPHHEBIIENESE o 2 'E1EStorageGRID If
AE1 HUEREA o

MBRE ~ FEHTIEHIPAIILRY FHERS o
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2. BATEEEHE
a BATHHS
b.

C.

g A T3 < U ZEroot ¢

su

d.
S8 U rootE

3. MATIGRSTRBIEFEIPTA :
4 ERTETTHAEL

B AFFRS IS Passwords . txt TEZ

ssh admin@primary Admin Node IP
& AFFRFAVEES Passwords . txt 1E%

=2a .
e

AR~ IRTEREE s £ 4

change-ip

IRECE B o

FINFERMEENHIR © fKTEX Selected nodes MHAIERES all ©

Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

SELECT WODES to edit

EDIT IP/mask, gateway and MTU
EDIT admin network subnet lists
EDIT grid network subnet list
SHOW changes

SHOW full configuration,
VALIDATE changes

SAVE changes, s0 you can resume 1
CLEAR 81l chenges, to start fresh
APPLY changes to the grid

Exit

with cha

1:
2
<[
iy £
5:
'
i
'
o
ia8:
:H

Selection: E

S. EEINEER b  EE 2*UREFIAED

a. #ZEEY M™1*) LUEE TGrid Network (AEF&48ER) 1

EWZ %~ RTERREIRRE

REDHCPREMTEMIP(IN « FERE » BEFIMTU » 2N E

NHEZA ~ WEERESE o
NEBRES fixed FIELREE o

AEREME

THEEEREIBRNERAL

6. I THIH A —E3EER « USRI
° 5 BT PRRERE

nges highlighted

BEtET

BBVIP/FHRSE S ~ RIEMMTUEE ©

o

MR~ BREE (PR

Fﬁ

AU ERIERNRERTARNEA ©
ARIESTPIA ZEBERIZE ~ A" g*BIFRIR[E EINFERK ©

o

B
SRR AR « TR ENES -

M%) SREERET ~ NEEHIEm LA -
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T FETMTU)

Fw ok

g%}ﬁb o

~ MBAIE -

7ZDHCP:R EREE

BEgLGE (HE) Sie (



Grid

Grid

Grid

Grid

Grid

Grid

Grid

Grid

Admin

Admin

Admin

Admin

Admin

Admin

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin Gateway

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU

Admin MTU
Press Enter to continue

- 8 e

22
22
22
22
22
22

-~

P B3 BS R3 BE BD e
[ T ey

° 6 THHPETTEERNREAS - EEGLIGE (L) SIEe (MER) 2R -

@ FHER LN EAE S ERMRERR R REEMNRERAR o ERRERBURIITSHA IR
ARIHERE IRV ENVT1008EF

7. EIEEIE T LUBRERFRAEEE
I ES BRI FEIR A B E R Grid Network9FEEI] ~ IS AERAEE M F4HE o
TELEEERIP ~ BRsEEOlER

fEUtEEHIS ~ B E @B -

8. BRsEi@iBE « B 10" AERAMARRAR -
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0. B EE UETREMRBNMFERLE

@ SN EIRIB ER o S FHRITRIREFEE) - A2 REBERMIFPEER" « RS EER
IhERE) -

10. EREER « FHER O UEREEIPTH -

1. ERRARIFR A ENES -

() mE@RsE—RE  WEFRE BRI -

12. ETFRNBRE N EREREE
13. FERFR A AR ENRLET ERARA o
14. FARIFRBEIRAVEIR ©
15. —B 4R TIRIE) :
a. NREIMENTPEIARES « FERIPREMNTPRIARSSE ©
b. WNREEHTIG T DNSTIARSS ~ sAMIFREERIDNSEIARSIE ©
16. %¢Grid Manager FEFHIREEH -
a. EE MRS RS REES o
b. 4 AEREC EBRAZHS o
HERAE
"&I2StorageGRID"

"4 SR B EE RV AR ER A AR
"% EY B4 B8 Grid Network B F4BRK S EE"
"RARA RS BN R

== EDNSAIARSS

RIS ~ BRI EM AT ATEARS (DNS) AR « UMEFERTEMEEZTE (FQDN
) EERTE ~ MIEIPAUL o

TEENER
* BABEER SRR EESE A Grid Manager ©
* AR BEE SR EUER o
* 1St AR DNSRIARSIRYIPAIIL A SEEITRE ©

RIERT(E

ISEEDNSARZS BN Al ECFE @iy 8 (FQDN) T8 « MIEFERIPAINEARIZIE FERH L SNMPIE
K AutoSupport 1T 1E © #:EE /ST MEDNSRIARSS ©
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7DNSRIARZFR M —EI7EIPAIILE - —ARME ~ EAERENRRIIER T « BINEEL SR ERHEE
EYAIDNSTRIBRES © B4 7 MEfRisLandedih S 4 ARFEXDNSARTS © REEEAMEAIDNSREIRE S
B2% - GRILE—D B SEHRAIDNSARSEE

"SR E — MR EIREBIDNSHRE"

Y0RDNSTRIRZEREMN BB E R ERE ~ RIS ESERMEIREFISSMARTES LAEZEDNSTE T - EDNSRIELE
i ~ BRrBAARSS E M B EIZEFRE AR ERRRT « TR EERR o

1. 36888 DNSRES” -

2. BEEE (AR EEIIEEHRSHONSRRSES -
BEMEESELA S S EMEDNSARES © 8% A ISR EDNSRES -

3.~ M*fiE , o

1ECR B —4Er& ENEERYDNSAE RS

SR BUBATISOHE - S S EERMELURRINS R EDNS « MIEH B EDE R0
THEHLERS (DNS) o

—RM = ~ EFEZEAGrid Manager L BY* 4 E48E% DNSTEARZS & IERK R EDNSARSS - REEEEEHELR
B4 BN 2L E A A RIFIDNSHEIIRZZEF « A Rl ER TIHESHE o

1. BATEEEREHE,
a. BATH@S | ssh admin@primary Admin Node IP
b. & ASFRFIIZRE Passwords . txt T !
C. AT LU Eroot : su -
d. BAFRFRFIFIZEHS Passwords . txt HEEE :

EEUroot B AR s IBMNEBREFT s E 4 o

€. BSSHIAZERIBHIEESSHIEE c A | ssh-add
f. B AFFRFAISSHIFENE S Passwords . txt FEZ :
2. [[log_in_toBfi#k]5EF B IDNSAREE A CEFEHAVETR | ssh node IP address

3. HITDNSIHREIESH | setup resolv.rb.

LR ELEHRIaS < /FEORE -
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Tool to modify external name servers

available commands:

add search <domain>
add a specified domain to search list
e.g.> add search netapp.com

remove search <domain>
remove a specified domain from list
e.g.> remove search netapp.com

add nameserver <ip>
add a specified IP address to the name server list
e.g.> add nameserver 192.0.2.65

remove nameserver <ip>
remove a specified IP address from list
e.g.> remove nameserver 192.0.2.65

remove nameserver all

remove all nameservers from list

save write configuration to disk and quit
abort quit without saving changes
help display this help message

Current list of name servers:
192.0.2.64
Name servers inherited from global DNS configuration:
192.0.2.126
192.0.2.127
Current list of search entries:
netapp.com

Enter command [ add search <domain>|remove search <domain>|add
nameserver <ip>']

[ 'remove nameserver <ip>|remove nameserver
all|save|abort|help ]

G AR AN R TBARFES I EAREFAYIPVAfIIL ¢ add <nameserver IP address>
BEHIT add nameserver UL RIBFEIRES ©
IR A B than S RUEREST ©
REFEEWLEREAEN | save
[[close _cmd _Shell) 1EAREARES LAYE < Shell © exit
HEGERARENRS - ERPNTER S AR FE8 Ffs<Shell o
10. EEFTBEERRHFIEMFEMRSEE « HUSSHAEREXBIRTLEEIE c WA | ssh-add -D

© © N @ o %
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B ENTP{FEIIRES

RIS « ERUBIRAEIEFHRIGHISE (NTP) RS « LUF{RStorageGRID HEHE
CHIBIOS A ARV AEIKENRL 2 I IEFER P ©
TEENER

* B IRAVEIEE 28 E A Grid Manager ©

* EEBHEENIRTEEERR o

* BB ERACE SRR

s B BEERERENNTPERSSAIPVANILLE o
RAREEIE
LR AR EREREEE@EHBE (NTP) ~ AP E AR Z BRI R o StorageGRID
E&(EuL & StorageGRID ~ E/VERMESHMHIEREZHNTPAE - MRS RIEEEZNR D EOEIMRE

BIERIR « RZ/NESMBREZRIR « WRIEED o IEEENTPHEIRLAYStorageGRID EEREREMANTPRAR
I ~ WS LT ENTPEIREY o

SMEENTPEIBR 2R & ERE AR R EENTPABIER o EIt « BEBREMEEWERA T ENTPABRIERS o

AT SE A T LA AR IE DI ESMINTPIOR « 1R Q5 —EfHFLIE
() SENTPIOR - BIEZEILEMES « SRR IR o IS) « WS SMERSEEAT
BENTPACR - AR A BB E AP FREDS - ALRRIRARERBIRIZ S o

EERIIMBNTPEIARZS L AEANTPERIGE - LU RISEMRESHESBRNINTPERSSEER « LB RE
R E R

FEEIMEINTP AR TTIER IE2E 4k StorageGRID HYZREERF « 55777 Windows Server 2016 Z A1
() #9Windowshi EEEFAWindows Time (W32Time) AR o EHRWindows LIRS RIARTS F495%
B - MicrosoftA~z#57EStorageGRID =% ERIEHREH - Hi0 :

"SKIRIESE © AT S M EIRIEERE Windows R E AR TS

INREEL KRB RVIEENTPAMRSNIZE MR AERIRE « 7] L{StorageGRID #i& HthfAARES - 5
EESIRIRA AR « UEMZAREABIMINTPIRIFEE

iu%
1. R ERR NTPEIARSS ©
2. RB|ETE AR BRPIMEERNZIENTPREMRSER ©

(R DB SAENTPARS « B2 oIEE6EM RS o

3. 7£* Provisioning Passphrase (BECEENS) *NXF IR - &iAStorageGRID [RHIHEEE « ABE—T
Save* o

RFAESERIERRR - EHEEA « ERERERTRALE
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-‘\ abrian-adm1

-4 abrian-g1

-} ssm
2 Events
11y Resources
o Timing

[-=3§ CLB

-4 abrian-s1

(-4 abrian-s3

SNRFFENTPEIBRZEE I EFHHINTPEARES 2 B ERARE

BEGAE

A IMERE o

Hﬁl‘ngﬁm

EE AR AR

f£Grid Manager (* Support ** Tools * Grid topology *) H -~ YR EiEARE - HEFEEHHAEE - MEFZR
Reports . Configuration
Main

Overview: SSM (abrian-g1) - Services

Updated: 2018-01-23 15:02:45 MST
Operating System Linux 4.9.0-3-amdG4
Services
Senice Version Status. Threads Load Memary
ADE Exporter Service 11.1.0-20171214.1441.c208e2f8 Runming Bo 1 Boonx BHrerve B
Connection Load Balancer (CLB) 11.1.0-20180120.0111.02137e Running B 6 BHoorw Heesums 8
Dynamic |P Service 11.1.0-20160123 1919 deeeha? abrian Not Running Bj @ ¢ B0% BoB |
Nginx Senvice 1.10.3-1+debOut Running Hw s Hoow Home [
Node Exporter Service 013 0+ds-1+h2 Rurining Bg:s Bo% Hesssus B
Persistence Senvice 11.1.0-20180123 1919 deeeba? abtian Running o6 BHoosiw @irive B
Server Manager 11.1.0-20171214.1441.62922¢8 Running @4 HBHe1e% Brsrve B
Sepver Status Monifor (SSM) 11.1.0-20180120.0111 02137fe Running B 61 Bo2ss% H45eme @
System Logging 38110 Running B3 Boons H{szrve B
Time Synchronization 1:4.2 8p10+dfsg-3+deblut Running B2 Hooorys B454M8 B

PRREEIRSAVEI D RR B -

* WRERREZEENRS

By~ MEEHRI G B o

Ra
Il_l\

Packages

storage-grid-release

(nstalled

A REE A B AT ZEXGrid Manager ©
* NEIRREZERES « AREREHEASEEXNER R LNEFEERENEEEITEEAE - EMARERINE

ABRPRIRRERIE « CRILIE S AR EHET—EHR (FREBPAIEE

TaLIaAERN
ERRGEFAE

®

~RER -

FER
1. FENEREENIAEE /var/local/log/dynip.log FAFAPREEETE o
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MREERPERAZREE

X4BIF2TERS% (MmDNS) - BIAlAE

11.1.0-20160123.1919.deeeba7 abrian

EEERFAE ) L]
BEEENRLELEARIRRE - ARREN SR PIRMETREBYIFIRBEENREIPI4L
AESO B RE A B A -

EPRRERYENRLEL
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[2018-01-09T19:11:00.545] UpdateQueue - WARNING -- Possible isolation,
no contact with other nodes.
If this warning persists, manual action may be required.

MREEANZEVMwareEZ A « EEER—HIFR « I5HZENRE I EEFRRE ©

ELinuxZpESF ~ [REEIE G HIRER /var/log/storagegrid/node/<nodename>.log HEZ :
2. NRIEEA SR EEBEEN « FHT TSRS !

add node ip.py <address\>

Hr <address\> BE4RE A Z IR IREIRLEVIP{IIL ©

# /usr/sbin/add node ip.py 10.224.4.210

Retrieving local host information

Validating remote node at address 10.224.4.210
Sending node IP hint for 10.224.4.210 to local node
Local node found on remote node. Update complete.

3. ¥ AIMRRER SE R  BasE TFIER ¢
° BEERIARTSERIE o
° MUTZ® ~ BIRSIPERFSAVARRE S Mrun'l storagegrid-status Bi% ©
° TEGridtREEEHAAEIET ~ BiRE T BV EthERD hErELR -

()  MBHIT add_node_ip.py HLFERANE  MAIRE LEBEEBERA -

FHRBRRARNTIRIGIER

B LM ERR F 2 B LinuxElVMwareZf & StorageGRID BVMwarehl ~ {2 StorageGRID
T E M ERR D o makst o

Linux : iAESENREIS R =R 1K

R B LA StorageGRID T B EIEHE—ZPLinux EEBEE S 2B ~ UITEMAEE (
PIINOSIEMMAMEMBERE) ~ MAGREMEBHINENRIRE -

TWRAILUE — B S E R —ELnuxEH ( TRIREWH) ) BEES—ELnuxEW ( TBREH ) - BRE
WA 7B R STiliF StorageGRID ZEFE LB o

()  RAsmsESoageGRID EITOEBMZENIHEL BB « 7 AEMERILRTF -

AERERMBEEMER - TIMRBEREALEANS
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* HEREREARFANESHMFEEERE
* ARNTEESERZERE —REIRE

@ FIEERSEBD  B7EE—EH LRITSERENE - ERSERFEHNEBER « 712
HERBERYEFEAR -

HERpERE (B SRR FIERL) IMBER—MEHE L - N8 - MREESERERENERE (F
ImERERL) ~ BNER—EREH LR ERBERITER o

MEBFHAE 552 StorageGRID BRARELINUXEE RN (LAY FRY MENBRETR) o

e
"EREFAILinux 1"

"Z2#ERed Hat Enterprise Linux&{CentOS"
"4 UbuntuziDEBIAN"
Linux : fEaREMEEE HERRE
FAPAAEASENRS ~ PABIESRIRELinux B o
TERIRLinUXEH EBIT TGS o
1. RS BRI RIR R ERITHIFR A EARGIRAS o

sudo storagegrid node status all

Name Config-State Run-State
DC1-ADM1 Configured Running
DC1-ARC1 Configured Running
DC1-GW1l Configured Running
DC1-S1 Configured Running
DC1-S2 Configured Running
DC1-S3 Configured Running

2. BT EREERATE « MRPITIRAES « B5(FLLEZEIRS Running ©
sudo storagegrid node stop DC1-S3

Stopping node DC1-S3
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Waiting up to 630 seconds for node shutdown

3. AR E B ERR o

sudo storagegrid node export DC1-S3

Finished exporting node DC1-S3 to /dev/mapper/sgws-dcl-s3-var-local.
Use 'storagegrid node import /dev/mapper/sgws—-dcl-s3-var-local' if you

want to import it again.

A/_7\O

4. FHIER import command suggested in the output of the “export @p

ERET—TEERIR ERITISHS -

Linux : EEABIREHE_ERIEIRS

AR EHE LR 2B ~ B AMERE BRLinux £ ERIENRS o BRs8 rTFESDERREFEX
Y& BT s A AR 7T E 5 B A AR E AR

EBRELinuxEH ERIT TGS o
1. EABRIH ERIERRS -

sudo storagegrid node import /dev/mapper/sgws-dcl-s3-var-local

Finished importing node DC1-S3 from /dev/mapper/sgws-dcl-s3-var-local.

You should run 'storagegrid node validate DC1-S3'

2. ERsEETEME FRVERREARAS o
sudo storagegrid node validate DC1-S3

Confirming existence of node DCl1-S3... PASSED

Checking configuration file /etc/storagegrid/nodes/DC1-S3.conf for node DCl-
S3... PASSED

Checking for duplication of unique values... PASSED
3. UNRIBAE(IEREHER « BAERBETBENERE Y AT RE LER o
WMEFHHREN - :552BIStorageGRID Linux{EE R4 (BB LEERAAE o
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tERAE
"Z#ERed Hat Enterprise Linux@{CentOS"

Z#Ubuntus{DEBIAN"

Linux : ERBIFZEEAVETES

RSB Z & ~ AT LIFEBAZLinux 18 E 1T S RENBNERES ©
IR

1. EFT M _ERUENERES o

sudo storagegrid node start DC1-S3
Starting node DC1-S3

2. 7£Grid Manager - HEEDEIRBIMRRE R B « BAFHHERER o

@ B ’é’ﬁ%ﬁk'ﬁﬁ%’:ﬁ%*ﬁ"@ - AJEFREENBHME T EENREL EMMARRE - MRAARER
AR~ BB ETMEMER - URB S EBHREEERRS

MR ETFENGrid Manager ~ 5557107088 ~ ABMIT M6 < !
sudo storagegrid node status node-name

MR BB R B AEITIAA Running ©

TSMA7TERBE BRI BN RAAE5E

ERIE B R P] SR RE A BB TSMARTTER Eﬂﬂﬁﬁ%ﬁémﬁﬁﬁ BEBS3 APISRE Eim - — B3
SeRl ~ BRIEERRARY B R A EE

MR FERIEMBNFRBFKE  FFEREIRES ~ WERBEENERER °

%Eﬁ
fri}

BEFEERELE
WNRIGHETE BRAEERRL BB Tivoli Storage Manager (TSM) TFEXRISRIEEAGFEREBWIE « A ERISEIRABRAR « U

fR#%IStorageGRID TEZ{EERMPRATHNETHE - A% « MAIUERTSMARSSHFERFENEETR ~ 5(
WE ~ E— DU ARRRIE o

EBRITIrREAR

TEHEE ] e SR RS RN R A (E AR TSMAA T ERESEARES 2 A1 ~ 557Tis BIRTTHRER « LURBITSMA T EREEE
EE%%ﬁtliﬁﬁﬁﬂ%ﬁ%%*E’Jﬁérr%tE °

TEEMESR
R BERZRINEIE 23S AGrid Manager ©
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1. R TR >* T E>*431%iaiE o

2. B RIEEMI ARC/EIZEREE o

3. #&Tivoli Storage Manager StateFU{EEE A B4R « RER—TEHREE -

4. #ESTRE ~ B Tivoli Storage Manager StatefY{EEAE 2 Online* ~ A% —T* Apply Changes * ©

Tivoli Storage Managerg2I2 T B

dsmadmc TRERZE/EHENR L2 TSMPMTEGEARSBNEETIES - ERIEAN T <SREFNRTA
dsmadmc TEfAMRERAIER LT  EAREANARCIRBIEREEREAE LBNEBEABETES -

° tsmquery.rb BIUIESTHENENEUEZ B « tdsmadmcEEMRBE o oI UATEERIZEIRLRYES
LHEA TS LSHKMITIEISSHE ¢ /usr/local/arc/tsmquery.rb status

UETSMEE FIZ A dsmadmchIsF4AE T « 55260 _Tivoli Storage Manager for Linux : Administrator2Z& &}

o

mtrxEEEER

= B2 RS M Tivoli Storage Manager (TSM) fRIARESEZRY4 « BREEVKEET « FRIEENEL S E10M IR REPR
NEFHZENR c MR KAREFER (FIW - AAMGERSE LEIE) ~ TSMAPIEREZFFFIEEHAEHE—
B FLEREEM G EEEHZENK °

BEEEENE 9L MEEDFEEN - EETELT  SFEICTET B Gridfait: - JABIENER
FEEN 2L ARC/HEEV B SRR ©

MR RATEER ~ CRERBYIM  ARKRIRIER A « FEIECHERERRIIEX o FIEMIHET K
AEAER -

MR EEEAER ~ FEUDAJRERK - TERER T » RENEINERREEZE I
MRFUFERAREREARIULE—PHERNILMRL « MBEEERIZES « IMHERFFEK « AR

18 o StorageGRIDAE ~ LA ABIEIZFRAVEIH RS K AEE 75FR) StorageGRID ILfEEZRAE « BUH
BRIEERARIER  DURBRERYF R EER -

HEMF RS R AEAER
EAIUERTSMEBIEFIESIRHEK « FIEMIG BT KAREER °
CEENER

* W EHEB R ENFEER o

s IRWAZBYER Passwords. txt FEE :

s A BB EIRE BBV IPAIE

RINERI

LESEHNEMSE « IR FEARBICERI PR A A SEE R AR & BUAEAREIEIE T - NFETSMEE
HUAERAEN « SH2 BRI TSMIEIARES X1 ©

1. EAEIRERS
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a. BATYEY | ssh admin@Admin Node IP
b. #AFFRFIHIZZEE Passwords . txt FEEE .
2. R SRR e R AR
A BEBZEXECEIENER | cd /var/local/audit/export
YERPIREILECEE R BIEILECERIE © —RK—R ~ J&B) audit. log IEREMHEE « BB audit. log

EEERT - REERENRE T LRI HAEERRE yyyy-mm-dd. txt ° =K% - EERIERZTURE
MM TNEN SR yyyy-mm-dd. txt. gz (RERIEAH ©

b. FEARRIRECEMETRENS  FEHEEREEEEEY o A8 « A ¢ grep ARCE audit.log |

less -n

EEAICRIEMRBREYIMER « ArcefEIZANE (BRIBMHREVER) SEERBAFETRAuUn (BFETH
TEREEIAER) HGERR (—MREEER) o BRI A TR RArcesl B4 LE ~ HCBID
498D8A1F681F05B3RYAE R A3Arun ©

[AUDT: [CBID(UI64) : 0x498D8A1IF681F05B3] [VLID(UI64) :[120091127] [RSLT (FC32
) :ARUN] [AVER (UI32) : 7]

[ATIM(UI64) :1350613602969243] [ATYP (FC32) :ARCE] [ANID(UI32) :13959984] [A
MID (FC32) :ARCI]

[ATID(UI64) :4560349751312520631]]

INFFHMAEN A2 REREZNRAMET
C. SRR EERNRABBIYIHRICBID o
& th A] SEAREESC R T SM AR B8 B ER B BN RE PR (H Y R OURESNE AR

* EETERTE [ BERBIEHRID - S2SHEREMRID « AR T A Gridfaie* - ARIEE
SIS EEL* ARC/EZHEE o

' BESTE  AERBEESIERKEY R Volume ID ° Volume IDBIEINZABHER (FI0 ~ 20091127
)~ WIEBRIETEIE B P EC s AYIRIVLID o

" (KB4 . £[FStorageGRID M HZ RIS REAYIHRICBID ©
d. ZHep%Shell : exit

3. IETSMARES - EES B2 MR T KAELER .
a. BEATSMARRSSHEIEEFESR | dsmadme

EAREANARCIRFGHEREREREMEN © 7£Grid ManagerP B AEAELBNEE o (FEE
EEAERME  FFENIE T A Gridfhfe* - 2R EE FRIEH ARC/EREHRS <)

b. FEIH BT K AEEER ©

4N ~ eI ATETSMIEEN e it P IS S Z Y E B ST B4 E5R o YIS HIEERBE—XRKB EEC RS
=SS HACBIDEIMY 498D8A1F681F05B3 ©
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> query actlog begindate=-1 search=276C14E94082CC69
12/21/2008 05:39:15 ANRO548W Retrieve or restore

failed for session 9139359 for node DEV-ARC-20 (Bycast ARC)
processing file space /19130020 4 for file /20081002/
498D8A1F681F05B3 stored as Archive - data

integrity error detected. (SESSION: 9139359)

>

IRIRFEERAVIEE « CBIDAISEAR EECERE TSMIEENECER T » ERIAE R B ERAME LT « b H
thTSMEEER ©

C. MRBERETRATAMER  HARRFELMIRR CHFIEYHFRICBID | query content
TSM Volume Name

HrA TsM volume Name B PIAMETEIITSMATE o U< R HEEH

> query content TSM-Volume-Name
Node Name Type Filespace FSID Client's Name for File Name

DEV-ARC-20 Arch /19130020 216 /20081201/ C1D172940E6C7E12
DEV-ARC-20 Arch /19130020 216 /20081201/ F1D7FBC2B4B0779E

°© Client’s Name for File Name HFFIEENBHEAIREID (HTSM EERLHE ) HE - 2EiE
EYMHRICBID (TSM MEEBLZTE] ) o HHLR Client’s Name for File Name IRFRE
/Archive Node volume ID /CBID ° fEifl#HAIE—1TH Client’s Name for File Name
= /20081201/ C1D172940E6CTE12 ©

555018 Filespace AERIEEIFARVERRLID o
CEBEEFEEHEE NS EYHRICBID « ULEFEEISEREIZAID « A SEBUHBEAEXK °
4. %ﬁﬁ?iﬁﬁiiﬁﬁ@ HSEH ~ SBEUHREENEK I 3% H 65 < @ StorageGRID LEERAMHFEARBIER

(D smnz (RfEFAADEEIES - MREESHERATRE  FAIETTERRIFRLRIBEN - FERH
A%~ MEERARFTFAZAER<

a. MREHABAFREH « BRBTIAREA !
i. BIATH&< . ssh admin@grid node IP
ii. A FFFRSIHMZEHS Passwords . txt 2
iil. BATFIEGE<S U aEroot & su -
v. B APFRYIBIEES Passwords . txt fEE ¢

b. ZENARCARFEEIADEEIES | telnet localhost 1409
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c. BUMYIMHBIER | /proc/BRTR/cancel -c CBID
Hrh cBID AEENTSMEREN Y1438 RIS ©

MREE ERBEYMHESR - AEECH TSI 2K« iR MEZEKEECH) S - IRV ES
FERARNEMIE « AYGHENE B AEREEEE « ALHAEHERES T0ZRERUE]

d. #ie% « BHIStorageGRID ILEM AN HEAEIMK « BASBINUFIES
/proc/CMSI/Object Lost CBID node ID

%EF' CBID A TSMIAARAS FRENEV (5 BUS ~ LUK node_1D A ERISENREBVENRLID ~ HAHEER

WABRBEERIMHESBARERN G | FIEBA—RTIBICBID

57(%%5('I‘%5R"FStorageGRlD v IETHRE S ST ENFAA S ERRIMNVIF B RE A ~ LI RIEERMHILMIR
/\I o

BRE  MRYHRILMBREE REZR T —EEZ « MEZEAREEER M REZNE - £E5%8
BT ~ BHIT Object_Lost L E/EFRStorageGRID REEEFERFRERY M HESK] -

# Object_Lost EHIIER « BEE TS :

CLOC_LOST ANS returned result ‘SUCS’

() /proc/cusT/obsect Lost B4 ESRFEEER LHGELMIEAI -

a. #5RADEEIER | exit
b. B HFIEEIRL | exit
5. B StorageGRID FRERAAARIEBRFLKIE !
a. EE*EFEEIEE* ARC/* Retrieve * Configuration - ZATEEEE*E R B RKABETEL ©
b. {—T"EREE" -

g
"&IEStorageGRID"

"I R ET iR
VMware : 5% 7€ EH 23 BB EFENED

N R EEHES37EVMware vSphere HypervisorEHTEREN B R EFEE) « O EERREE
B as U BB E RN o

MNRECERINTE MR AR IR TE AR « ERESR MR BB - IERITIERER -
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TR
1. FTEVMware vSphere ClientiSiiR45H#&h « BEEUS R EXEIAY EE #1423 o
2. FERMSS EIR—TREAR - AABER TPower On* (FHI%*) 1 o
3. 8&EVMware vSphere HypervisorlA7ER 3K B B E#T ENEN R HiEs o

NS ENRETE R

TR RE R BRI E RV ER_EMITIZR o #EPATAI A Grid Manager#l1TH FR2ETRTZ
F ~ BEXRE DA BRI E RN e < 5 F B AR EIES -

ke EEEN SESEMEMER LT - LEERFHEEMELL « WFEMRIRFIEF 1A StorageGRID ifi B
LR - AikSFEES T EEES 1@%1@%&515’33&% » i BENE S ERREN AR SR EBIARTS o

() oetpmsEeTERERS ERERE « 7 REFRARS SRR -

() xRS AR S Shel TIFRE « IEMRSEERATREEY - BA | exit
i

- AR IR IR R KA AR A

* RIRFT A RS H B AT RS

- BB RIRES EIRARIFTA R
BB IR B RANATE R
IR BB ARFTA R
 RIRIREH B BT

© LR

RN B B R

" IR LL B

BBV BB
RIS BT

g USRSt
T
BB

R FiEZTF

* "RARARIBARAB o O P A T

* "{EFHDoNotStarttg %"

- (AR A R R
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tAR AR EIE B ARAEFIAR A

HNSERERER « ErILUERZERER_ ERITREMRES EERE B RIAR MRS o &
AT DABISTE L AR B R _E 81T Z FE BRF5HY B AIARES o

1’_{FF|E&_‘E’JEUE
RAZBER Passwords. txt FEZ ©

TAERERS

a. BIAT5I&< | ssh admin@grid node IP
b. & AFFRFIMIZRE Passwords . txt HEE !

C. A THa L U Eroot © su -

d. A FFRFIBIZEHS Passwords . txt HEER ¢
BIELrootBE AR ~ IRTMEREE s £ 4 o

2. RERETEE EMITRY(EARZSIEIEE HAIRAS | service servermanager status

WEERER ERITHRARSBEEEBRINE (FITPIIFNTH) - RFERSEESAREES running’
FEYIH B ERERELUIRBVEITRE o fIgn

servermanager running for 1d, 13h, Om, 30s

LEARREAR E R AN 45 & R 23 1R SEPT R AVAR RS o
3. RN EBITHV ARSI EIEE HAIRRZA | service servermanager version

5|t B RTRYRRZS o FI90

11.1.0-20180425.1905.39c9493

4. ZHap<Shell : exit

WRARF A IRTE0Y B RIARRR
1 e] LARB R AR (L AR BN RS L AT RIFR A ARFS B BIAREE o

CEENER
RWAEER Passwords. txt 182 ©

1. B AHIRERRS
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a. BATIEGS !

ssh admin@grid node IP

b. #AFFRFIHIZZEE Passwords . txt FEEE .

C. BATHER< U Eroot

su -

d. B AFFRYIAEES Passwords . txt FEEE !
EIEUrootE AR~ BT MEREE s E #°

2. IEARTE AR EN

Bh_EBITRYFR A BRFSIRAS

storagegrid-status

gD ~ FERERRIHERTRAMS « CMNHINMSARFS B AIBVEITIRAS © MNRARFSIRNREEE ~ RIG I ANE

HrIEEL o

Host Name

IF Addres:

Operating tem Kernel
Operating System Environment
StorageGRID Webscale Release
Networking

Storage Subsystem

Database Engine

Network Monitoring

Time Synchronization

prometheus
persistence
ade exporter
attrDownPurge
attrDownSampl
attrbownSamp2
node exporter

3. REIELF ~ #%* Ctrl-+* C* o
4. 1Rt AT ST 4R ER

B L HITRIFRE AR

190 - ADM1

4,9.0
Debian 9.4
11.1.8

fied
rified
ified
Verified
5.5.999%+default Running
11.1. Running
1:4.2.8ple+dfsg Running
11.1.09 Running
11.1.08 Running
11.1.8 Running
.0 Running
.0 Running
: Running
9.3 Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running

TRAREFRRRE -

/usr/local/servermanager/reader.rb

IR E R SMERRFEEMNRSER - BNRRFBAEEE « AIFGEMKRS -

5. EH#p<Shell :

exit

BB RARZR EIE B A BRTS

TRl R 2R ARG EES - Ak EEE N SREERER_EBFREIRTS -

CEENER
CAZBEER Passwords. txt FEZ ©

RIRERI(E
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EEHITAMRSSEENNVERER LB FARSBEERR - REENRESARBEIERE « W ERRAEADIRE
i ERIFR A AR ©

1. B AHINEERRS

a. BIAT56< | ssh admin@grid node IP
b. & AFFRFIAVEES Passwords. txt 1B !

C. BIA AL U Eroot : su -

d. B APFISIHZHS Passwords . txt HEZ :
B LlrootB AR - RTEREE s E 4o

2. BiEnfAliRES B2 | service servermanager start

3. BHi@<Shell | exit

BN FFRIRSB EIEEMFE IR

R EEEHAE RSB SRR « URIEHEREEE EHITRIFRB IRTS o

CEENER
CAZBEER Passwords. txt FEZ ©

iu\%
1. BARIRENRS -

a. MIATY)E< | ssh admin@grid node IP
b. B AFFRFIBIZERE Passwords . txt HEE ¢

C. A THa S U Eroot : su -

d. BARFIFIRIERS Passwords . txt HEE -
BIELrootB AR ~ IRTEREE s £ 4 o

2. EFREN AR EIEE RN EIRE EAVFRBEIRTS | service servermanager restart
Rk EESM PRI LA RFBEH G FLILE - ARE/MEE) -

@ {#H restart BMFAMERE stop IRLEEIEE start 8% ©
3. ZHar<Shell | exit

FLE ARSI EESMFA RS

fAlikes BRIV AIBERFATT ~ (BIEAIAERE 2T L AR B TV RS B R _E M ITBYFR
BT -
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CEENER
RWAEPER Passwords. txt 182 ©

FAREETLF

W—REFLARSEERERN « ARFRFHIEERGEFNRS - nERERARGEEEARESE

REZFLARBEESURBERIERREMRSS « BIEELEREERRS

1. B AIRENRS

a. BIATE< | ssh admin@grid node IP
b. B ATFRFBIZZEE Passwords. txt FEZ .
C. AT UYIREroot ¢ su -
d. A FFRFIAIZEES Passwords . txt TEZ -
EIEUrootE AR~ IR MBREFT s E 4 °
2. ZIFARSFEEERN LA EBITFIERTE | service servermanager stop
AR EERERN TR EHITHAEREES T ERXLL - BARERZSEE1591E ©

3. ZHESShell @ exit

(s

AR ARTSEY B RiAREE
e LA PR R I AR BN Bh_EEITRVBRFE B AIARRE ©
CEENER
CAZEER Passwords. txt FEZ ©
1. B AN ENEY :
a. A T3S | ssh admin@grid node IP
b. B AFRFBZREE Passwords . txt FEZ .
C. A TGS U Eroot : su -
d. B AFFRYIAEES Passwords . txt FEE !

EELUrootEAR - IRTREREE s E 4o

HAhARES - 40

2. IARTTAIRENEE EBITHORRFS B AIARAS ¢ TARF_servicename iR IR ETTAINRENR EITHERRFEE

AIARRE (BITHREIERITH) o Bl :

cmn running for 1d, 14h, 21m, 2s

w
¢

H#5%Shell : exit
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R LEARTS

AL S EREFILE—ARTS - RRGREESER_ EREMRBRTRITIAR - RE
THEERE FIaE 7 GEEERIARSS o

CRENEM

RAZBER Passwords. txt FEZ ©

RIRERI(E

EEREEYR BRI FL) REE - ARSEESETGEHEMRERT - CHAFIRBE—RS
ENMREFERSGEES -

MREFEF L FHEFER_ERILDRIRTS « 55ER ~ MRBEATRER « AR RE—RFEEA SEIFLEARTS ©

1. B AIRENRS

a. BATH&S | ssh admin@grid node IP
b. & AFFFFIMIZEE Passwords . txt HEEE

C. BATFIEL U Eroot © su -

d. A FRFRFIIZERS Passwords . txt HEEE ©

BIEMrootE AR ~ IRmEBREE s E 4 o
2. (ZIHERIARFS © service servicename stop

fgn

service ldr stop

()  EBEBRSTERENMOREAREL .
3. ZH@<LShell : exit

FERAER
"SRR LEARFS"

RERREENHERR
AR R B E AR « T RERITISERAEERRR -

CEENEMR
* SRR IR B E AGrid Manager ©
© BN ERRHEENIREFEER o iNFHFMEN « 52 (RN EEStorageGRID IHAERIERER) o

RIRERI(E
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#StorageGRID EEMARNENMEER « TS ERRBRRBHARER -
(D)  ssEmstcrmRERMESEREA TS BStorageGRID BB HEARNEIEN TR SHIAR -

HER

1. #¢Grid Manager g E B 25" o

2. RENRAEEAIBARIRIRF AR EAEER o
3. BEEVT{E* o

Owerview Hardware Metwork Storage Objects ILIM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Places the appliance’s compute controller Maintenance Mode
into maintenance mode.

4. B R o

PEENFR R FESDE SE /T 1R ©

A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID senices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click QK.

Provisioning Passphrase

S MABRICERRATE « ARBEICHRE"

EES|FN—ZTY I EStorageGRID ~ 3% Request senty (ERBfHiE) - TStings (ELb)
# Trebootings (M) - MRTEEEESTHEAEEENDER o
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Owendiew Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become cormupted.

. Reguest Sent

EEAEBRNEEEE - FHIB—RRESTE « 7 H G AR FEStorageGRID  (ZIEFEAIRH 2712
HIURL) o

Overview Hardware Metwork Storage Objects ILM Evenits Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode

This node is currently in maintenance mode. Navigate to one of the URLs listed below and
perform any necessary maintenance proceduras.

= hitps: #1172 16.2. 106:8443
= hitpsAH10.224 2 106:8443
= hitps /47 47 2 106:8443
= hitpsfH169.254 0.1:8443

When you are done with any required maintenance procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

6. BZETFHStorageGRID (M RERERER)  HRAERERAEMRURL ©

HIATTAE « SBERO S DB ESIEEREEHE PAHHIURL o
()  #Bnteps://169.254.0.1:8443 REEBBRERBEBES o

7 W (ZEREREEREN (the A ZREM) @ HBEMBENEEE o StorageGRID
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A This nodedis in maintenance mode. Perfarm any reguired maintenance procedures. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Controller to reboot the cantroller,

8. MUTIEMLERMEETIE o

9. SERMMETIEZ %  sAERHEEEN L INEIE EENEEE o £ Tthe Some Appliance Installer
1 StorageGRID #EEY [ERS>*EFAMIESRIZE ) ~ SABRERN EMEEStorageGRID *1 ©

NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller Upagrade Firmware
Reguest a controller reboot. [ Reboot Controilﬂf_'

Rebool info SlorageGRID Reboot inlo Maintenance Mode I

BB SHRMNERMINABKR A SERZ200 205 - SRR MK E TR - BEFEEMMAGES
#53R[EIGrid Manager » THi#) REBEETESKE « HREARENR - RRAEAETERERAS
AARE ~ EERRGE R EME o

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ m Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
' |DC1-ADMA1
«'|DC1-ARC1
«|DC1-G1
»|DC1-51
»|DC1-52
«|DC1-53

Network Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 month Custom

Network Traffic @

6.0 Mbps

TR A A

&A% LEARFS
MREEEITEMEIEARFS ~ AILUER force-stop 88% ©

CEENER
SWAEER Passwords. txt 182 ©

TR
1. BAMBIRERR
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a. BIATS@< | ssh admin@grid node IP
b. &) AFFRYIAIEERS Passwords . txt HEEE !

C. AT an< U Eroot © su -

d. BARFIFIRIERS Passwords . txt HEE .
BIELroot B AR ~ IRTMEREE s £ 4 o

2. FEEFIIRFEARLE ¢ service servicename force-stop

fugn

service ldr force-stop

ARG TERIEARF 2RI F /307D

3. EHASShell : exit

RXENE T RIBNARTS
TRIBEEZREEF LIRS « AR FE(F LM EHEBIARTS ©

1’_{FF|EE’J§EE
CAZEER Passwords. txt I8 ©

1. BAMIRENRS

a. AT | ssh admin@grid node IP
b. & ASFRFIIZRE Passwords . txt HEZE !

C. A THan < U Eroot : su -

d. 8 AFFRFIBIZEE Passwords. txt HEEE !
BIELrootE AR ~ IRTMEREE s £ 4 o

2. RBIRFERIEERITHEL « REEBHB—EHS °
°c MEIRFEBRIEFELE ~ 55FH start FHRIIRFEWG L | service servicename start
fgn :

service ldr start

° MNRARFEBRIIEEHIT ~ 5AEH restart FIEARFEABREMEBING S | service servicename

restart
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fugn

service ldr restart

@ B restart A< EEAER stop LRMEIEE start BT o EAIUEEM restart Bl
BRI BERIBELL o

3. EHASShell : exit

BIRERIRER R

NRICBERTE B & TFERRFRIRE « MEREERAEREAEHBRENHELFHE
HERER AL AN RN ENERERE « AIRASBIFRANERBENHE Tk
RERHEOE LR - B RESERAERNENNEERRN SRR FESNR LTS
B T RERSIRENREBIFR B EIRIR E R HE o

@ IRFERMRFTAEERRENHE - MIREFZFRBIDEMBIE - FBHSIRMTZRERFT -

MFEREEH T ERmALAERAEN « 5526 (RREEStorageGRID ) 7T °

@ NREBIIEEMHEARMA R IREFN « BB IREERRERERRERERE « WIEAT5ER

BRI RERBE T ERmR - UBRRE P - TRIBIRERBRHERERHERIREFIGER -
W FEEEHE

@ L2 BRI StorageGRID BB IUEIZERIE I LIFE R - SA2RIET  LIBIFR
*%!%IH%J:E’J EIRIBE IR o

1. AR

a. AT | ssh -p 8022 admin@node IP

HEIZIB8022 B B IF X R MBISSHERFIE  MEZIE228 E#1TStorageGRID X #ERIDockerd 23
HISSHIEIFIE o

b. & AFRFIEIZRES Passwords . txt HE2E ©
C. A TGS UTIZEroot : su -
d. B APFIFIHZREE Passwords. txt B2 &

EErootBEARF - IBNENEE s E 4 o

2. YT THIELHE | remove-port-remap.sh
3. EFTENENRAR, o
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sp kR fE T TR EN AR AR B o
4. ESEEMHEEREREHRNEENRNRENR LERELEDHR

BRI
"&I2StorageGRID"

"R R AR AR B RS
"TERRARE RS B RTAE
PRI T 1% _E RV IR BRI

NRICBERE B R TFERRFRIRE « MEBEERAEREAEHRENH R RHE
HENEHENREEE AN BIERE « I ARBIRRANEREEMHE - TRk
RETRHERERY © W15RStorageGRID fERERMEM FHITHHERE  FEEILRER « TIE
BIFERIRERNEN—RIERF - G RRESESEMNRMFEENIIERERE 8
LR AAGRNEMNEERE - ISR ERIEEME RN S REN R o

(D tEFeBRFEEEEERNE - IRCEERBNSERHE « SRAEEHTIELNN -
TR B T HEEAIERIH #5289 (MK EIEStorageGRID ) 7143 -
() ier A AR BT AR S B AR R e o

1. BALIEEHER T o Llrootsl BB SudoEfRRIIRAE A ©
2. YT YT ~ BRMEREE ¢ sudo storagegrid node stop node-name
3. {EAvimZpicoE X FAREESY © AREEENEEAVENELAAREAE o

ENELABREAE PRI E#K R /etc/storagegrid/nodes/node-name. conf ©
4. WHEEARETESEREBENHENEE -
B2 TEFPNREMRIT ©
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ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK ESL = 10.0.0.0/8, 172.19.0.0/16, 172.21.0.0/16
ADMIN NETWORK GATEWAY = 10.224.0.1

ADMIN NETWORK IP = 10.224.5.140

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK MTU = 1400

ADMIN NETWORK TARGET = ethl

ADMIN NETWORK TARGET TYPE = Interface
BLOCK_DEVICE VAR LOCAL = /dev/sda2

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK GATEWAY = 47.47.0.1

CLIENT NETWORK IP = 47.47.5.140

CLIENT NETWORK MASK = 255.255.248.0

CLIENT NETWORK MTU = 1400

CLIENT NETWORK TARGET = eth?2

CLIENT NETWORK TARGET TYPE = Interface

GRID NETWORK CONFIG = STATIC

GRID NETWORK GATEWAY = 192.168.0.1

GRID NETWORK IP = 192.168.5.140

GRID NETWORK MASK = 255.255.248.0

GRID NETWORK MTU = 1400

GRID NETWORK TARGET = ethO

GRID NETWORK TARGET TYPE = Interface

NODE TYPE = VM API Gateway

<strong>PORT REMAP = client/tcp/8082/443</strong>
<strong>PORT REMAP INBOUND = client/tcp/8082/443</strong>

. #5%8port_remap#port_remap_inboundI8B - LUIFEIRE IR EHHIFE o

PORT REMAP =
PORT REMAP INBOUND =

- HITTRY RS ~ BB CHENAEN R AAREREPTMMBYE E | sudo storagegrid node validate node-
name

TEHEE T — Z Al ~ SRR EIHERNES -

- MIT RIS S UEFRENEN R, - MAEEFEEHEIZIE | sudo storagegrid node start node-

name

. AR EZIEULadmin® 95 AR Passwords . txt IE2 .

. BRrERFE B S IEHERRED ©

a. 1R EMRES LB ARFSARRERYBE | sudo storagegrid-status

ARG S BENTERT ©
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b. FEIFIARFARAEES M7 5 TE8E)
C. MERFIRREEME © Ctrl+C

10. EEEERNRERREEHRNERNRNFEHR LEEELELHR -

BB S ETEL
fEa] LATEGrid ManagerZi it EiREEY AR < Shell E T % AR iR, o

B ERIIF
EICERRAEERENRIE « MR GRAAL ENEE - FRERFEH S ESENRE -

MRECHTEENRRRFETON  HEETIFEE

* MRILMRRFETE T2V A] ) AUREETTS ~ SURAERE TPl - MAEBZIRRIFRENENE
7Zx ~ StorageGRID Bl #BFI L BNMEIFREEN BV R X EF—Uh & L RMER#TFERS « WA THEETE
ILM o SN RICEBESE UL & EFFAEEMEN LBEEER - EERMRBR AR AEEEEYM -

. 527EET%,@EJLXTfﬁ%ﬁEﬁ%EE#ﬁEFH%EE%ﬁERFEE Wit ~ SBRfE LRI e R —)\E ~ BERERENE

THRAE RN

"&IEStorageGRID"

‘EE%
* "% Grid ManagerZE #i B4 48R BN EL"
* "{En < Shell EFT B AR EIEL"

tGrid ManagerZE # B A4S B BY
EGrid ManagerE At AIMS EARLET ~ EEEHMIRE reboot EBEZEMEE EHITARS ©

TRENER
* A BER SRR B 255 AGrid Manager ©
MR BAEE SR EVER o
* B RREEEIRECE B o
HER
1. S EIRE o
2. ERCE SRR EIRS o
3. EECTIER5I1EH o
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DC3-53 (Storage Node)

Cwerview Hardware Metwork: Storage Objects ILM Events Tasks

Reboot

Reboot shuts down and restarts the node. Reboot

4. F—TEMERE -
BERNRE ST E SE T 1R

A Reboot Node DC3-53

Reboot shuts down and restarts a node, based on where the node is installed:

» Rebooting a VMware node reboots the virtual machine.
» Rebooting a Linux node reboots the container.
* Rebooting a StorageGRID Appliance node reboots the compute controller.

If vou are ready to reboot this node, enter the provisioning passphrase and click Ok

Provisioning Passphrase

@ MNREESHFE T SIREE « B EAIRTIREL « ERFEFEE - BE235Grid
ManagerRYE 4R & B Ry PR o

S. MABRICEBMEN « ARE—THE" -
6. LIFENRLEMBAM
ARFS I AE TR B —LERF [ A RERAM o

ENRLEFIRRT - TMEEAAIEHIRMEET (BE%EFRE) - EMERBEENRER - BEngEF0R
ﬁu@:ﬁ

{ten < Shel IEFT B AR ERRY
IS "‘Eﬁﬁﬁﬁfﬂi&%??:é%ﬁﬁﬁ%fﬁﬁ . _ExE'E:;iT?HYGnd Manager ~ f&a] LU A A& ER

1|_;\ﬁ'ﬁ#

Bh « SAB e S Shell#ifTServer ManagerE#H Btk an < o

CRENEM
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* CWAZEYER Passwords. txt FEE :

1. BAMERETER,
a. MIATYE< | ssh admin@grid node IP
b. B AFRFRFIMIZERE Passwords . txt HEE ¢
C. AT U Eroot © su -
d. BAPFIYIEIZES Passwords . txt fEZE ¢

B LlrootB AR« IRTEREE s E 4 o
2. Rt AILABE(ZIEARTS | service servermanager stop

FIERBRERANDER - BZZRCHRIULTER - RBAKKRZSFE150E « LB BERREARM « U
ZERAIER « ABRBIN T ERMRAMETRS o

3. ERFIAERERRE | reboot

4. ZHaSShell : exit

RARBABHR ER,
AT A ERRERY 65 < ShellBERAXEAR 6%,
CRENES

* IR JBEER Passwords. txt B2 .

FRERLIF
TR 2R ~ SAEiBR FIIEEHIA

* —RRME ~ BAR—REARZEEHR - URB Ll -
* BRIEMr ki sc R PRREER ~ BRIFEDTEHEEE - AR RARARN RS o
* BRREFBURAR BRI R EME « AR
° BARAVMwareBiR5 & RAFAE HEEAS
° BARALInuxENRE S RARIASS ©
° RAPAStorageGRID —{EFHERRIFE AR AR S RARAE FIZHIZS o
* NREITBRARAREER: - AR THIFIA

° MRILMRAETE MEHEDA]) AVEIITA ~ SGRABEE ¥ -~ MESAIRZIRELEE
7Zx « StorageGRID A ZBFIIZENREMFEREN BV (F iR X ER—uh & L BIMIERHFERS « WHTHERST
fEILM o INRITAEZRAPITE L & LOIMES S AR - ERIRR R sE R A FEE LM -

° ﬁ?ﬁﬁﬁf.@ﬁﬂx&ﬁ%ﬁﬁ'ﬁ%ﬁ%ﬁ%‘iﬁﬁﬂﬁﬁﬁ%# \ SATERARAERRAZ Al ~ FeiFLETEILa _ERREIHA— )
B o
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1. BALIEENR,
a. AL | ssh admin@grid node IP
b. & ATBFRSBZZEE Passwords. txt FEZ .
C. AT UIEroot ¢ su -
d. A FFFFIAZEES Passwords . txt FEZE -
BIELrootBE AR B RBREE s E 4 o
2. ZIEFRARRFS @ service servermanager stop
IRFSRI R Z EE 15718 « (KoM BHRIRE A RS « UUESIZRMIZT
3. EH#p<$Shell : exit
Rt 12 ~ Re] LARARAARMSENE, o
BRI E R

MERAZER
"&EIEStorageGRID"

R EIR
TR EMEIRZ AT » CBF L2 EFRE R ETRL LRIARTS -

1. BAIRENRS

a. MATS]&< | ssh admin@grid node IP
b. & AFRFRFIMIZRRE Passwords . txt HEZE !

C. A THE L U Eroot © su -

d. A FFRFIBIZEHS Passwords. txt HEER ¢
BIELUrootEARF - IRTREREE s E 4o

2. (ZILEABY FMITHIFREARTS | service servermanager stop
IRFFRIRESHE150E « Lr]seBBRERT ARR « LEIZRIKER -

3. #tH i FVEEREER D12 o

4. MNREHLinuxEH -
a BFATRIEERR
b. {Z1LEZY © storagegrid node stop
C. RAPAEIIERERL -
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o. MNRERLETEVMware[EHI S EHIT « NEERAREHNR LT  FE LRSS ¢ shutdown -h

now

HITUL T BREY ~ EiRiE R A service servermanager stop A% °

@ G317 28 shutdown -h now EfEMEEME ERITH SR « ML ASHREIERKE
BIR ~ A AEEATRRENENRS o

HICERAEE - Ibar< SRAIESIEE « ERARENIHEMER - KUBETH T—F °

6. MRECERMFARRAEENRNE
AR SG1003SG1000/RFE FEFAIEE
.. FAFEREIR
i. EEEEEIJRELEDERIE
BN SG6000FEAEE
. ERFRFIEG RS EMA B IREERFLEDRIR o

ERZRIRINNER R AR « ILLEDE =HE - A AFRFILLEDIERIR ~ 7 SERAPAEIR o

i. BEIRAEMEIR - AREFEEERLEDERIR -
TR SG5700FE A E
. B ATEITE S EAAR G IRENEAR FLEDRIR] -

ERERIRIEVE R AR « IELEDE =L - L AFFULLEDIERIR « 7 SERARAEIR o

i. FAPAEMEIR « LEFHALEDN t RN EEFLE o

7. ZH&4%Shell : exit

)

FERAE R
"SG100 1% ; SG1000ARFEFEFEEE

"SG6000fETF=ZHE"

"SG5700f#1FRHE"

RPN B RUAR AR R RYPR A BIRS

a0 ~ MREEHBERRC « AR ERFEEStorageGRID RIEEINGE - BLEDERIE
HEZNRNITEHIRIHAFREIEIERF B SRS

ECRIR UL & AR RRIFT A BIRLET « E#FEARRERE  REAFEURERIM -

15 LE AR5 3t RR BAXEAR BRG

£ RARAStorageGRID E{@VMwareZ4E 2 71 ~ S B E LS EASEE_ EHITHFRE
ARFS « SA%RARAFRA VMwareE #1428 « Docker ContainerfllStorageGRID VMwaref& 12

260


https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg6000/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg5700/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/sg5700/index.html

=2

[e]

FRERLIIF
YNERETHE ~ ICRERMRIR T OB 13 LE 4B B R L BYBRTS

* SofFIERIEETRS EBYBRTS o
* REBEFIEFEIRERE FAIARTS

L7 ARG E R E 2 EEMA « RrERFHEEIEE tEMEIREAIARS

@ MRE—FHESSEMEBER - AIEFELEZER LA AT ~ AR ER - WREH
BETEEEME  FREMMAREN

@ NRFBE ~ TR LURKERREIE—BBLinUX EHBEES —EF T « UIBITERERFE « MAGRE
MERBVTHEE RI AR ©

"Linux : 4B EREATE B R A
1. {Z1LFrE A F ik e ARE AR o
2. [llog_in_to _GNIE A EREHR
a. BATH&S | ssh admin@grid node IP
b. #AFFRYAIERES Passwords . txt FEE !
c. WA THan < U Eroot : su -
d. B ARFRSIBIZHE Passwords . txt TEE

B LArootBE AR « RTREREE s E 4 o
3. [[stop_all_services) [{ZILEIRG_ EBITHIFREARTS | service servermanager stop
ARFERA R SR E1571E « CRI s AEEREA RS « UEZRAHER -
4. B FMWELER « BIRZLLFRARETFENRS « BRISENRAAIJE X EEIRENRE_ERIARTS -
TR LURAERIIERF LB L B0 R ERIARTS o

@ MR service servermanager stop Fi9 G ielEEREEHATZEE EAVARTS -
S BEEHRENEREEER « FAcEHMAENETE, o

S T REIRER - ERHITHIS R B AR A (FILERS EAVPTA MRS ©
6. R TELinuxEH _EBITAIERRS
a. BAZRIEERS -

b. {=IEEIES storagegrid node stop
C. FARAEMEIERERMR -
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7. HIRTEVMware B4 B3 R R B #F ENRE_E SITRIENRS -

AR AR S ¢ shutdown -h now

HITUED BREY ~ EiRiE R A service servermanager stop B% °

HNEREE - It SRIPESIZEHIS - ERBAEENERMER - TUATHT—F -

8. NREEREAKENR .
EASG1005(SG1000RFS FEMALE
. FARIERER o
i. ERFEBEIRLEDIBRI -
A SGB000FEREE

I EEAEITR S EAR B REERRLEDRIE -
EEERIRINER B ABIERE  LELEDESFE
i. BEIFEMER - AREFEEERLEDERIR o

FEFANSG5700E A E

L BB E RS S AR SRLEDRER -

fﬂu}

ERRENIE RS ABRRERT - ILLEDE 5=

FRFILLEDIERIRI ~ 7 AERARAE

o W ZAFRFULLEDIERARA ~ 7 SERARAE

i. FAFIEMBEIR « WEFPIALEDM L REREEFLE

9. MNEMNE - FEHmLShell | exit
LtEThAEIR ERFRA © StorageGRID

HERAE N
"SG100 # ; SG1000fRFEFERIEE

"SGB000fK IR "

"SG5700fE7F R E"

ERBh 4B RS

SERL R E ~ sRRIRLLIER RUEN M ER Y o

@ R @R ERIRBEE15K ~ SN BEREN T AR Z AIB 4SS HRERFT - 55
j£CassandraB RIHVERTER - BHIAJSEERERIEXK ©

FAREETE
YNAEIAE ~ ISR T A B RGBS B RE IR

* REBHEREEIEHR o
* RBRREBHERERBEHR o
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@ MRETHESZEEBEE « AIECHRERERE - HEBBINEER -

TR

1. AR EEE RIS T2 BRI -

()  aEFRmEEH2 s - RS A SR -

2. FRIPRA RIEE AR FER A IR ER -
R LURAEfRIEFr FRGE L RS -

3. FRIFAEFEMRNERER
4. & AGrid Manager °
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Network Storage
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TR LA DoNotStartig ZT 18 E4EM RS LRIARTS B ik « LAy LE1BRRRFSERED

CRENEM

RAZBER Passwords. txt FEZ :

1. B AMIRENRS

a. BATH&S | ssh admin@grid node IP
b. & ASFRFIMIZEE Passwords . txt T !

C. A THas L U Eroot © su -

d. BAFFRFIFIZERS Passwords . txt HEEE ©

EIEUrootE AR - IR mMBREFE s E 4 °
2. Fr8DoNotStartf&ZE © touch /etc/sv/service/DoNotStart

Hr service AEMIEEERIIRTEAE o FlE0 -

touch /etc/sv/ldr/DoNotStart

B 1ZDoNotStarttg® - FREERAR o
EinRENRARES BIE S SR ENELET « FIRSBEIEE GBS - BRFFE o

3. ZHESShell @ exit

ZIRRFSAIDoNotStartig 2
B IR E RS E AR EMIDoN ot StartiE 2255 ~ M BERIEIEZARFS o

CEENER
CAZBER Passwords. txt FEZ ©
1. BARETERS :

a. BIAT56< | ssh admin@grid node IP
b. &5 AFFT5HIEES Passwords . txt FEZ !

C. AT GmSUYIRZEroot © su -
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d. B AFFRYIAEES Passwords . txt FEE !
BEICLrootBE AR B RBREE s E 4 o

2. ItARFEE P FZERDoNotStartfE€Z2 . rm /etc/sv/service/DoNotStart

Hrh service @IREHISHE o FlU0 ~

rm /etc/sv/1dr/DoNotStart

3. BiENARFE | service servicename start

4. ZHaSShell : exit
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service ldr status
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking « Configure Hardware « IMonitor Installation Advanced ~

Home

A\ This node is in maintenance moda. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Contraller to reboot the controller.

This Node
MNode type Storage =

Node name hrmny2-1-254-sn

Primary Admin Node connection

Enable Admin Nods
discovery

Primary Admin Node IP 172.16.0.62

Connection state Connection to 172.16.0.62 ready.

Installation

Current state Maintenance mode. Reboot the node
to resume normal operation.

| |

IFEEIPEHMBEG BERTEARA Clone targetfiBHELR | EEL ©
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware ~ Monitor Installation Advanced ~

Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
Node type Storage A
Node name hrmny2-1-254-sn
{
(T:Ione target node connection \\

Clone target nede IP

Connection state

.

0.0.0.0

MNa connection information available.

L

Installation

Current state

Waiting for configuration and
validation of clons target.

Disable Cloning

3. it Clone BRENRIP* « MIAISIK4GHERE BAREIRSAVE AIPAIAL ~ B RERHERMEEA « FAREER
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Save* o

—RRME ~ SR LLEI A Grid NetworkBYIPiit ~ (BN RICEEFEAARNFRKETEREREHRE 55
ﬁkﬂxmnﬁgtE*ﬁﬁﬁmﬁﬂglpﬁii& °

() M1 GOEEREmETENERIGE « WURIEIREINE -

AERELEEEREAEEZR - £ TRE) BRP - SERREN LRA RRER" -



NetApp® StorageGRID® Appliance Installer He

Home Configure Networking « Caonfigure Hardware « IMonitor Installation Advanced «
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation,
go to Advanced > Reboot Controller to reboot the controller.

) The cloning process is ready to be started. Select Start Cloning when you are ready. To terminate cloning before it completes and retum this node to service,
trigger a reboot.

This Node
MNode type Storage ¥

Node name hrmny2-1-254-sn
[ ]
L !

Clone target node connection

Clone target node [P 10.224.1.253

Connection state Connection to 10.224.1.253 ready.

| |
Instaliation

Current state Ready to start cloning all data from
this node to the clone target node
using the Admin Network connection.
£\ Attention: the Admin Network
typically has less bandwidth than the
Grid or Client Networks. Use the Grid
or Client IP of the target node far
faster cloning.

Start Cloning

" Disable Cloning |

MREFEHERRNEE « RS TERA « TUARRANEESYBYERIRE - BERESS
1EStorageGRID SUREIRAA EIREAEER IEPORERI BRE - —RAGN—ERE - REF
ZRREEMBEEERN - BRFTANEREEURA RRER" -

EFREN R « *BAIRAE G5 StorageGRID EERIRERREBMGHER « MR EAZERER
HUTERAEN ©

"R EMRERNEERER"

- TERIRENRS IR R E SR o
- T£StorageGRID HIRENEAI BIREIRG L ~ B (FERFEREREN) KREFEREE -

IR EREEFN B 1285248 EAISome Appliance Installer&$5H+BEIRIHREE o StorageGRID
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NetApp® StorageGRID® Appliance Installer

Help
Home Configure Networking = Configure Hardware = IMonitor Installation Advanced -
Manitor Cloning
1. Establish cione peering relationship Complete
2. Clone another node from this node Running
Step Progress Status
Send data to clone target node Sending data, 0% complets, 8.99 GB transferred
3. Activate cloned node and leave this one offline Pending

MEEEER EERHEENEFSERRNVFEERE
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6. MREFERILERER « WETTHRER ZATRARERIRIEIRT « 5/ KRR _LAT{EStorageGRID

[The Some Appliance Installer] (EX) BE -~ 52 I Advanced * Reboot Controller] (CGERE*EFEL
BhiTHI2S) ~ JABIEEY I Reboot into StorageGRID the SIER*] (EHEEIE) o

MREHEFALE

° JRIRENEA SR L AR NI BTN A StorageGRID
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RRIhTT AR S
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° IR7E - BEES S ERRAIERKAAGrd « AdminFlClient Networks 2 REIESAIIP (AL o
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* FRERAEEENRTELZERE « WREEEBITFERLTLE o
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@ MRERAEEREMMALEE  55711EStorageGRID KIREIRGH) IZIRZELEREN) BE &

B TR b*E%E&@J?’E%U%‘S*J ~ AR TEMFAMEMEEIEIN - EMHEEEN TERREIKIR
Rz ~ FEEPITHRERIERF -

MRBIZEBEIFTERANRE « FREERMN S REERRERE %J:T’F%EF%IE o 1 BIZEIZARLTHEE TN
AStorageGRID B ~ ZRFFEFAEE FHNFAEENOLER - FBEERE - NEEE « sAEKStorageGRID £iE
AP ARRATRE AL E ~ LUSHERIEE R o

274



L

* RRREAREEFAMEREENER | TRELRIMNMVER - LEAREEEREF—EERERESEE
A APk o
* RRREAEERRIRE AHAEREERAS o

* R RFE A B R BEECStorageGRID £ « FAiGHEE o

275



RRIEE

Copyright © 2025 NetApp, Inc. FRTEFRE o GEEIR ° IHEREFMB ARASERET » MERARERE T
Eg&ﬁ%ﬁﬁu&ﬁﬂ?ﬁﬁ&ﬁﬁ % (B ~ EFTEm) B8 aiEFH - 8% - REREEEEFRERSR

9 NetApp hRIEERHTHRZ SRS RET FIIIREN REEHHH !

LEEREELA NETAPP TRER) 21 » AREAAREETRAVER » SEEFRNAERESEERREENEREZ
R > LB - RMEAIBERT > EREENRSENEMER EEEZEZIE « BN - MBI « 155k « &
SEFHTEMIRE (BEEFRRENBEMmIBRTE 25K ; £/ - BRSFIE LRRX | NEEEEDE) - &
it £ AL BE R LUE RS TUFREE A ~ BEESRIETS (BB EM) F75HE > NetApp AR
88 IMEERSNAERNIEZEFEZAREMSETRA o

NetApp 7 & FER £ B APt 2 (R R E BRI > -OARS1TEA o NetApp FEERERERAX PRtz EmimE
EREEET » FRIFEFIELEE NetApp EEHFEE - EANBEILLERT A EEREEMEFE « HIEESER
Hth NetApp & =M ERERIIET FERIRME

AFEMAFz EmZE—IE (8) ULRNEEFF - BSNEFISEREFREFFRE

BIRHERIEREE © BUTHRAIRIER « BRI AREEES DFARS 252.227-7013 (2014 £ 2 A) #1 FAR 52.227-
19 (2007 &£ 12 B) mfy TEMTERER) - JEmEIBERL & (b)(3) /N&RFFk Z PR ©

IEEFrE BN EEERN / WEERY (W FAR 2.101 FAER) HERISA NetApp, Inc. FiF © iRIBEA GRS
HBIFRE NetApp FMTERMERSREEBREENE » TEXZHMALERE - ZEBREFHRZERAS
JEERE ~ JFEGE « JFEIRE « 21K - BRARAMIENERER » ERNERBFASHIEERAISAFRAR
2 #E > WEREBITZENZENATER © IRIEAXSBERE » BRIEKRL NetApp Inc. EFIEEFTH » ~F
E1TER ~ 185 ~ ER B~ BITRETZER - ERIBNTE FREIFE 25T ol #F > ZE A DFARS R
252.227-7015(b) (2014 & 2 B) FritER] o

AR E

NETAPP ~ NETAPP 125§ http://www.netapp.com/TM Fr5l| Z {25192 NetApp, Inc. BIFEIE o SXHFRH R RFR
BHMARANERLE  MAHSEMEENERE > REEIE -

276


http://www.netapp.com/TM

	維護 : StorageGRID
	目錄
	維護
	擴充網格
	規劃StorageGRID 功能擴充
	準備擴充
	擴充程序總覽
	將儲存磁碟區新增至儲存節點
	將網格節點新增至現有站台或新增站台
	設定擴充StorageGRID 的功能強大的系統
	聯絡技術支援人員

	維持恢復
	介紹還原與維護StorageGRID
	修復程序StorageGRID
	網格節點還原程序
	技術支援如何執行站台恢復
	取消委任程序
	網路維護程序
	主機層級與中介軟體程序
	網格節點程序
	應用裝置節點複製



