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NetApp® StorageGRID® Help v | Roat v | Sign Out

Dashboard  Alerts - Nodes Tenants ILM ~ Configuration « Maintenance « Support

Grid Passwords
Change the provisioning passphrase and other passwords for your StorageGRID system.

Change Provisioning Passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This
passphrase is also required to download backups of the grid topology information and encryption keys for the StorageGRID system. After changing the
provisioning passphrase, you must download a new Recovery Package.

Current Provisioning Passphrase snssane

New Provisioning Passphrase = sssssssses

Confirm New Provisioning | eseeeesses ’
Passphrase

2. HALERNE R EEMEE o
3. BIAMEN - BHELABSELSEFIT - B GEBIB32EFTT - BEEAKNE °

(D) e FRREMEEEEERR00E - 25  BATERRFRWEDL -

4. BRAANEVEREN - ARIF—T TREFE -
BRECERHATNEETNE - R TETGENMINRSE - BBRE—DERNTTH °

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts « Nodes Tenants ILM ~ Configuration « Maintenance Support «

Grid Passwords

Change the provisioning passphrase and other passwords for your StorageGRID system.

Provisioning passphrase successfully changed. Go to the|Recovery Package page to download a new Recovery Package.

Change Provisioning Passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This
passphrase is also required to download backups of the grid topolegy information and encryption keys for the StorageGRID system. After changing the
provisioning passphrase, you must download a new Recovery Package.

Current Provisioning Passphrase
New Provisioning Passphrase

Confirm New Provisioning
Passphrase

=
o. EEVAIHEIRART IREEF B E =4 o
6. #Grid Manager FEHTRIIRIEE M o B R > INEEM « RRBANMNE RECEERAES -
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TEENER
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* SRR ENFEER ©

RIRERI(E
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BRHE  ZERENEEHEL - EZEIEN - EFRELREMEA -

* BOHRHERNERRE « REZAUHSSO StorageGRID MUHHITINAE ©

1. BB > AR TR o

2. BR GUIENEBNER « 58I A 607D L AV EAR o
MREABERULINAE ~ FBR IR0 - EAZEEARINFRENEEL « BRREMENBE -

Display Options
Updated: 2017-03-09 20:38:53 M5T

Current Sender ADMIN-DCA-ADMA

Preferred Sender | ADMIN-DC1-ADMA ;|
GUI Inactivity Timeout |QDD

Motification Suppress All r

Apply Changes ‘
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gN2RStorageGRID UL RMARIIASIRK L ERE « BRR LN TREIKR) EREETR RERE BR
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* REXFIENARR

@ #E7yStorageGRID TEETIRAFFNEs11BYRHE « RIEFBERERTESEREERD « LEER
T TFE2RRESLH) B ~ TIERE -

E#rStorageGRID HrHYEHTAREVIZEE

& WAJBTEStorageGRID BHEETVE TR « ERF BTN ER R FBVIEEE - FI0 ~ 10
RIEHEBEEREINVEETEE MW AR ESH o
TRENER

SRR EIEZE 7 S E A StorageGRID FEHY R4 ©

* AR RSERFEUER o

* B RREAERECE B o
HER

1 BB RIRRE o

2. 7£StorageGRID * Provisioning Passphrase * (*ECEZHE) XFHIRF « BIAGHEERAFIEE o
3. m— T BIE -

4. 11 TRAIRL HEEAIRT ~ B WEEGTAIREESE (L txt) ~ A%BE—T* TOpen* (FARY*) 1 ©

AR EERB MR EESE
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£ Grid Management API

& A LUfEEFGrid Management REST APITIEGrid ManagerfE BN ERBPITRAEIET
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%% A B StorageGRID FIIFAPI7EReal-TimeFRFITIEE ©
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Grid Management APt FFTEARE R

* /grid ! RAGrid ManagerfEFAE 7 SEFE « T EBRIBEERENBHBRERME °
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ZHAPIER
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1. #%Grid ManageriZg835E12* Help*>* AP| Documentation * °

2. EEENFTERRIEZE
RFAPIHWEZE ~ IGRI B IR BAHTTPEI(E ~ FIYIGET ~ PUT ~ updatefIDELETE °

3. EmHTTPEIMEUEBERAFMER « B1FIRHURL ~ ERAXESERSHMEE « BEAXHES (HFE
£) ~ MURAJSEREE o
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.‘990.\‘.0’.0"

groups Operations on groups o

GET /grid/groups Lists Grid Administrator Groups &
Parameters Try it out
Name Description
type
string filter by group type
Lol Available values  local, federated

v |
limit
integer maximum number of results
(query)
Defauit value - 25
marker
string marker-style pagination offset (value is Group's URN)

(query)

marker - marker-style pagination offset (value

includeMarker

boolean if set, the marker element is also returned
(query)

v
order
string pagination order (desc requires marker)
(query)

Available values : asc, desc

Responses Response content type | application/json v I

Code Description

200
successfully retrieved

Example Value Model

"responseTime”: "2021-03-29T714:22:19.673Z",
"status®": "success”,

"apiversion®: "3.3",

"deprecated”: false,

"data”: [

"displayName”: “"Developers”,

VAV S S S

FIEIERERRER Lth S8« FIMNBFAEEEREID - ARIVSELEE - SRR BB LR ERIAPIZER -
7 BERUSFRERNE ©

FIER ISR D REELEHIERA - IRZ ~ ErILIR— TR B RS ERAIREX
B—TsA

REEACENSH  WRFBEIERPFEX -

B—T3iT o

BB IE ZE R E TR




Grid Management APIRR s &I

Grid Management APHEF RS E IR 2R 37 35 A P ETZE R4
40 ~ ttRequest URLE$5EAPIRZS3 ©

https://hostname or ip address/api/v3/authorize

EET AR NEER « SEHEFEEREAPINEIERALERESR - EMEBERBTNEER BRE

BAPINREBRRASEWIRT - HHANE T GIEFILIREIE MY o T3S F:R P iR ISR AV S B HE R iR
SAPIRRZS ©

APIEE4EHY EhR7s iR
BERRER 2.1 2.2
BEIRARESE 2.1 3.0

FE—RLZHStorageGRID B « R AR HTARASAIGrid Management APl o Ri8 « E1&F+#kStorageGRID &
HFIINAERR AV B FTAREF (NI ETZENEE IRAVAP] ~ LUEVIS ZE /D —{EStorageGRID HrZAsHIEFINAE o

@ &R AfEEAGrid Management APIZRES TE SZ R RVRRZS © UNEESFAHE N ~ 552 BISwagger APIX {4

B Tconfigl —&f o SAEEXTEE PR Grid Management APIFE R iR AEREGT R4 2 % ~ (A%
EERRAHIER ©

BRENERGUTIANRTAEBE :

* [CIfEIESEA deprecated : true
* Json[EIfEARN B S ldeprecated] : true
* NMS.logH &3 EBRIES - il -

Received call to deprecated vl API at POST "/api/vl/authorize"

FEf B ATAR A ST IR PLEAPIRR 2
ERTIIAPIZEREEENAPIEERRAEE !
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GET https://{{IP-Address}}/api/versions
{
"responseTime": "2019-01-10T20:41:00.845z2",
"status": "success",
"apiVersion": "3.0",
"data": [
2,
3

IEEERMAPIRRZ

TR A RIS S ]IRIEEAPIERZ (/api/v3) SAREE (Api-Version: 3) o YIREEFHZEEWEE - 8
RRETERREE-

curl https://[IP-Address]/api/v3/grid/accounts

curl -H "Api-Version: 3" https://[IP-Address]/api/grid/accounts

PrEiEsHEIAE KRB (CSRF)

&StorageGRID FILAfEEFCSRFEM ZRIRIEEE A CookieFIERETAE ~ BN SR AHIAE R
& (CSRF) KZ o Grid Managerf2iH R EIRIZ N & BEIRAIL L2 INEE « HthAPIFF
imH P EER S EEAREA -

;%%g%%ﬁ%ﬁﬁ%égﬁi:%?\ﬁﬂﬁﬁﬁ (BIMNHTTPREPOST) - EIREGEREREAEAERICookieZE HITEE

FIFACSRF1ER H#BNBASECSRFINEE © StorageGRIDEXARF ~ $¥7E CookieFIA B M AR S E IR EPOST
TXBHEHIAR °

EERALEINEE « 5555 csrfToken 2E true Eu:5HAM o TAR{ES false ©

curl -X POST --header "Content-Type: application/json" —--header "Accept:
application/json" -d "{

\"username\": \"MyUserName\",

\"password\": \"MyPassword\",

\"cookie\": true,

\"csrfToken\": true
}" "https://example.com/api/v3/authorize"

WNRIEFE ~ BIZBA GridCsrfToken CookieBAMBIE{ERE ~ A E AGrid Managerfll AccountCsrfToken
CookieZ UMBIERTE - ANEAHFPEEER -
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YNRCookietF1E ~ RIFTE FMELRFAREMER (POST ~ PUT » PATCH * DELETE) ##/E®S T5IHP—IA

* ° X-Csrf-Token {288 + W IREAER 7 CSRFHER CookieBIE °
* B2 URIEEEAIIMEL | a csrfToken RERIBEREXBH o

MFEEMEBHELFAFR « SF2 IR AP -

@ BB CSRFEM Cookie EERIE R & &I HIT "Content-Type: application/json" {EAE
KEVIZEE ~ MR ERIsonE KR ERS M A EEIMNICSRFNEERRE

MRRAE—FA - sAERAPI

YR StorageGRID EHNRAERAE—F A (SSO) ~ AIFEEZFERAZEEREFAPIZEREA
B%& H Grid Management APIZ(FEF EIEAPI o

MERAE—FA ~ HEAAPI

MERERAE—ZFA (SSO) - BHBEEH—RYIAPIER « A BEREA Grid Management APIZ(FHE &
IEAPIFYAD FSEVISEREHERL ©

TEENER
* [CENE B StorageGRID F{EIL A1 & BHAH RV EE (£ A& RISSOfE A & L A1 B ES o
* MREREEFEIEF EEAPI ~ BAEHEFRAID ©

RAREETE
EERSEEEM « Sy UER T EP—EEES :
* ° storagegrid-ssoauth.py Pythoni§<H5E ~ {if{StorageGRID ZE4EZ B %™ (. /rpms A Red

Hat Enterprise LinuxZ¢CentOS ~ ./debs @A Ubuntug{DEBIAN,J{ B . /vsphere CEREIRVMware
) o

* CurlZRM TIERZSEH -
MRBITEEKIE ~ B TIERZAIE AR o« LRIEEETUTHER | FIERPHRAIENR

AISubjectConfirmation ©

() Bl TRRIRE AN L A RS B -

MREBEFIURLEIERERE « AISE GBI TR | AIEAISAMLARS ©

B
1. EEUTS A A2 — UES BREEHEAY. ¢
° i storagegrid-ssoauth.py PythoniE <5 : A ER2 o
° EACUrZEX o BIfEPERS o
2. NREEMFA storagegrid-ssoauth.py 5L « 5 IHFIRAPythonfRiESS « RBMITIESHE ©

HIRIERET « SFEA TF5 I #R0E !
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3.

18

° SSOfERE LB

o T BmAI4EIF StorageGRID

° fR7RiZ(EStorageGRID RzE

° EEEFIEAEEAP!  sERAEBIREID

python3 ftmp/storagegrid-ssoauth.py
saml_user: My-s50-Username

saml_domain: my-domain

sg_address: storagegrid.example.com
tenant_account_id: 12345

Enter the user's SAML password:
R FF R F R R R R E R R F R F R R R F R R F R F AR R R R E R R R F R R R FF R EE R E R F T ERF TR EE R TR F TR EE

b e i i Lt L L

StorageGRID Auth Token: sbeboybf-21f6-40by-afob-scboacfbager

i tH PR T BRSE RN o StorageGRIDIGIRTE AT LIS N AR ELMhEE K ~ $HLUS R EASSORHEAAPIN S

£ o
MRCEEREEENR - FEATIER -
a. EREAMERNEH -

export SAMLUSER='my-sso-username'

export SAMLPASSWORD='my-password'

export SAMLDOMAIN='my-domain'

export TENANTACCOUNTID='12345'

export STORAGEGRID ADDRESS='storagegrid.example.com'
export AD FS ADDRESS='adfs.example.com'

@ EE7FEGrid Management API ~ s5{EFE 02 TENANTACCOUNTID ©

b. ZEEZINE HEEMEEEURL ~ 55MEHEPOSTEXK /api/v3/authorize-saml » MECIEFBIFE
fthJson4zhE o

&R B ZE EEEFURLMPOSTE R TENANTACCOUNTID °© 45 R &FIEZEpython -m json.toolAF%
BRJson4RAE o

curl -X POST "https://$STORAGEGRID ADDRESS/api/v3/authorize-saml" \
-H "accept: application/json"™ -H "Content-Type: application/json"

--data "{\"accountId\": \"STENANTACCOUNTID\"}" | python -m
json.tool

LEEBHINEIREE ZURLARBNEZEZURL ~ BREZHtISON-encoding/g °



"apiVersion": "3.0",
"data":

"https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHLbsIWEEVS$2FJTuv7. ..
sS1%2BfQ33cviwA%3D&RelayState=12345",

"responseTime": "2018-11-06T16:30:23.3552",

"status": "success"

C. 1% SAMLRequest {EEIFEREFUHEBERSER °
export SAMLREQUEST='fZHLbsIwWEEV$2FJTuv7...sS1%2BfQ33cviwA%3D"

d. BUS5EEAURL « EFESAD FSHIEBRIREXKID ©
H

Lrh—(EEEIRE A STAIERRIURLIRERE ARE

curl

"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=

STENANTACCOUNTID" | grep 'form method="post" id="loginForm"'
[EIfEEIER P HERID :

<form method="post" id="loginForm" autocomplete="off"
novalidate="novalidate" onKeyPress="if (event && event.keyCode == 13)
Login.submitLoginRequest () ;" action="/adfs/1ls/?
SAMLRequest=fZHRToMwFIZfhb...UJikvo77sXPw%3D%3D&RelayState=12345&clie
nt-request-i1d=00000000-0000-0000-ee02-0080000000de" >

e. fROEREFARIRERID °

export SAMLREQUESTID='00000000-0000-0000-ee02-0080000000de"

f. BEHREERHEXEAIEIRNREDE



curl -X POST
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID&client-request-id=$SAMLREQUESTID" \

-—-data
"UserName=S$SSAMLUSERQ@SSAMLDOMAIN&Password=$SAMLPASSWORD&AuthMethod=For
msAuthentication”" --include

AD FSEE[EI302EE M « WEREPEREMET o

@ MRIEHISSORRERMAZARRE (MFA) ~ BIREPOSTHEEZE _(AZEIHM
song B o

HTTP/1.1 302 Found

Content-Length: 0

Content-Type: text/html; charset=utf-8

Location:
https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHRToMwFIZfhb...UJikvo
77sXPw%3D%3D&RelayState=12345&client-request-1d=00000000-0000-0000-
ee02-0080000000de

Set-Cookie: MSISAuth=AAEAADAVSHpXk6ApV...pmPO0aEiNtJvWY=; path=/adfs;
HttpOnly; Secure

Date: Tue, 06 Nov 2018 16:55:05 GMT

9. {#7F MsI1sAuth ZKE[CIFERICookie ©

export MSISAuth='AAEAADAvVvsHpXk6ApV...pmPOaEiNtJvWY=

h. (B8 AL X fFX A Z CookieHIGetBSREISE(LE ©

curl
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
$TENANTACCOUNTID&Client—request—id=$SAMLREQUESTID" \

-—-cookie "MSISAuth=$MSISAuth" --include

[CIFEIZERE & SAD FSTIERERE - WHHEBE LR - MEEAXEEERHRERUPE
& SAMLResponse °©



HTTP/1.1 200 OK

Cache-Control: no-cache,no-store
Pragma: no-cache

Content-Length: 5665

Content-Type: text/html; charset=utf-8
Expires: -1

Server: Microsoft-HTTPAPI/2.0

P3P: ADFS doesn't have P3P policy, please contact your site's admin

for more details
Set-Cookie:

SamlSession=a3dpbnRlcnMtUHIpbWFyeS1BZGlpbi0xNzgmRmFsc2Umcng4NnJDZmEKV
XFxVWx3bkl1MnFuUSUzZCUzZCYmJiYmXzE3M]jAyZTASLThmMDgtNDRkZC04Yzg5LTQ3ND

UxYzA3ZjkzYw==; path=/adfs; HttpOnly; Secure
Set-Cookie: MSISAuthenticated=MTEvNy8yMDE4IDQ6MzI6NTkgUEO=;
path=/adfs; HttpOnly; Secure

Set-Cookie: MSISLoopDetectionCookie=MjAxOCOxMSOwNzoxNjozMjolOVpcMO==;

path=/adfs; HttpOnly; Secure
Date: Wed, 07 Nov 2018 16:32:59 GMT

<form method="POST" name="hiddenform"
action="https://storagegrid.example.com:443/api/saml-response">

<input type="hidden" name="SAMLResponse"
value="PHNhbWxwO1lJ1c3BvbnN. ..1lscDpSZXNwb25zZT4=" /><input
type="hidden" name="RelayState" value="12345" />

i. {#7F SAMLResponse {EFERIMEMAL :

export SAMLResponse='PHNhbWxwO1lJ1lc3BvbnN. ..lscDpSZXNwb25z72T4="

J- {EFB{#7F8Y sAMLResponse ~ ¥J3&StorageGRID —{AAR—1%HY/api/saml-response BRE
4 StorageGRID E&:EHEM o

AR RelayState  MIRIEEE AGrid Management API ~ :5E TR A 1R B IDS{ERO ©

curl -X POST "https://$STORAGEGRID ADDRESS:443/api/saml-response" \

-H "accept: application/json" \

--data-urlencode "SAMLResponse=S$SAMLResponse" \
--data-urlencode "RelayState=$TENANTACCOUNTID" \
| python -m json.tool

[E1FE ELFEEREE AL ©



"apiVersion": "3.0",

"data": "56eb07bf-21f6-40b7-af0b-5c6cacfb25e7",
"responseTime": "2018-11-07T21:32:53.4862",
"status": "success"

a. REIEFRIBREEN 57743 MYTOKEN ©

export MYTOKEN="56eb07bf-21£f6-40b7-af0b-5c6cacfb25e7"

CIRERI LA A MYTOKEN B EMER ~ LR R ERSSORMERAPIFN AT ©

MEEHEE—EA - BIEHAPI
MRERAE—ZEA (SSO) - B ERH—ZRYIAPIER « LU HGrid Management APIE{FEF &IEAP o

RIRERI(E

YIBEE - StorageGRID [ABEEEMNE—SHEEE W ~ BNRIEHILTHAE - HE « EthAILUE
#&StorageGRID ZRE TFIIEEME—FE (SLO) : FEEABMStorageGRID HISESOEEIER o

1. BEEELEEENETHEXK « 5588 cookie "sso=true" ESLOAPI :

curl -k -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize" \
-H "accept: application/json"™ \

-H "Authorization: Bearer SMYTOKEN" \

-—cookie "sso=true" \

| python -m json.tool

EEEIEHURL !
{

"apiVersion": "3.0",

"data":
"https://adfs.example.com/adfs/ls/?SAMLRequest=fZDNboMwEIRfhZ...HcQ%3D%3
p",

"responseTime": "2018-11-20T22:20:30.839z2",

"status": "success"

2. f#IFEHURL -

22



export

LOGOUT REQUEST='https://adfs.example.com/adfs/1ls/?SAMLRequest=fZDNboMwETI

RfhZ...HcQ%3D%3D'

3. EEEREEHURLLUERESLON EFE A StorageGRID EER ©

curl --include "SLOGOUT REQUEST"

B{H[E]302[E]FE - EFMERUEARNBRRIEAPIEY °

HTTP/1.1 302 Found
Location: https://$SSTORAGEGRID ADDRESS:443/api/saml-
logout?SAMLResponse=fVLLasMwEPwV07ss%...%23rsa-sha256

Set-Cookie: MSISSignoutProtocol=U2FtbA==; expires=Tue, 20 Nov 2018

22:35:03 GMT; path=/adfs; HttpOnly; Secure

4. fHBStorageGRID a2 &AL ©

filBRStorageGRID LA ZSSOMAZZIREMBI A AEE c MNR cookie "sso=true" KiEll - FHEEE

tHi StorageGRID R R G R ZSSORREE o

curl -X DELETE "https://SSTORAGEGRID ADDRESS/api/v3/authorize" \

-H "accept: application/json" \
-H "Authorization: Bearer SMYTOKEN" \
-—-include

% 204 No Content OERTEABREEEY -

HTTP/1.1 204 No Content

£ StorageGRID Bl L2 25055

LR ER/NRERESE « ARTEStorageGRID Z1ETH 2/ ~ StorageGRID MR @

T BN RR 2 L L2 BEFSFERVELR

EAMBRENZZ 4 RE - StorageGRID

* (EFAHTTPSERR EEMARS/EE © ARSI EEANEARIFNARS ZEMRIZEER - BERAMRSENA

Fin& 5 ~ MiRMEZENERBMARE - ARSMNABRIRSE —(D/EEESR -

* ARG REARSGSHNARRNERES 7  RUIILERBELZEREE - AP iRE&E

EMEER} -
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@ 4n%RActive Directory{mAREZEHIHMITLDAPEE ~ BIFR SRR TAEATLS) BERE -
T BfEFAARTTLSSILDAPS ©

7. INRITEEANT ARTTLSELLDAPS « sHEZEARFREERLE2ESE -
o [FREXERMCARSE | FREXERFA L REMTERCARERRERBLZE o
° (FHBICAR:E | FRBEIZ2MES -

MRFBULRE « AR B R 2 ERFERL A BICARE X F H IR
8. 2 « BRI ES REEELDAPRIAREBBIERRE -
MREHEN - EEA LAGHIREDAE
0. MREFHEER ~ SHEIHTT ©
T SEEHEINEE AR E A Active Directory Z LDAP{RIIR2SAI4EAE(EEEH o
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LDAP service type

Select the type of LDAP service you want to configure.

Active Directory OpenlLDAF Other

Configure LDAP server (allfields are required)

Hostname Port
my-active-directory.example.com 389
Username

MyDomain\Administrator

Password

Group Base DN

DC=storagegrid,DC=example,DC=com

User Base DN

DC=storagegrid,DC=example,DC=com

e P UE o SN N SRR el W S s VIR
HERAE R

"R EE TLSER N R B
"ERE—EANEK"
"R IRA"
"ERTEAIRA"

% OpenLDAPEIARESHY2EHI]

INRICERERAOpenLDAPRIARESEITH 2 3Bk EE  AIAZA7EOpen L DAPEIARES LRENERE ©
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memberOffirefertE &

FEEXFEmemberofflirefert B & o YNSEFAME N ~ F52EOpenLDAPE IR S5 HI RERL A0 S BSR4 ERER o

Z5l

WA RS EMZRS | R F 2R E F5OpenLDAPEE :
®* olcDbIndex: objectClass eq
®* 0lcDbIndex: uid eq,pres, sub

* o0lcDbIndex: cn eq,pres,sub

* olcDbIndex: entryUUID eq
IS ~ SEREE E B R RBR AR AT I BRI RS « S REMGE
#52B0penLDAPR A EIE BIEm 1A M R R A B B MEENEA -
HEHRAE
"OpenLDAPX 4 : 2 AHREIEE5R"
SR HISLE 5 A FRE S

IERAT S E R 2R B & 73585 3RAVE BB B 4B £ © StorageGRIDIIR B ERIRE AN IRFIEAEE
PR ~ AILSR IR RS ©

TRENER
* BB IRAVEIEE 28 A Grid Manager ©
* AR RSERFEUER o
* WERRE 2 # BT

1. BEEHARE > FEUEE > 5 AR

LR EHIR TS Bl - TRYRE RRIXEEES

Synchronize

StorageGRID periodically synchronizes federated groups and users from the configured LDAP server. Clicking the button below will immediately start the
synchronization process against the saved LDAP server.

2. BS%* Synchronize* °
BRABRTEL ERINEE - REWVIRIZME - AT RIEEFAI R E—LERRA -

@ NRED KB S 7 #A R RVE R AN A E RS ERE « fIgEE S o HER
TRIBRBEMT o
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Admin Groups

Add and manage local and federated user groups, allowing member users to sign in fo the Grid Manager. Set group permissions to conirol
access to specific pages and featuras.

|4 Add || KN Clone || # Edit|| % Remove

Name D Group Type &  Access Mode &
'*  Flintstone 264083d0-23b5-3046-9bd4-88b7097731ab Federated Read-write

Simpson ccBad11f-68d0-fida-af29-e7 abfcdct3al Federated Read-only

ILM (read-only group) 88446141-9589-4543-b183-8c227ceT767a Local Read-only

AP| Developers 974b2faa-f3al-4cfc-b364-914cdba2905f Local Read-write

ILM Admins (read-write) ab28clc2-2417-4559-862d-f0d2e31daB20 Local Read-write

Maintenance Users 7e3400ec-deBe-45a7-0bbi-21496b362a8d Lecal Read-write

Group Type Al v Show | 20 ¥ | rews perpage 4 :. b

2. EEY* TAdd*) o

HERFE IR TRTEEEAE ) HEE51E
Add Group

Create a new focal group or import a group from the external identity source,

Group Type @ @ Local i Federated

Display Mame

Unigue Name &
Access Mode @ @ Read-write Read-only

Management Permissions

[ RootAccess @ [l Manage Alerts @
[ Acknowledge Alarms  €) || Grid Topology Page Configuration €
1 Other Grid Configuration € [ Tenant Accounts @
Change Tenant Root Password €3 [] Maintenance €
[ Melics Query @ O @
] Object Metadata Lookup € || Storage Appliance Administrator €
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EYMHNER - AREIFERGRESTESNEIRPE  KEREZEFEEEABELIRE o
ATAR LUEHGrid Management APIFRfYDeactivate Features R4S ZR UL EIZ - BB EEAGrid

Manager (UIFIAPI) shey*$& 8 S IRBREINAE « ATSATRGTASESFERE (B ootfEREMES oot
GEEVESRIVEHEEAE) MEAiEEXAHALIRPIRERENENS

EFTERENFABINEE

RIETERR ~ SR LUERGrid Management APIEFEEN EERAVINEE o Fid ~ MMRIEABER, IHERIhAEB R
EIEE ~ S LU= AR INAE ThEE R & ©
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1. #ZEXGrid Management API#YSwaggers(f4 o
2. R IZRThAEIRES o
3. BEEEATAE ~ Al EBREIRENE" « AR AXEEZAP] » NTFFR

{ "grid": {"changeTenantRootPassword": true} }

A% - TEEHEAREE g ER - @B IREEEEEEABHIREEREN TS « EFE
HEFHLRZIEIAPIERE G ~ WEER 403 Forbided] ©

4. RESHREIFIBINEE « HRAXEEEAP! ~ ITFFT

{ "grid": null }

SERCILE R ~ FrATIRE (BEEERFIREERE) MEEMME - @EHARBBEEEERFETHIR
EERENET  MEEANERXEEHRREBNVAPIEZEREEMT)  AIRRESERERAREFIVERNEE
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{ "grid": { "alarmAcknowledgment": true } }
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EAE—ZA (SSO) StorageGRID #7218

ZIREALEEAELES2.0 (SAML2.0) BERE—FA (SSO) StorageGRID ° EX
FSSOBF « Fﬁﬁﬁﬁﬁ%mﬁ%%%u'bﬁrﬂéﬁnﬁkﬂu{, tRERIRVEREE ~ 7 BE7FEXGrid Manager »

A EEREIL » Grid Management APIZ(FE P EIEAPI o A {EE #AE A StorageGRID
Fl i A ERRITNRE o

E—BANEEAR"
* ERE— B ARTER"

A~

C"REE—FA"

—EARNEEAR

TIERFE—% A (SSO) Al - s5ki&RIStorageGRID EXFISSORS ~ MLttt A& g &5 T
BilZE AL M EH) 18R o

R FASSORFE A
EYFASSO: & A StorageGRID ARINAER « R ERIEEMEREHBAISSOEH « LEREERISDEE o

TER
1. 7£StorageGRID FHERIER P A(ER MFEFAESIRED) ATEMEAIBIPAIL o

EEIgHIE %E) HH o StorageGRID
° MREREFE—REFIULEIESS EAURL ~ RAZIRAE@MAIIRSID :

44



SiﬂrageGRlD'E Sign in

Account ID |00000000000000000000

For Grid Manager, leave this field blank.

NetApp

Sign in

° YNRITFCAT B ZENGrid Managerd{ Tenant Manager ~ A EiR ~EEZRITARE FEANRSID !

SiurageGRID® Sign in
Eecent | 53 tenant ;I

Account D  27489746059057031822

NetApp

For Grid Manager, leave this field blank.

Sign in

BMAEAIRPITREURL (BIEEILBRHIPAIILZE) B A2ET BBEAl B
M StorageGRID /?accountId=20-digit-account-id) ° Mgl BEIEHERZEHE
E’JSSOEAEE N VT’E_[L/(Y_EIEP A @%SSODL;E A ©
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4.

Sign in with your organizational account

someone@example.com

|3355-:-|:~rd

[[signin_SSO [EREHISSORFEE A ©

YNRSSOBEEFHEHE

a. FO#EBIMHER (IDP) 1Z2{HE:EEIfEStorageGRID THAE U EIFEINAE ©
b. E5:EER:E[EIFE - StorageGRID
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Single Sign-on

You can enable single sign-on (S50) if you want an external identity provider (IdP) to authorize all user access to StorageGRID. To start, enable identity federation
and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for any existing tenant accounts. Mext,
select Sandbox Mode to configure, save, and then test your 330 settings. After verifying the connections, select Enabled and click Save to start using 330.
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Single Sign-on

You can enable single sign-on (S30) if you want an external identity provider (1dP) to authorize all user access to StorageGRID. To start, enable
identity federation and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for

any existing tenant accounts. Mext, select Sandbox Mode to configure, save, and then test your 550 seltings. After verifying the connections,
select Enabled and click Save to start using S50,

S30 Status " Disabled * Sandbox Mode " Enabled

Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (S50} and
single logout (SLO) are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Senvices (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin Mode, using the relying party identifier(s) shown below.

2. Go to your identity provider's sign-on page: https:/fad2016.saml.sgws/adfs/|s/idpinitiatedsignon_htm

3. From this page, sign in to each StorageGRID relying party trust. If the SSO operation is successful, StorageGRID displays
a page with a success message. Otherwise, an error message is displayed.

When you have confirmed SS0O for each of the relying party trusts and you are ready to enforce the use of S50 for StorageGRID,
change the S50 Status to Enabled, and click Save.
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Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on {SS0) and
single logout (SLO) are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Services (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin Node, using the relying party identifier(s) shown below.

G_ Go to your identity provider's sign-on page: https:ﬁadZU1En.saml_sgwsfadfsflsfidpinitiatedsignon_htnD

3. From this page, sign in to each StorageGRID relying party trust. If the SS0O operation is successful, StorageGRID displays
a page with a success message. Otherwise, an error message is displayed.

When you have confirmed SSO for each of the relying party trusts and you are ready to enforce the use of SS0 for StorageGRID,
change the S50 Status to Enabled. and click Save.
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You are not signed in.
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A Warning

Enable single sign-on

After you enable S50, no local users—including the root user—will be able to sign in to the Grid
Manager, the Tenant Manager, the Grid Management AP, or the Tenant Management APl

Before proceeding, confirm the following:

# YYou have imported at least one federated group from the identity source and assigned Root
Access management permissions to the group. You must confirm that at least one
federated user has oot Access permission to the Grid Manager and to the Tenant Manager
for any existing tenant accounts.

* You have tested all relying party trusts using sandbox mode.

Are you sure you want to enable single sign-on?
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A Warning

Disable single sign-on

After you disable S30 or switch to sandbox mode, local users will be able to sign in. Are you sure

wou want to proceed?
o
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EHERAREMBAHE—EIEHEAISSO - EEFERAKREMEIAESSO ~ KN BFEEIRLYds
% Shell ©
CEENER

s C BB S EREFEEUER

* IRWAJEYER Passwords. txt FE2E .

* BAERE A rootEAE RIS o
RN EIEIIE

FHE—EIEMMIISSOZE ~ A UASHEIRERE NS 2E AGrid Manager ° & E{R5&StorageGRID &Y
TEERSF  CRBEESHE « FRENG < Shel (EB IR/ _ EFHAAAESSO ©

e B — IR BLY SO A B B B ABAS R {E AT EL A IEREEISSORRE ° Grid Managerdi & —
() ®BAEELH MEESSSSO ') KEUFHERSEIURE  RIHOEHATARANSSORE « &
ey 7 OO

PER

1. ZEAEIRHERS
a. BIAT3&< | ssh admin@Admin Node IP
b. B AAFFRFIAVES Passwords . txt 1B !
C. A THISL U Eroot : su -

d. A FFIFIAIEEES Passwords . txt FEZE -
EIErootBE AR I RBREFE s E 4 o

2. F1TFHES © disable-saml
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AMEFRTZMLEERANILEENR,

3. R E(ZHSSO

MERTER EHNE—SABRFEH -

4. RPEERBERFINE—(ESEEHR_EAIGrid Manager ©

IREEEERGrid ManagerZ AE®

H#SSOBFH °

5. fEFroot{EAE LBl A5 t&root EREZEE A
6. NRICEABEEEIFSSO/AREMERMEASSO :

a. PEIEEAS TP IS BB A
b. YR ERSARMISSORE °
o T T ff*] o

[e]

B—T TE—8A) BEEFY M#F - SESERBAREMEMEISSOLEE -

7. IR TE A EHMEE MR EEZEGrid Managerf & RH{EASSO :

a. PITHEEERITHERITIERI/E ©
b. $#—T*&H* - ARRARIGrid Manager ©
C. (TEIREREL FEIRRASSO o EEIMUIT FIHE—HEF ¢

" HITTTHEFS | enable-saml

MERTZSEERRILE

RIS BRSSO ©
MERTE L ERAE—BA o
o EHFAMSAEMRERRL ¢ reboot

TRENRY -

8. PEEBIESS - WAARNEIEEEERGrid Manager ©
9. F¥StorageGRID £2EHIE EEAEREAL BEE  BEXBEH ASSOR:E « 7 8E7ZEGrid Manager ©

HERIEN
"REE—EA"
ERMEES AR IRESR

,ax__fuﬁﬁﬁﬁﬂ)fl i AR %?é?ﬁ%
AR in&EREZ 2/ GE

RY4SNER A B 77 EXStorageGRID  {The) 7T 4BRYERIE o
BT YN T AL 2K EZ 1 StorageGRID VMware ©

HD% REEStorageGRID {FERSMNPEEE T BAFEUINEE ~ BIBERGrid Manager EEsEY AR IH/&E Lk

REENERIIMNITA -
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MERREEE AP RS

EEMMYERIR&SE « BALURHE /&R ~ S fEAGrid ManagerE4 —1E&:E ©
REBENESR

* W ERAE TRFEU R o

* W BFER SRR B 2SS A Grid Manager ©

* T ERIE IR ERARY P S AR 78 o

s [NBE R EStorageGRID MEAFHANNEEMRESEE1 ~ WHEEHENCAREAS

* MREE HERCHES « AVRENARSHBNAESBNBEA B EoT/A o
HER

1. 7£Grid Manager/ ~ BEEU 4B AE*>*ZEUZH*>* A B i /&8

IR g IR TRRRSSE BE o

Client Certificates

You can upload or generate one or more client cerificates to allow Storage GRID to authenticate external client access.

|+ + Add || / Edit| | % Remove |

Name Allow Prometheus Expiration Date
Mo client cerfificates configured
2. 3R TAdd*) o
BEENFET [ LER:E) HE -
Upload Certificate

MName @

Mlow Prometheus @[]

Certificate Details

Upload the public key for the client cerificate.

Upload Client Cerificate ‘ ‘ Generate Client Certificate

3. MA—EN 1 EI32EF e 2 R RE S o
4. EEFRINIEEET B7FEPrometheustsiZ s A EFPrometheus* ZEXN /5 18 o
S. HESELIRE
A8 HERE « BAIE sAiiEE o
b. EEELIRE ~ sAHIT ALEE -
6. [[upload_cert |&EE _E{E&:E
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a. EEF HERRIRESE" -
b. BERENAFEIR ©

HEEENARTRZRE - SEAVRETEERES

Upload Certificate

Name @ test-cerificate-upload

Allow Prometheus @

Certificate Details

Upload the public key for the client cerificate.

SPEP*{RL °

Upload Client Certificate ‘ | Generate Client Cerdificate

Uploaded file name:  client (1) crt

Certificate metadata € Subject DN: /C=USiST=Califomia/L=Sunnyvale/O=Example Co/OU=IT/CN="*53 exa

mple.com
Serial Number. 0D:0EFC:16:75:B2:BE:3

E7D:4T:4D:05:49:08:F37BES:4AT1:90

Issuer DN: /C=US/ST=California/L=Sunnyvale/0=Example Co/OU=IT/ICHN=*53 exa

mple.com
Issued On: 2020-06-19T22:11:56.00
Expires On: 2021-06-15T22:11:56.00

0z
0Z

SHA-1 Fingerprint: 13:A4D6:06:2B:90:FEEY 7B.EB: 1AB3:BE:C3:6230:BTAGET:FO
SHA-256 Fingerprint: 5C:29:06:68:CF:81:50:B8:4F AQ56:FTAT:AB3C36:FAZDBT 32:.44:C;
T4:852CBD:EG67:37.C3AC60

Certificate PEM @

VBL gU""'L

|'i~v-f'11r}-3LL.=nE>,L:|

xCzLJRgHVBASM

Copy cerificate to clipboard ‘

[== R

a. EERUEEENEIBIRGE  ABRREREISMNBEETA -

b. {FA4RIE T ERTAR SRR AL IMPESIET A o
C. 3EEY* I1E*) ~ i /ReBHETEIEGrid ManagerH o
. [generate_cert |EEELRE ¢

W)

B EERPIRESR -
b. i A EIRERAVEE R EEIPALtL

C. AT IBA—EX - 509F=E (thiBAHAI%ME (DN) ) ~ LERRIEAZRENRRE

d. ZE - BEUREAYRIIRE - TEREAT3I0K ©
e. EEVESE

DEEPEER) - UREPEP) Kk NEELEEE

1 RUEEA -

HE o
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Upload Certificate
Mamz & test-cerificate-generate

Allow Frometheus @

Certificate Details

Upload the public key for the clisnt cedificsts,

Uplesd Client Certificste | Generste Clignt Cadificate

Certificate metadats  €) Subject DN: /Ch=tastcom
Serial Number: 0B:F2:FB:78:B2:13:E4.0F :54:83:30:35:58:8F: 2A4:03:53:BO:EZ:0
A
Issuer DMN: ‘Ch=tast.com
Issued On: 2020-11-20T22:44:48.000Z
Expites On: - 2022-11-20T22:44:48 000Z
SHA-1 Fingerprint: 8E:08:8C:F8:3E:20:88;E4:C8:42:52:5F: 32, TE:ET:63:808:88:F3:3
o
SHA-258 Fingerprint: 73:02:51:83:ED:D3:8%:AD:7E B8 :4C:AF AE:34:76:B8:42:FE:0D:
EF:73:C0:A4:68:C2,EB:85,84.C2:04:7ABD

Cadificate PEM & | === BESIN CERTIFTCATE--=—- )
MITCysCrABOgiwIBAgTTCE i TdrT

BOAwEsERHABCR I TE Aww TG adCs Jha OwHh oM 2 bT'T

M3 IORDOEW  ATHR Ew D T VOO DDA R 0 R XN LR v b T CCA S Iw DU Y JRo 2 ThecBAQEREOAD

goEPADCCADeCggEBAK O 24E S e e GuBb2 EH cidf /¢ TeExLeBEm+dvIwszl qﬂcR

KgHZ21BEYI0N/ Vo7 200 2miFE yBuk yOTX SC0E Inrr 03 TBLe IR EEE=T oo Lok,

De=BEFYzd02axinEl /X ANTEcERET ST OO Cudc 0V uVlexdy2 1T SSokn i Bmla
AVnkTEEECEEyTFalaoiaLETHI Oz o BOxBECpADT FOEaIy2 £6Kg5eS

gSiwE2PETUBM
EOVRORBAww

Copy cerificate to dipboard

Certificate grivate key @ | ———" EEEIF RIR FRIVAIE EEY----— "~
HIIEpQIBARKCAQEAr TZ0H2bHak+=ad0r Bk y iy T 1/ +1NuzEn0EaE T LB FO2ENC /Bl
EdnaUHlghCEoq vk l1Ha Y borTHCTJBOQE 15k 1+ RIME - dhZ ScExCEwige K2VRUD T
CwE e B TP Do 0 F4R TN Bk ix VT S I TOMa T i J s R SV EH I IOVE I RygeMEY Sas
TR g TR P I Bn T T0S 4 Sogylw oM EVDOg R /A TUHTEEokngPaTHto i L2/ 0 2Dms T8
25Cg=203xad: gPulimoWo5h8kTnowEiHNHI £mi Dyxnkp S BN OMaDm/ oY «JEaW
IwZEERSpE S lukska kT DAVHONG TODFED vy I DR AR c IBADC FEUEY 4pENHasy
SuELEDedy v/ SCn+Rdmrodg B S xWECDrE IR1EDG+HThY r Edon EXHO0+ACTVAC)
HE1QET%DVpwEs Spublsri¥ Sere rEnp Bl CMaH Y BT xS ub U Tag sl
s IR FEIvAE T flrZx WY dn02RPE i rog Y gellge S Y (N7 32 03 naTrme Tdma Y EEE

Ad4Hvaon

Copy private key to dipboard

A& You will not be sble to view the cerificate private ey sfter you close this dislog. To save the keys for future reference, copy end paste the values to
anather locstion

a. AU R NEIBIALE « ARRIRBREEISMNREIET R -
b. A IRFAE IRENEITIAEE « ARKSWALTIIMNBEIZETR -

() memsEsie  CREMSELELE - SLRENIIRRAE .

c. Y 77" - K RERETFEGrid Manager ©

8. TEHMBESIET R (fltNGrafana) L&TE FFIRE °
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Grafana@B BB Ty ERRIRH

sg-prometheus

HTTP

URL ; https://admin-node.example.com:9091

Access Server (default)

Whitelisted Cookies

Auth

Basic auth With Credentials

TLS Client Auth [ @ ] |With CA Cert

Skip TLS Verify

Forward OAuth Identity

TLS/SSL Auth Details

ServerName admin-node.example.com

Client Cert

a. 2t | BAERRE o
FEZILEN « BEEARMELEIRFELR o StorageGRID

b. * URL* : B A EIRENRAAVABI A FBERIPAL o I8 EHTTPSHIEIZIE9091 ©




fBI90 © nttps://admin-node.example.com: 9091

C. BYFE* TLSH P IR F1* CASIEE" ©
d. BEENEERSEENCAEMHERIRLE] ITLS/SSLEEEFAER T MCASRE] o
e. [EiR23%TE - A SRR ATE o

RRZSHBOLENSEENTEARSSREPERIAERTE o
f. #EM AR S StorageGRID & FESi AN iE RIE A EBMIZ 18 o
fRIRTE AT LAStorageGRID {FHYMBESIET B ~ #EThRER _E7FEXPrometheus?giZ o
WEIEIZRAERAE A ~ A2 REEITM R EEHEAE StorageGRID B3GR ©
R
"{E A StorageGRID Bl Z 205"
"ZGrid ManagerflTenant Managers& i€ B 5] {AiR2S /&R:E"
"BEPELIE | RREEERR"
RERAREEERAPIRE&SE
BRI LURERBE IS EHZTE - BURS{EAPrometheusTzEY « S27E B AIHY /RSB EARS HEHAYR:E o
TEENER
« S BEER TREFEBU #ER -
* BB ZIRAVEIEE 28 E A Grid Manager ©
* S EREE IR IP A IS AR 2B o
* MREE HEREBENTAR £ - BINEREAEER L FREEREMNLE SR o

1. SRR > I B> R

LR EHIR TRRR&E B © 5HIRAEE
TR HEFRZEAAR - RSB EIHAN 2B - REPEFHIRAR « WHBHET o

|4 Add || # Edit || % Remove |

Name Allow Prometheus Expiration Date
) | test-certificate-upload v 2021-06-19 16:11:56 MDT
® test-cerificate-generate s 2022-08-20 09:42:00 MDT

Displaying 2 certificates.

2. ENCBIRE R A ARBIERE
3. BEERE
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MREERE) HEEARPERILIR -
Edit Ceriificate test-certificate-generate

Name @ test-certificate-generate

Allow Prometheus @

Certificate Details

Upload the public key for the client cerlificate.

Upload Client Cerlificate ‘

‘ Generate Client Certificate

Certificate metadata @ Subject DN:

Serial Number:

Issuer DN:

Issued On:

Expires On:

SHA-1 Fingerprint:
SHA-256 Fingerprint:

Certificate FEM  ©

4 HRBEITRENE
5. AR [
6. NRIT HWHEYEE

a EUHRBENEINALE R

————— BEGIN ‘CERTIFICLATE

{Ch=test.com

0C:11:87:6C 1E:FD: 1316 F3:F2.06:09:DAGD:BC.CE2A:A9:C3:53
ICH=tast.com

2020-11-23T15:53:33.0002

2022-11-23T15:53:33.0002

AEEGTOATDICI39 TAN9F9.62:98:81.8A:8T.CDi43: 16:5%AT
63.07:BF:FF .08 1E:84.F 1:D4:67.C6:16:80:35:26:00.CH A3 1311 TESESD
EC7TATEEF:23:14:55:30:56

WERLEY YETIS
FRINkEBDATRCHdOrvES
dCONwxkpWIleBnC ok b
JCAWEARMEMBTWEWYDVROREAwT

Copy cerlificate to clipboard ‘

~ B REE1FTEGrid Managerd o

AEEISMBESHET A -

b. fE MR T AR MBS REN LR ZISMNIEIET A -
C. fESMEREEIE T A I AEU&EML TSR -

7. MRITEEMBEE

a. EEUIBRENINAE R TISNIEET A o

b. JEERALE SIRENEBIRGE « RRE

®

RAPAEEE S 1R1E

RAZISMERESIET A o

TR EERANENNTEER - RERERIREAE -

C. 7ESMEREEEE T A R#F I AIEUEEMLE I8 -

B[]
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BIRAREIEE AR IRERSE

MRER &R5E ~ PILUSHEHRBER o
CEENER

* i BER TREFEBU #R -
* W BEFER IR R B 2SS A Grid Manager ©

1. BEHERRE> TR > PR B o

IERrE IR TRRRESR BH o JIHIRARVEE -

|4 Add || # Edit || % Remove |

Name Allow Prometheus Expiration Date
() | test-certificate-upload ' 2021-06-19 16:11:56 MDT
® test-cerificate-generate « 2022-08-20 09:42:00 MDT

Displaying 2 certificates.
2. EINEEBIR 2 /REB L AIRVEIERZH o
3. EERPR o
BEEDRE SR 5E IR ©

A Warning

Delete certificate

Are you sure you want to delete the cerfificate "test-certificate-generate”?

| cca [

4. FIBHETE" ©

REEANEBER o

RE & I8 Bk

AR — RS EILREIRAMRE (KMS) ~ MRS A PR B 58 b
Zh o

tEEEREEMERE (KMS) ?

@?‘\ﬁﬁﬂﬂﬁﬁﬁ (KMS) 2—HE4MIBHIE =75 % 4iStorageGRID - A]#&EiBStorageGRID IS IR B &4 EFH17
E (KMIP) ~ AiERIHMNIL S EAERE B MR HNZEE o
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TR A EA—S S EE R EIRFERSS « ZREIEStorageGRID %24 HA R B * B R4 NN 2532 E AR fAIER RV B RE AN ZE
T8 o AIERERPORIRERKE « REAESEARSREERAEENIIEIHER - WAERESH - RiHH
BREME 2% - FRIFER AT AEKMSER « BRI EAFIERAEE LAERER -

T2 EREARMENRE AR ENRAIMNEEE o StorageGRIDIMRITITHEAIMNI SR

®

EIARERHISC M ~ BB AREIT ST EREBFT o

&R StorageGRID THAENNZR /5 3%

EIREARAI K IREStorageGRID FLEE K] « A ABRARINAIRE AR « TR BRENEE
EMEER o JTHREETFNEEBHEEETHNEE - MRECRERY - F2REHERE

RIMFTFZMNE B RIRYEETE © StorageGRIDIEEZIRRE P AN E ~ LUAIELE R EZR S

EEHEETR o

TEFRIZHStorageGRID BRI IENMZ A EZNSRIEE o

INE#EIR

Grid Manager Y& i@ E 1R (AARES
(KMS)

T (XEERMRERR) PRAL
2% SANTtricity

EEE IR S IR

BIFAI

&AL %A StorageGRID ZIEARE
HIREEMEMRES MEERAR
E>*EIREIEMEARESY) ~ WAZKE
FREERAEEINE - A% ~ FEF
SEEMMMTEEEKMS - UEXRS
BmMELiE (KEK) - lt£EEm
R RZE{EVolume LB ERINER
%£i8 (DEK) o

MRFEFEALE AU R
2I08E ~ A LUEASANTtricity 32
EBRHAEIEREN] RBEUKEEY
28 o FEZREMIRHE FHE

& LLTEGrid Manager ER B (417
BN EIE (4HRE>* R AR
EF>* NG EEIE) © BNAR ~ EfIk
EREER RSB RMZ I
Y ~ BB TERAENERRINNZS ©

AR
TR R R BRI e A B
EiRL o FEFSEE FAVFRA ENIERAE
ZEIRE - BRERPONERRE
LBk o AIEECStorageGRID Zf
PRBFERNEFRBENRTE R E
B -

BEASTEHIRINE (FDE) WHiBRHE
ST ERIEIRE (FIPS) Bk
BT o KRB AP
BERNMIER 2IfRE - BRBERE
REEER OB - BARESD
R B RIRF R REERE
fER o

"SG6000f#T1FLE"
"SG5700f#1F& "

"SG5600fE1ZRE"

FERERRIS3FNSwiftIF &kl o IRA
BEEEY RS INE - YIS
IR MR ERA g -

RN
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PRI
S3fEEBME

S3HAIARESIHNZE (SSe)

S3VHEARARIRINE « AT
HE9ER (SSE-C)

SMERVolume S B EIFIRE N2

Y2 A StorageGRID BIE7ER
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BIEAT

TBEH—E TRAELL MEE
K~ ARIREEAININES o {ERIRTEY
HERNNZRVFE ~ RS TEHEEY
HARIINZS o

103 HSIERRAF I ALAAA x-
amz-server-side-encryption

ERIRER

TR HSIERURFYMG - BES
=fBZERIREA o

* x—amz-server-side-
encryption-customer-
algorithm

* x—amz-server-side-
encryption-customer-key

* x—amz-server-side-
encryption-customer-
key-MD5

MR StorageGRID EHZEFE S
&~ S UERRB R IENNE
FERNNZ (BRI E R ERER
& o

& A LAEStorageGRID ¥4 &R
chiE & R HEEN | StorageGRID &
Kz Al ~ (EAIETIRE IR %
RINFBMEBERFPESEN o

BAR

ERAAINBISIMIF B} - AR
HEBRIEEME - HENRFTFEY
HEAEME - YfFPEERAEMYD
HRENAENE -

"ERSS"

ZIRITHRENAISIMIH B - AR
YIPHEREMNE - Y REERE
R E A EMNE ©

B E1EE4] o StorageGRID

"ERSS"

ZIRITHEENAISIMIH B - AR
YIHEREMNE - Y REERNE
R E A EMNE ©

£ iR StorageGRID FEINEEMER
HEANE o

"{EFES3"

FREMHER « PES A RE
BER -~ RREEHEREHERE
HEHSME -

SMEBANE 7554 F) B AR st N
BEETEE o ATEEMSIHRT
EAEETER o

ERYEERMNPEEY (RfE
RBERERME) o

SMNER AN 75 74 P B R A A N2
REEMEIR o FJEEMS 7
EEEEER -

"Amazon Simple Storage Service -
A B15m | (ERAPmINER
{REEEIY
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KMS setup

Create a StorageGRID
client in the KMS

Obtain KMS details:

¢ Host names and port

s Alias for encryption key
e Server CA certificate

* Public client certificate
e (Client private key

Add KMS to Grid Manager
for a site or group of sites

Poweron

or reboot?

Appliance setup

Enable node encryption in
Appliance Installer

install appliance:

e Disks are encrypted
with data encryption
keys (DEKs)

* DEKs are encrypted
with temporary key
encryption key (KEK)

Deploy appliance asa
node in StorageGRID

Has a KMS

been configured for
the site?

Appliance receives KMS
configuration

Appliance connects to
KMS to request key

KMS key replaces
temporary KEK

Appliance is secured by
KMS
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Data Center 1 Data Center 2 Data Center 3
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] |

- Appliance node with node encryption enabled

X Appliance node without node encryption enabled

- Non-appliance node (not encrypted)
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Key Management Server

If your StorageGRID system includes appliance nodes with node encryption enabled, you can use an external key management server (KMS) fo manage the encryplion keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Nodes
You can configure more than ona KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site
Eefore adding a KMS:

» Ensure that the KMS is KMIP-compliant

« Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions. see administering StorageGRID

‘+ Create | | # Edil | | @ Remove
KMS Display Name © Key Name © Manages keys for & Hosthame & Certificate Status ©

No key management servers have been configured. Select Create.

2. EE4E* Create (Eir) o

;ttﬁ@tljiﬁ FAdd a Key Management Server (¥ii¢&igEIEMARES) | BEMSE1 EAKMSFAEZR

Add a Key Management Server

o 2 3

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Enter information about the external key management server (KMS) and the StorageGRID client you configured in that
KMS. If you are configuring a KMS cluster, select + to add a hostname for each server in the cluster.

KMS Display Name @
Key Name @
Manages keys for & ~ Choose One — v
Port @ 5605

Hostname @ s

3. $#+¥H&StorageGRID TEZKMSH R ENKMSHEEAF i ~ MA TFIEH ©
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Add a Key Management Server

o—0

Enter KMS Uplead
Dietails Server
Certificate

o
Upload Client
Certificates

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) or a
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate &

2. HEREBIES -

BAEPEE RS AR P AR o

EBrowse

=1 3
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Add a Key Management Server

o 0

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) ora
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate @ Browse k170vCA pem

Server Certficate Metadata

Server DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Root CA
Serial Number: 71:CD:6D:72:53:B5:60:0A:8C:69:13.0D0:4D:D7 .51:0E
Issue DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySacurs Root CA
lssued On: 2020-10-15T21:12:45.0002
Expires On: 2030-10-13T21:12:45.0002
SHA-1 Fingerprint: EE:E4:6E:17:86.DF:56:B4 F5:AF:A2:3C:BD:56:6B:10:DB:B2:5A 79

= 1

SH®E-

== b n

() ;mecre7TEIEGES  SEEENNETNNEBETE
3. BB TF—5
3R TAdd a Key Management Server ({18 EEMAAMARES) 1| BENTRI (LERARWEHE) o

B3 | LERRIRESE

£ it EiEEIRAReS BENSRI (LERPIRES) F - LT LERPIREENA
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Add a Key Management Server

—0 0

Enter KMS Upload Upload
Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate € Browse

Client Cerificate Private Key @ Browse

o [
2. HERFPIRREEE o
Lt g B P iR /RsE PEER o

3. ABERFPIHRENLAEERME -
4. HENTESRIER

LR SRR A P IR /SR M A P IR SR FAE S IRAV PSR -

85



Add a Key Management Server

@ @

Enter KMS Upload Upload

Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server ON:  /CN=admin/UID=
Serial Number: 7D:5ABA2T:02:40:C8:F5:19:A1:28:22:E7:D6:E2:EB
Issue DN: /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Hoot CA
Issued On: 2020-10-15T23:31:48.0002
Expires On: 2022-10-15T723:31:48.000Z
SHA-1 Fingerprint: A7:10:AC:39:85:42:80:8F FF:62:AD-A1:BD:CF:4C:50:F 3:E9:36:65

Client Certificate Private Key @ Browse k170vClientKey. pem
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Add a Key Management Server

O—0 0

Enter KMS Upload Upload
Details Senver Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server DN:  /CN=admin/UID=
Serial Number: 7D5A8A2T.02:40:CH:F519AT1.28:22.E7V-DG:E2.EB
Issue DN: /C=US/ST=MD/L=Belcamp/0=Gemalto/CN=KeySacure Root CA
Issued On: 2020-10-15T23:31:45.000Z
Expires On: 2022-10-15T23:31:49.000Z
SHA-1 Fingerprint:  A7:10:AC:39.85:42:80:8F FF 62:AD:A1:BD:CF-4C:90:F3:E9:36:69

Client Certificate Private Key @ Browse k170vClisntKey. pem

Select Force Save to save this KMS without testing the external connections. If there is an issue with the configuration,

you might not be able to reboat any FDE-enablad appliance nodes at the affected site, and you might lose access to
your data.

= e

SIS B REKMSAE  (EFE S SER AR B REKVMS 2 N5 el - R
()  ‘ammrmE - cesms BRI Y e CREBHEITMERRE G - FERER
RZBN ~ (AR ERY o

8. WREIMENES « MNRCHEZRHH7FAER « FEEE OK * °

A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

If there is an issue with the configuration. you might not be able to reboot any appliance nodes
with node encryption enablad at the affected site, and you might lose access to your data.

=

RS RHEFKMSAERE « EXRT RIS EKMSHELR ©
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Key Management Server

If your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS} to manage the encryption keys that protect your Storage GRID at
rest.

Caonfiguration Details Encrypted Modas

‘You can configure more than one KMS (or KMS cluster) io manage the encryption keys for appliance nodes. For example. you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

Ensure that the KMS is KMIP-compliant.

Configure StorageGRID as a client in the KMS.

Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID.

| 4 Create | ‘ # Edit | | o Remove|

KMS Display Name Key Name © Manages keys for & Hostname @ Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.95 164 " All certificates are valid
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Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

‘You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID

= Create | ‘ & Edt | | & Remnve|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

2. (AR EIRRER IR ERL RS 1R

3.

90

Key Management Server

If vour StorageGRID system includes appliance nodes with Full Disk Encryption (FDE) enabled, yvou can use an external key management server (KM3) to manage the
encryption keys that protect your StorageGRID data at rest

-
Configuration Details Encrypted Nodes

i,

You can configure more than one KMS {or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one
default KMS to manage the keys for all appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a
particular site.

TINZENRE) 2R3

RE G5 StorageGRID R EIRMNEZ RENZ IR AR PR AEEEN

Configuration Details Encrypted Nodes

Review the KMS status for all appliance nodes that have node ancryption enabled. Address any issues immediately to ensure your data is fully protected. If no KMS exists for a site
select Configuration Details and add a KMS.

Nodes with Encryption Enabled

Node Name Node Type Site KMS Display Name © Key UID © Status ©
SGA-010-096-104-67 (§ Storage Node Data Center 1 Default KMS 41bi...5c57 «" Connected to KMS (2021-03-12 10:5%:32 MST)

BRFRRPSERAEENMIEN -

ki Btz
R Ry FEFRRERNATE o

BRLAETRY ENRAERE | RfFaefs - BIESRE -

A8k LHEENRLERYIE 5% H8 © StorageGRID



kA
NERRTRE

EIRUID

>
e

=RER
FR B RIKM STt 4 4478 o

NRAKRFIEKMS ~ FEI THHRSHFEER R IIREIAFIEKMS -
Mg IR EIEMARE (KMS) "

MEZEHHVE—ID ~ ARNEREZRAREHR ENER - B2EHR
TENEMUID « FRFREEERERL -

Wi (1) RTEHE—IBRA - JRERAREARENREKMSZ
EIRYZEARFERE o

KMSELFE A4 B B R < RVERRIARE - SIRENEEBER « R
BI0DEEH—R - EEKMSHEBEZ R « B SERZ XD EN
R fEl 7 BEEEA ©

VER R REMBIEEERIEDS « ASEREIMEIE -

4. IR THRES) HHISLHKMSHIRE ~ sAILENARREIRE o

TE—RRKMSTEZEERMA « ARG ERZEKMS * o MNRERLERERPEDER « A SRRERERRE (B2

RARASARA)

HthikrE:T B B ¥ fEStorageGRID MR B EERISesit 4 -

° AR AKmsHERS

° KMSEEARHER

° FAEIkms B & /2T
° KMSHNE &R e ki

° KMSER AT RAREHIRE
° RREKMSHE 2 REIEM R PEHEStorageGRID sREAPRIEZR L RENF

()  CoBEIRAEERIE « BRSNS o

FERAE

"BRIERIY ; RREEOHA"

RETREIEGRSE (KMS)

TRIBE R 2RE T B EIRMAARSIAVAERS « HIT0 « MER/REEIFBH -

CRENER

* B AERR RS REEARSNZEEHEERX"
* MREIT B BRTEINBIKMSHBE ~ B BEEARE S EFHIEKMSHIE E518" o

91


https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/monitor/index.html

* fCERR TREFEU R
* B IRRVRIEE 28 F A Grid Manager ©

TR
1. EEER RARRE SR EERMARE" -

rEREEARS REMBEELER « LETAEERENTIREERMRES °

Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enahled, you can use an external key management server (KMS} to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

*fou can configure more than one KMS {or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID,

| o+ Create | ‘ # Edit | | & Remove|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid
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BKMS L ZIERNEE - AR EEARS SHEESRERAMBEEAIRS

MRHIFHEZRAS ~ FIREMSFAER  ARENHEE"

Bt ~ MBI AIEKMSIEERATE & B EMKMS B « SUBAR RIS - ERIA BRG] Mk mIBm e
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IR CFBEAMRFERIERZ AHTF B RIRVAERS  SHERaslf#E" o
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R~ (TR AT R o
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12. 1BFIERES « WIREHE 2R HFAER S8R OK* o

A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

If there is an issue with the configuration, you might not be able to reboot any appliance nodes
with node encryption enablad at the affected site, and you might lose access to your data.

Cancel

ARG HFKMSAER ~ EFRFAFHEKMSHELR ©

BirEBEIEMRSE (KMS)

EFELEBERT ~ EostgEERIRETREIEARSS o AU - MREEFRILS ~ nlgEEE
ERRRIL S ZEBRIKMS
TEENER
s AEERE RS EEIEARSSNESHEK" -
TwBERR TREFEEU R -
T BP A2 IRRVEIEE 235 A Grid Manager ©
RAMEIETL(E
ETHERT - EAIUFEBRKMS
 MRMEBEER ~ HihEFRERBEHNNZNEREERE « I UBRILEEBAIKMS o
* MR EECRREEINZIAENERE BN EFREILAEBKMS ~ ] LIBFRTEERKMS o
IR
1. EE AR AR T IR EIEENRSS

rEREEMARES EEBAILER - TRTEERENZREEMMRS -
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Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enahled, you can use an external key management server (KMS} to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

‘You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.
= Configure StorageGRID as a client in the KMS.
» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for

appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID

= Create | ‘ & Edt | | & Remnve|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

2. MBS T KMSHISEIEREE « AEBECHSR o
3. A SN S R E B EIE o

A Warning

Delete KMS Configuration
You can anly remove a KMS in these cases:

= You are removing a site-specific KMS for a site that has no appliance nodes with node

encryption enabled.
= You are removing the default KMS, but a site-specific KMS already exists for each site

with node encryption.

Are you sure you want to delete the Default KMS KMS configuration?

=

4. BIBEEE o

KMS#EREFERNTERR o

BIEHA

SR EIEE - CE MR R EIESIHISWItF S M A RIGTII BT
8 MR B2 i (E M StorageGRID {EHIfFE RAFTALITIBIERFASIES o

HARPRHE

HAIRA R ERE S TR (S3) REST APIELSwift REST APIBNE R iRERTE « iSYIE TR
E¥StorageGRID E|#E A FERNYIMH L -
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Mt - SEEFIRFPEHEBCHIREID ~ HIERENERE « FEENELS - URYHt -

5E « MRECBEBRFEFTRE LR ARERDIR « ORI UBIHEMBAIRE © HI0 ~ EEIUETINUE
—ERREGPRESERAIKRS !

* EEERRA | MREEEStorageGRID EEEAREXNEE—ENRETEN RN « KRS EEZRAR

RO TF & AR PR AR RIERPINNLARRRE © TEULEREAI ~ ERILIAITIHERPT « R SIREPI ~ ANEIRE
FIFZIERIRE ©
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* Y15 StorageGRID MEAEBE—F A (SSO) #E17x%4E * AIFARIRFZEABCHNEDHFIRIR « BEHA
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BIARRPZE ~ ERIUABIT RAIE

- BIEPERTART  MRESERIRPBAT AR « SFRACEET QIRFASHEESI - U
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Tenant Accounts

View information for each tenant account.

Hote; Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view
more recentvalues selectthe tenant and select View Details.

[+ Create || ® View details || # Edit || Adtions || Expartto CSV | SearchbyNamelD  Q

Display Mame & # Space Used € 11 | Quota Utilization @ 1T Quota & H Object Count & I Signin &

Mo results found.
Show 20 ¥ rows per page
2. 3#4E* Create (E1I) o

BEBNEET [Create Tenant Account (BiIFHFIRF) | EEEFEZIBEBUAR StorageGRID @E B #t
HZRAMMBE—ZEA (SSO) o

° WNIRAKFEMASSO ~ B MZITERIRE ) BEEERRMEE

Create Tenant Account

Tenant Details
Display Mame
Protocol & 53 7 Swift
Storage Qluota (optional) GB -

Authentication @

Canfigure how the tenant account will be accessed.

Uses Own |dentity Source W

Specify a password for the tenant’s local root user.
Lsername root
Fassword

Canfirm Passward

° YNREYASSO ~ MEVMERIRF ) BEEMERRT °



Create Tenant Account

Tenant Details
Display Mame S3 tenant (330 enabled)
Protocol & g3 T Swift
Allow Platform Services W

Storage Qluota (optional) GE -

Authentication

Because single sign-on is enabled, the tenant must use the Grid Managers identity federation
service, and no local users can sign in. You must select an existing federated group to have the
initial Root Access permission for the tenant.

Uses Own |dentity Source [

Single sign-on is enabled. The tenant cannot
use its own identity source.

Root Access Group gagrp oo

=1 3

AR
RS HAE

WEE—BA”
YN StorageGRID #HAfEASSO « BHEIBFIRA

ECRIMERIRAR « AILUEESTE « AP HERHEMFEFLE GER) - W
SR StorageGRID MERE—F A (SSO) - Gt RisEHRIRFEEEEAECHE D
SR ERIR ~ M AR R B At rootfE R & SR E MR ZEDE ©

FAREELE
NREPIRPRERAGrid Managersg ERIS 735 B! 2R ~ MGRZARTE R IRF RREFEVERR TR EEEHE

B AZE 2B BR BH4HEE A Grid Manager © 8RR EREIGrid ManagertEfRIE R4S LEEIRRH4H - A2 RIRVEREA
SIS TRRLE" o

1. ERERRE XFHRF AR IREAETRSE o

BTaBErA—EBHE— - BIARIRAE « FUEIE—RIZFIRAID
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2. FEEIHEPIRARERNA R IREEGE « 40 S37*50* Swift o

3. ﬁﬁ’:‘sﬁﬂ)ﬁ t&RA ~ BRIFEARIBZRILE P R T A RBMAS3ETEE « TAIBRE TAFFTEART1 2ES

MREATEIRT %Eﬁ_JLXTE%D%QDCIouderror%E% FEZRTFENIMERARTS o ISR SE 2 IZ RIS LETh
fE ~ LRHIEP ERNERERHEMEIRE - 552H F%EIF ARFEL o

4 75 TREFECER) X  EEIHBACSEIAS M ERNGE | TBRPBNBRARE o A% T
oA B o

MREHZUE A ERECE  SFRILRUER -

@ HANREFLRAKEESE WA/ MIFBEERE (HIRKX/)N) o ILMERTHERE
WA G EERNACERE - INRBBACEE « HARPMEERZIITYG

EERESERA RSO ERE « BERERE  BARS hAMRES SRRANE
(D)  HReEAERAPIEEE CHHEERE - #L8 - NRMLEMEN RN « 7
RV SR BE A BN - HARIMBITIER « ST -
5. MR FSERE CIBERIERE « SUETIISH -
a EE [EMESHSHBAICR KRS (BR) -
() mRERULEERSE - BOABESSEIBRRNASHENEEE MRS IARE
B SIS FMBIR - S BIHF RS SRR -
b. 785 By A Hroot BB 1S RS o
6. YNSRI ERAGrid ManagersR EMEHEFERE « SFEBETYILSER -
o EUMEER MERESNSHBAACR I -
b. ST FINE—SAIEIRIE -
+ EIREBBHEIRIT » 1660 Manager AU A NRARHE - BB ABTS IRk

@ NRIGH BHBVER « BIEIR—THAE « §7)HHGrid ManagerdhIRA AR 2
8 - DR~ FMARFERIME—51E o

- B A oot R E IS TS o
7T T o
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MNERE... BITIHCEN(E. ..
FEUZ PREZIR L BIGrid Manager #%— T2 [R*LUFR A BB ZEULERIRE ©

HPEERXNURLERT ¢

https://FODN or Admin Node IP:port/?accountId=20-
digit-account-1id/

® FODN or Admin Node IP = BIEMRLRYSE R AL 8k P
* port AHEFERERE
* 20-digit-account-id el PRBM—IRAID

1FEEE1I8443_ EMIGrid B—T &AL ~ REE MBEEFEEU HBMEBTPEMAGTHEENEE
Manager * B{EKRRE a5irootfd  #} o

&S

1FEVEE1I8443_FMIGrid HAIE TSR LlrootE A ©

Manager - A1 A rootfEFI &

REEE

9. DlrootBHEAME :
a. £ IREHPIRE] HE AR ~ #2—T WlrootE Al 17 o

Configure Tenant Account
" Account 53 tenant created successfully.

If you are ready to configure this tenant account, sign in as the tenant's root user. Then, click the

links below.

# Buckets - Create and manage buckets.
» Groups - Manage user groups, and assign group permissions.
» Users - Manage local users, and assign users to groups.

iR E g RGBT « RmIEREE UrootfERES DEAMFIRE ©

Signin as root
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a. H—TELELUREHRLIRE ©
SEEENSEELEEEXTHREENER - EESRILER  :A2RHEAIREEHERE o
b. BREE*SERL* o
10. [[section_Sign_in_lapp]& EfH&ZEFES :

WRIEEH... BHIT FYIEP—IE...
EiFIB443 * #Grid Manager?iEEVFEE* ~ A% IE—THARABEAIBEA

* ERERZERPRAESNURL

https://FODN or Admin Node IP/?accountId=20-
digit-account-id/

° FODN or Admin Node IP EEIRENRLRYSTEARILTEEIIP
firtik

° 20-digit-account-id eidPBM—IRAID
ZREREe * %¢Grid Manager?EECFAE* ~ SARIR— T B> o
* EHEERESRPHAEFNURL

https://FODN or Admin Node IP:port/?accountId=20
-digit-account-id

° FODN or Admin Node IPEEIRENEHMSTEAIGZIBZIP
ik

° port AP ERNZIREZE
° 20-digit-account-id eidPBME—IRAID

FERAER
BB Kis R FE

"EIESIHAIRP R & ARFS"
"ERERIRE"

WNRELFASSO ~ SR IIBFIRA

EICEMNTEPIRER - AILUSERATE - AR InEHTEKRHEFIREE (ER)  NRE
FiStorageGRID E—& A (SSO) ZKRBITINAE ~ &t BT LUIEE HMERH BB B+ 4B B B root?ZEY
RERRRERFAIRS ©

1. AR X F AT AR IREBERSE
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BT RET—EEHE— - BUMERIREE « SREIE—BIZFIRAID ©

2. BRI PR ERR A R IREITE » FIg0* S37*30* Swift o

3. iﬁéﬁ’:‘sﬁﬁﬁ &P ~ BRIEEABRILE P AT A RBMASIETEE « TAIBRE TASFTaRSES) ZES

MRERMATEIRT « 1P A UEEAEUNCloudMirroriE 5 FTHEE RFENIMNERARTS o (R SERE (=B LTS
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EEELSEEPIRFNHEERSE  AEINFEAZ" - HEIRFMAIUELEEREANE
@ RiRTEF EEAPIEEEHCONHEEFERE c 515 - RSB AEMENREPREE - 18
BPWHEEERSEAED A - ERERESINER « St T o
S. iEFR - MEABECHESHAINER G IREECHIZEL (S o
R EXESSO ~ fHR B FEHAGrid Managersg ERIF 9 #RIHR o (B A RIEERERIUEA

6. T IRTFERBEAE RAIA ~ EGrid Manageri#EBIR A AIBHER ¥4 ~ LIS FE R MOFIAIRTFEAENR o

@ NRIGH BHIBVER « BIEIR—THAIR « §%HGrid ManagerhIRERIEEEEHE - &
A « SFEABHERME— R o
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TREENER
* B BEAZIRIEIE 2SS AGrid Manager ©
© BAEREBRENEEUER o

FAREIRTE
YN:RStorageGRID SR RJRAAE—E A (SSO) - BUAtrootfEAEFEEAARIRE - HEH{TrootlE
BELIE - ERELABNEARFIREFIVEIRNVEEERE -
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1. A" o

MMARIRF ) BEEFEENLIR « W5 HFrERARERIRSE

Tenant Accounts
View information for each tenant account.

Mate: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view
more recentvalues, select the tenant and select View Details.

| + Create | | & View details | | # Edit | | Actions = | | Exportto C3V | | Search by NameflD Q

Display Name €& A Space Used © ! Quota Utilization @ 1T Quota @11 ObjectCount @11 Signin ©

® Account0d 50000 KB 0.00% 2000GE 100 =)
O Account0? 250 MB 0.01% 30.00 GB 500 ]
O | Account03 605.00 MB 4.03% 15.00 GB 31.000 =]
(0 | Account04 1.00GE 10.00% 10.00 GB 200,000 =]
O Accounts 0 bytes — Unlimited ] )

Show 20 ¥ rows perpage

2. EEVGEIREHNTERIRE o

MREHRFE S 20BN LNIER ~ EAILUEE —RESEEE LETRISH - FRESHR « IRETLE
iR IDEFHEAIRE -

MR ER ~ THREE) A0 TEhfF) IRIBERRA -
3.t M#nte) THITUEEH « B IZBIREE) o
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Change Root User Password - Account03

Username root
Mew Fassword (2L LT

Confirm Mew Fassword

4. HATAF IR BUSFEE o
5. JEIERIF" o

TERAE
"EH R4 B T2 B 17 E StorageGRID IAE"

AREETE A IR

o] UREETA R IR LUIE RN ATE « EEEDHAIKRRTE - AFHZIEFERT ~ 2
B A fHTFBCEE ©
CRENES

* [RNEFRZIERNEIE 2SS AGrid Manager ©

* SR BRERS TN FEEER o
Pz

1. B o

MMEENRE) BEMEEIHIR « W5 HAEIRAENHEEIRE ©

Tenant Accounts
View information for each tenant account.

Hote: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be cut of date. To view
mare recentvalues, select the tenant and select View Details.

| &= Create I |_@,) View details | |7Ea| | Actions = | |_Exp0rttu csv | Search by Name/D Q

Display Name €& A Space Used @ I Quota Utilization @ T Quota @11 Object Count @ T Signin @

® Account0? R00.00 KB 0.00% 2000 GB 100 L3
O  Account02 260 MB 0.01% 30.00 GB 500 w]
(O Account03 60500 MB 4.03% 15.00 GB 31,000 3|
(0 Account04 1.00.GB 10.00% 10.00 GB 200,000 *]
O Account0s 0 bytes — Unlimitad ] =]

Show 20 ¥  rows perpage
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2. ERVCEIRENTERIRE o

MREHRFEZ20EU LHIER ~ EAILUEE—RESEEE LEBRISH - ERESHIR « IRETHE
AP IDESHEARE -

3. EE R o

HERF IR TREFAFIRF) BE - ILHHABERRTERE—ZA (SSO) B - LR IRF HARREH
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Edit Tenant Account
Tenant Details

Display Mame Account03

Allow Platform Services

Storage Quota (opticnal} 15

Llzes Own |ldentity Source
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g One or more endpoints have experienced an error and might not be functioning properly. Go to the Endpoints page to view
the error details. The |ast error occurred 2 hours ago.
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2= HERTRESERRNRTERAR « LIEHIERELERHEESA - BENHER @ BE7TRREHEET -

Platform services endpoints

A platform services endpoint stores the information StorageGRID needs to use an external resource as a target for a platform service (CloudMirror
replication, notifications, or search integration). You must configure an endpoint for each platform service you plan to use.

g One or more endpoints have experienced an error, Select the endpoint for more details about the error. Meanwhile, the platform service request will be retried automatically.

5 endpoints Create endpoint

Display name @ % Lasterror @ = Type ® = URI® = URN @ =

my-endpoint-2 0 2 hours ago Search http://10.96.104.30:9200 urn:sgws:es::mydomain/sveloso/_doc
my-endpoint-3 0 3daysago Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::examplel
my-endpoint-5 12 days ago Motifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2:example3
my-endpoint-4 Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::example2
my-endpoint-1 53 Bucket http://10.96.104.167:10443 urn:sgws:s3::bucketl
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Data Center 1
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1280/0443 ~ FILBLEERIE FRENRAIES IRFER EREHTEESE -

MREEEMHBEIERIR « QIEAERBRBERIRRK E & 8T E 250N, o "'"EJLXE}%E%%TFEE’JL?@E
REBIUIHEL ~ (BELRRLG BN R ERIGCLBEREMMRT « MIFR & THRRT - ARRERE GRS~
R ERTS IR EIIR BT HIE o

(D cLemmRER-
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CPUTIHE

B S3T Swift M BEX EHFHER « SESIEHMREEHE_ M E & T ERIRIFESEILEE o FAMER
FF -~ BETESRREERELSERBEAEXECPUN BERSMNHFEL - iSCPUBHENEERENES
r—R ~ BINEAAES TIEEMER o FIAREHRHERIERRBENERESE « BNEEHELEER100%EHZE
RIS FERETAR o

EFLEERT « CPURIBEEENERN & & TH R RBATENGE

SR B T AR
TRILRIL ~ MR B PR e 8T 2 inal o
FERVASE AR

SEGHTEHRRGETIEEEEE « EREHHE (HTTPHTTPS) MARFFLER (S35(Swift) ° IREE
IHTTPSURAEL ~ i A EEeEE FAREZREE ©

TRENER
s Tt AEA RERU 1R -
* B IRRVRIEE 285 A Grid Manager ©
* MREFTREENHRERAN QT ERRBAIVERE « QI ABIRERTHE -

MBCEEHEETRIS « AR AR IRT S BT AR o CAILUE
(D)  mEmummEEeiceT R  BELRSYE Y NEERECLBEHSHE « Mk
WA - SRRERSEEIE TR BRI BHHE -
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Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 53 and Swift requests to Storage
Modes. HTTPS endpoint certificates are configured per endpoint.

© Changes to endpoints can take up to 15 minutes to be applied to all nodes.

4 Add endpoint port

Display name Port Using HTTPS

No endpoints configured.

2. JEEU TG ImRL o
M237inEh ) ¥EE7HRFEENHIR -

Create Endpoint
Display Mame
Port 10443
Protocol (O HTTP O HTTPS
Endpaint Binding Mode i@ Global (O HA Group VIPs (O MNode Interfaces

Cancel

3. BIAIGRLAVERRRTE « IR ERRE TERTHRIRR BEEAEES -
4. EAERIRSRES « HRBTATIEARERIRSRS -

NRITEANERRIRIES050443  InF R GEFEHR LRTE - RAELERRERETEENRL

@ ;;ﬁ%*rﬁfm,.ﬂ%ﬂﬁi‘“ﬁﬁﬂﬁ’] BIRIR - IFEARASMINIEMPERREE - F2EMERE
3] o

O. BEEY* HTTP 8¢ HTTPS *2RISE M ImF A AR EEHIFE o
6 s Hylﬂﬁgﬁil“ﬂ*g_t °

© Bk (FBR) : ImRARITEiERE RVERIRRES L7 ENFR A B ENRL A EIRENES o
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Create Endpoint

Display Mame
Port 10443
Protocol () HTTP O HTTPS
Endpoint Binding Mode (@ Global (O HA Group VIPs () Node Interfaces

@ This endpoint is currently bound globally. All nodes will use this endpoint unless an endpoint with an overriding binding mode exists for a specific port.

Cancel

° * HABFABVIP* | Unfh RAEEB R FTEHABHEE RAVERIPAALFE - FEUIRNFEZRIRRE A IUER
FRtEERYEIZIRIREE « Rl R B LR FIERNHABEA S MIULEE -

EINZ R ImRG Z R B IPAIUERIHARFAE ©

Create Endpoint
Display Mame
Part 10443
Protocol (O HTTP O HTTPS
Endpaint Binding Mode (O Global ® HA Group VIPs (O Node Interfaces
Name Description Virtual IP Addresses Interfaces

192.168.5.163 CO-REF-DC1-ADM1:eth0 (preferred Master,
] Groupl p
O Group2 47.47.5.162 CO-REF-DC1-ADM1:eth2 (preferred Master)

Displaying 2 HA groups.

A\ No HA groups selected. You must select one or more HA Groups; otherwise, this endpoint will act as a globally bound endpoint.

Cancel

°© BNRLTE : ImEs RIS E RV ENREAARER T E LY o EUCRN R E R IRRL I U ER ERERRER
IRSRES « REEETEKILAEENA -

ENEE IR EIRE TE o
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Create Endpoint

Display Mame
Port 10443
Protocol (O HTTP O HTTPS
Endpoint Binding Mode (O Global (O HA Group VIPs ® Node Interfaces

Node
CO-REF-DC1-ADM1
CO-REF-DC1-ADMA
CO-REF-DC1-ADMA1
CO-REF-DC1-GWA1
CO-REF-DC2-ADM1
CO-REF-DC2-GWH

ooooono

A\ No node interfaces selected. You must select one or more node interfaces; otherwise, this endpoint will act as a globally bound endpaint.

7. EEMRE o
MReEinRG ) ¥IEE77 HEFEENHIR -
8. JEHY* S37*E* Swift *DUEE ILInREFrARFS AR E SR -

Edit Endpoint Unsecured Port A (port 10449)

Endpoint Service Configuration

Endpoint service type @ S3 () Swift

9. YNREIEEE HTTP ~ FHREEETF ©

Interface
ethl
eth1
eth2
eth
eth(
eth

Cancel

BUALZEZMIRE - TBHTHSRHR EE LRG| LRV « EEIBSRN - EaiREM i

ZEID o

10. YNIRITGEER HTTPS WARE H{ERT « FEE EERE o
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Load Certificate
Upload the FEM-encoded custom certiﬂcate]:private key, and CA bundle files.
Server Cerificate Browse

Cerificate Private Key Browse

CABundle Browse

a. BB ARSRENBETLE R o

EEESSAFIREMAS3 APIIHR B RBEITER « FEASRENERFTEERT AR IRERE
AR BT ] BEREFRRIFR A ARSI ATE o HIA0  [EIARZS /RS PISEE EAARE T8 * . example. com ©

"ERTES3 APlimEL 4T g

a. (FIE%) BBECAEH o
b. i RAF"

LS & BB EERIPEM/encoded/&EE Kl o

M. INREIEE HTTPS WARRELRE  FFEBCELRE ©
Generate Certificate
Comain 1 * 53 .example.com +
IF1 0.0.0.0 +
Subject ICH=5torageGRID

Days valid 730

a. B AMEERIEEIP{IE o

eI UEA B A F i ARRRAI TR S T E23ART 2 A B IR MR A B ENRARY ST R s a8 o fIdn -
*.sgws.foo.com FEA*EBHAFITRMN gnl.sgws. foo.com # gn2.sgws.foo.com °

"RES3 APIR BB T
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a. JEE 4 AJATIE A E AR AR IP i o
MREERASTRE (HA) B4 - SEEHAERIPRYEE R B IPAIL -

b. S AT A —EX - 509F8 (HFEAMAILHE DN) ) ~ UBBIEAZRENAR o
C. WE  EEUEBAMMKY o FEREBTI0OR o
d JEEELE" o

R E B iR EE AV /&S PAEE R FIPEM/encoded/REE R ©
12. #%—TF T~ f#fF*] o

IHBERERNEEIL o TE#HTHRER EE EHNRRET R IRRETRRE « IR « GHinEMinR,
ID o

G
Y

AR

B A
"EIER R AR
EIRE T AR

HNRALZE2H (HTTP) imEh ~ Ee] LATES3FISwift 2 R B iR BLARFS AR o« HitZ%E (HTTPS) imEh ~ &/
IR IR EAARTSEEEY - WiIntRNEEZ 2 MEE -

TEENER
* T BER TREFEBU #R -
* W E(ER SRRV B EE 285 A Grid Manager ©

5
R AR B TR o

IR HIR TR T Eesng BE o XRPHHRANmE

TREIEH AR ZIHARY /ARG nkh
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Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 53 and Swift requests to Storage Nodes. HTTPS
endpaint cerificates are configured per endpaoint.

| = Add endpoint | | # Edit endpoint | | X Remove endpoint

Display name Port Using HTTPS
O  Unsecured Endpaint & 10444 Mo
® Secured Endpaint 1 10443 Yes

Displaying 2 endpoints.
2. EREEAREIIRES o
3. H— T 4REEIREL" o
MREEImES ) YisE 5 IRRERD IR -

HRAZER (HTTP) indh « IFHRHEARN NHRRBER) B - HNRZER (HTTPS) Un&h
SRTHEAREN NRRARFSER) N UEE) & ~ IR °

Endpoint Service Configuration

Endpoint service type

®

53 O Swift

Certificates

Upload Certificate ‘ ‘ Generate Certificate

Server CA

Certificate metadata Subject DN: /C=CA/ST=British Columbia/O=NetApp, Inc/OU=5GQA/CN=* mraymond-grid-a.sgqa.eng.netapp.com
Serial Number: 1C.FD:27:8B.EG.ASBA30:45:A9:16:4F DC.77:3E:CA:80.7D-AFES
Issuer DN: /C=CA/ST=British Columbia/O=EqualSign, Inc./OU=IT/CN=EqualSign Issuing CA
Issued On: 2000-01-01T00:00:00.000Z
Expires On: 3000-01-01T00:00:00.0002
SHA-1 Fingerprint: 60:30:5A:8C:62:C5:B8:49:DC:9A:B3:F7:B9:0B:5B:0E:D2:A2.FTE.CT
SHA-256 Fingerprint: AF.75.7F 44:C6:86:A4:84: B2 7D:11:DE:9F 49:D3:F6:2ATE:D9:4D: 24 1B:8A0B:B3:.7E:23.0F B3:CB:84:8
9
Alternative Names: DMS:* mraymond-grid-a.sgga.eng.netapp.com
DMS*.88-140-dc1-g1. mraymond-grid-a.sgga.eng.netapp.com
DMS*.99-142-dc1-s1.mraymond-grid-a.sgga.eng.netapp.com

Cerificate PEM |~ BEGIN CERTIFICATE----- ~
MITHfDCCBWSgAWIBAgIUHPOni+alujBFqRZP3Hc+xoBYr+kwDRYJEoZ IhvcNAQEL
BQAwb] ELMAKGA] UEERMCOOEXGT AXEgNVBAGMEE JyaXRpc2ggQ2 93dW1l 1aWEXGDAN
BgNVBLZoMDOVidWFaU21nbiwgSW5] L] ELMRAkGR] UECwwC SV HT AbBgNVBAMMFE VX
dWF3U21nbiBJc3N1aWsn IENBMCAX DT AWMDEWMT 2wMDAWMF oY D2 MwMDAWMT AxMDAW
MDAWH] B+MQawCQYDVORGEWIDOTEZMBCGR 1 UECAWQRNIpdG1 2aCBDb2 X 1 bRIpYTEV
MEMGR1 UECgWMTHV0 X BWLCBJbmMuMQOwCwYDVQOLDARTR] FEMS 4wLAYIVQODDCUg
Lml¥YX1tha SkLWdvaWQtY55zZ3FhImVuZ ySuZXRhcHAuY2 9tMI IBIjANBgkghkiG
SwOBAQEFAROCRQEAMI IBCaHCAQERAONUkWEEFg/BlULY+bIRE0MaVISC+RTSIZ102v
Hz4rSnrYCn,/WIRCT+fznmxzaG32RRUDInNLnX] ¥Yk+QUPRAIFZ+51dr6HIrYTE/NK

4. HinEEITAIREE o
HRALRH (HTTP) 2L~ #Ra[IL .

° BAES3HSwift 7 RV IRRLARTSEREY o
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© BERRBREE c HItRE (HTTPS) imkh « AL :

° BATES3HSwift 7 RV IRRLARTSEREY o

© BEIRRBRAEIE o

© BREEERE ©

° B BRpYERIEHAS AR AR « 55 LENEEMNREMEE -

EINRS IR B LU A RATER StorageGRID AR DA EN L IBRICAZEZEDBRVFAE o

@ AEEFERAIRNERHE - HIMNRHTTPEER/HTTPS « EABERIFNIRES o IKRIET
BB TERmE  ARENFIRIEETE

5. #5—T M ffz "] o

wmE

(R & B P 5 152

B A B TASRE
MBERBEBEHFERRE « AU EBS -

CEENER
* i BER TREFBU #R -
* W BEFER IR A B 2S5 A Grid Manager ©

1. BEAR >R RE > B H T E R IR o
LR tHIR TS T Eesmss) BE o RPHHRANImE,

Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode poris that accept and load balance 53 and Swift requests to Storage Nodes. HTTPS
endpaint cerificates are configured per endpaoint.

| = Add endpoint | | # Edit endpoint | | X Remove endpoint

Display name Port Using HTTPS
O  Unsecured Endpaint & 10444 Mo
@ Secured Endpoint 1 10443 Yes

Displaying 2 endpoints.

2. EEVEERIRZ Inth s AIRVEIRIZR
3 #B—T TRMRimas o

IZEEI]?‘\E/—FEEUU Eﬁjj_i% °
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A Warning

Remove Endpoint

Are you sure you want to remove endpoint ‘Secured Endpoint 17

4 #B—TF TRE o
HESE SN o

B THREFS - CLBARTS

FEEENRE LREREH FEEE (CLB) RFFEER - AR FTHSRFRESEZNEGH T
il o

CLBRRFSERF4BEHTHE  RIFTAE « RAEHKRAREESRTEREGA « REANTCPHERERNKE
Fﬁﬁiﬁﬁﬂgﬁﬁhﬁﬁﬂhuﬁﬁﬁﬁﬁﬁ% BEERECRHFHRE - CLBIRB SR LRMERER « A REREE
PRIZEEARS « SIEFPEERRERE - B5|EEAMRERE « CLBILAZE EGrid Network#HAS o

EE2RACLBIRFSHVAERAE « BRI 2> TAE> " EiRiaiE" - AR RHARESNE - EFITUENR CLB KRH
THRPEBESLE -

| overview | \[ Reports | Cosiguration \
lﬂ StorageGRID Webscale Deployment s
¢ Data Center 1 -
‘ e ‘ . Overview: Summary - DC1-G1-98-161
I—l-‘ DC1-G1.58-151 Updated: 2015-10-27 18:23:33 POT
cLe
HTTR .
= & Storage Capacity
ﬁ Resourcas
: Storage Nades Installed MiA 8
3 |_‘, DC1-52:98-163 Storage Nodes Readable: N/a =
|'-| & Dc1-53.98-184 Storage Nodes Wintable MIA o
(-4l DC1-ARC1-98-185 Installed Storage Capacity NA =
(s~ Daia Center 2 Used Storaga Capacity A ]
_r‘ Data Center 3 Used Storage Capacity for Data MNIA fic
Used Starage Capacity for Metadata: MNAA 5
Usable Storage Capacily NIA ]

YN R IGIEIZEACLBARTS « BIFEE BER E StorageGRID HIHIE R FELE RS o
e R

EEAZEENAPIHER
YNRICEFRIE A P im4EER ~ StorageGRID R A TERAME R E M IHEL_EIEREA R P HR
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£ THEREFRBERBHNRE -

&A% « SEERER LA IRERA_truste_ o ELE5AStorageGRID ~ 1R#EFAR ~ NMEEFA ] ASIMNBE
BB F SEEREBRMIEAZER F2RMERERDIINIEAER) -

{GAILAStorageGRID 5 E BB LHIA R IRAERS_FAREE_ BILR D HENFERRETEERNEIR
B o MRMFNAPIHERAREE « RIS RIER ARG E S B BT Gt indh 2 BIZE FREAER

01 : RIEHREREZHTTPS S3EXR
BREHFZFEMRIEER P IRHER _ EPRHTTPS S3ERLUMIFRBEBARE © ERILIIT 7 —Re DR

1. TeHTERme) 5l EEEIR443 LR ES3 over HTTPSH & 8 T 28 im e o
2. £ TAZREENARHER BEED - IEFEHR ENARHERAZEE

RFAHRE 218 ~ BRT EHEIB443 EMIHTTPS S3EKRMICMPEIRE (ping) ERZ4 ~ FEERLF P imARES EAIPR
BEEAREHEER -

#h2 | FEFHREESITARBENK

BRRECBERFEFORMAEHSITAREAE « EREN IHEMEAEREIRRIRER EZHFEHR o &
AIAHITUA T —RRP BR

* & (RREENARFRER BET - fH#EFHM LA R IRRERAREE -

EEFHEZE - FENRIABES AP IHRR LAEAEARE « MEEE R FEHEREAmMazon Web
Services °

HERIE

B

R BT A

1EE BBV AR P IR R A RS 1ERY

MREEAYEAFIHER « AALIEESENNARIREREEREERAFREE -
A RIS E R TT PR ENRE S E TRRRERIE ©

CEENER
© S BEAZIRIEIE 2SS AGrid Manager ©
* M BRA NRERY R -
* MREHFZ BB RFESH G EEZARRENRE ENEARE  AIRTEEERa H T RS o

() SRMRREERTEHRHY  RANESREETEGAN .

1. BEEER RN RE AR EER AP IR

IR g HIR TAREENARIRER) B -
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ASE 7% StorageGRID SR ERFAIFIE IR o MREE ERAFIHRERNAEEE B TRTAREL #
gEE—EEE -

Untrusted Client Networks

IT you are using a Client Network, you can specify whether a node trusts inbound traffic from the Client Metwork. if the Client Network is untrusied, the
node only accepts inbound traffic on ports configured as load balancer endpoints.

Set New Node Default
This setting applies to new nodes expanded into the grid.

New Node Client Network & Trusted
Default 1 Untrusted

Select Untrusted Client Network Nodes

Select nodes that should have untrusted Client Metwork enforcement.

Node Name Unavailable Reason
| DC1-ADMA
1 DC1-G1
[ DC1-31
i | DE1-52
3 [ DC1:83
DC1-84

Cliznt Network untrusted on 0 nodes

2. 7 TREMEETER) BT - IEEEREREFPRENEEIE EARE « FEIRBANTERFKE °

° B EIREPAEERET « HARIREREREEN -

° AREM | ARFTPIIEEIEER « HRPIREBRAREME - CAILREBZREILER « S@BR e
RYERTE ©

()  REFEHESorageGRID BITHREE A GRIRGMEL: -

3grﬁmxﬁﬁﬁwmﬁﬁ%%%%JE%¢\%Wﬁﬁﬁﬁﬁ%@ﬁﬂ%ﬁ%i%ﬁﬁ$%ﬁ%%%%

AT LUEIN S B EBURE R R IZE T 1R ~ DUESENSBCHEE PR A EiRS o
4 BT T*fEF*, o
HEPT A AR R & I EIHTIE A SR EIEAT - SIREARKRE QB T ERnA  RANARRESAISEGRMN -

FERAER
"RE B H TS in R
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EEERAERE

BEIRE (HA) BHERTAI A SRISwirtR B IR (o] AR ERHER - HABHE AT
AR S P AR R AOAB S B IRAS AR P RIS SR o

* "HHEEHABEAE"

* "HABFAERIEER AT

* "HABFAHRVAHREEETR"

* "Bisr AEEHR"

* “UREES ] FERRAE"

* "BIRE R HERAE"

HEERHABHE
B AEBAEAERPIL (VIP) RBHHNEHRR S RDRRENEDRENER -

HAB 4B EIRENRA M RIE EIRS_ E Y — S EMER T EAEAK - BIZHARHER « 5HEEEUE I Grid Network (eth0)
g Client Network (eth2) RVABERSTE o HABFAHBIFRA /T EEBA AN BRI A 4R F A o

HABHE S/ —EEZEER P « Bt EE ERHERNERSNE - MRERPMEEEER - &
RIPANEBRES—ENE  ILAHBEREFEERIFTANE « MAEREEHR - BREEAEIRIEBELEM
&~ MARLUMEERNERHITAREEESE -

HABHEFRERRNTEEIEERAENE - MEEMNEIIHEERHFD - EERREERERM  SFEINE

B> EARG_ > B o

DC1-ADM1 (Admin Node)

Chverview Hardware Metwork Storage Load Balancer Events Tasks

Node Information @

Name OC1-ADMA
Type Admin Node
D 711b7bSh-8d24-4d9f-877a-be3fadac2Ted
Connection State «* Connected
Software Version 11.4.0 (build 20200515 2346 Sedchbf)
. HA Groups Fabric Pools, Master -

: IP Addresses 192.168.2.208, 10.224 2 208, 47.47 2 208, 47 47.4 218 Show more +

BIHARHER; ~ S LUEE—ENEFAERNENE « BEATNEAFERTNE  BRIFEESRE - EXVIPAL
WEIHEREGRMNE o EHERRE « VIPALLE BB O1RITRIEIZH]ES

AEEEA R FIE—RERE
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@ FEFARN ISR RS R ET GRS A ERE - FH - FERETRERERGrid

Managerg¢ 5 EIEENICLBARTS (BiAk) S(ARFSHEmMmEE o

MRHABEE SR EME EERRINE -~ RITERHEBENE « (FRP T EAES R EEMEMERTHE o

HAZHARER A
oI se g RARERRAMEEFERSIHAE (HA) B4 -

* HABHEPTIRH S ] A E RV B IREAR = Grid ManagergX Tenant Manager ©
* HAB¥4HR] A& S3FISwift A B imiRiits 1] BE M B REELR o
* EEI—EMTENHARAER RIS MEZEVIPALIIL « AR E IPV6(iit

RAEEHERES E’JFEEEH%%B?%#*HEE’\JHE?%E% s HABHEZ SERR LS AT A E o BIHABHERT

HEE‘*E’JEH%*EE%E ITE

© EIEER | R HTHSRTS « WAJ/FEXGrid Managergiil A EEET ©
* FEER | BEEHTHSRFBNCLBRY (BlEkK) -

HABHAHAY AR H I FE R P B R T IS EHARHA
7ZEXGrid Manager © TEIRERE (RIFRVEENEL)
* EFEEEE

AICRMARTE

fiEE : FEEEMB AR RIFRIEER, o B0 MEE
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ERAA SRR 7EE s FEGIFFEEIREHEL
S3k SwiftFl B im {7 EX- & & T 123 AR TS © EIPEIRL
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AFCGrid Manager} Tenant Manager{EFIHAZ 4B AYFR &
Grid Manager3} Tenant ManagerfIARFSHFE R G HABHE AN B TEHE -

?D%f@k?’f@%@%é&iﬁ’éi\&id Managerg(fi A B2 AR EEDL  MUBEBREAZL SEEERITLT
/o

B EREFEAETECIENMELERFNT - RIEREIE - oI UERAGrid Managergs
1% StorageGRID BHIMEE AL o

HAB 4B FCCLBARTSAIE FA PR
CLBRRFSHE RN G HABHERR BB o

(O cLemmREs-

HAZFERVAEREEEIR

TERHAENHAR ERE D TNED - SEZEIEERE BRI AR,

Active-Backup HA DNS Round Robin
HA Group 1 VIPs
_LP GW 2 (Master) DNS
Entry
GW 3 (Master)
_I_) —p GW 2P
HA Group 2 VIPs
GW 4 (Backup) GW = Gateway Node
VIP =Virtual IP address

Active-Active HA

GW 1 (Master in HA 2

(Backupin HA 1)
DHNS
Entry

] » GW 2 (Master in HA 1)
| (Backup in HA 2)
HA Group 2 VIP

B EZEHHARE (UNActive-Active HAZBRIFRR) B - MERIZE SREERMAMHARHERMBET - AT =
B LBIEIREA =B LA ERHABHE ~ S BEEEERERVIPEITRSR « AMfERERER MR RHREERE TR
th—k o
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EE7E£StorageGRID REBH*1LE
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REZRBEFNREERIEE -

© BERMRE o

E1£StorageGRID B IE

7J AERYIE T TAERGEERS o
* FERREFNRENIIEE -
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CEENER

* W E(ERSZ IRV B EE 2S5 A Grid Manager ©
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RIERI(E
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High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active node and switch to a
backup node automatically if a node faiis.

+ Creale| # Edit || % Remove
Name Description Virtual IP Addresses Interfaces

No HA groups found.
2.—TF T*@iL*) o
ItEF & K IR Create High Availability Group (BBII=r]FHEEI4H) H:EA1E o

3. B AHABHERIRTE « WARTEEIRMERA o
4. #%—T DEENEL o

LR g IR g TEES P RERE) HEAN o TRIILGHRAVERS « AEMIPv4FAEE o

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface IPv4 Subnet  Unavailable Reason

g140-g1 ethl 172.16.0.0/21  This IP address is not in the same subnet as the selected interfaces

gid0-gi eth2 47.47.0.021 This IP address is not in the same subnet as the selected interfaces

gi40-g2 eth0 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces

g140-g2 eth2 A7.47.0.0/21 This IP address is not in the same subnet as the selected interfaces

g140-g3 eth0 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces
] q140-g3 eth2 192.168.0.0/21

g140-g4 ethd 17216.0.021 | This |P address is not in the same subnet as the selected interfaces
Ivf] g140-g4 eth2 192.168.0.0/21

There are 2 interfaces selectad.

rooy
MRNEBIP{ALEHRDHCPEIK ~ BIZNMEA G HIREFES -
S. 1 NHMEEHARE) WP ENEEMMEEHARBEZ N EZES IR
AAR MR T ERYZER

o RN EIEINE /LD —ES T o
o WNRMIENZENE ~ BIFFE N EEB S BRI Grid Network (eth0) 3 Client Network (eth2) ko
° FrE N EERUNBNMRE—EFRERET - SR EEEANEENFRERT o

IPAI PRI SR/ FHERR (RIERSR AR FAEER) o
° RCERFELEEVERRS FEERE « WRESIERE « QISR IP LR SIRMEPTEMRAVEBRT
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* EEWEM ERIEIBERRE « LUREEGrid ManagerZ il 5 EIRFZ TUAYHA o
* ERWREU LN EIRETE « BERMEME - UREE ST EHIRRFEHHA o
* EEVREL ERORGEEN RS ~ LURHCLBARFSHIHAIRE o

@ CLBRRFS2iBHS o

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnel

Add to HA group Node Name Interface IPv4 Subnet Unavailable Reason
Il DC1-ADMA ethi 10.96.100.0423
¥ DC1-G1 ethl 10.96.100 023
e DC2-ADM1 ethl 10.96.100.0/23

There are 3 interfaces selected.

Attention: You have selected nodes of different types that run different services. If a failover occurs, only the services
commaon to all node types will be available on the virtual [Ps.

6.%—TF M*ER*1 °

CERNNEEINE BUSATAERE BEN TTE) BRP - KFER - BEFHNE—E T EEER
= TERENEL -
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Create High Availability Group
High Availability Group
Mame HA Group 1

Description

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Select Interfaces

MNode Name Interface IPv4 Subnet Preferred Master
g140-g1 eth?2 47 47.0.0021 L
g140-g2 eth2 47 47.0.0/21

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet: 47 47 .0.0/21. All virtual IP addresses must be within this subnet. There must he at least 1
and no more than 10 virtual IP addresses.

Virtual IP Address 1 0.0.0.0 +

7. MR EAREE M TR A BN Master ~ 35758 AMaster* i PEEEZ /@ ©

BAETNESFRATNE - FRIFRERRE - ERVIPIIENEREBHTE °

@ WERHAB$4H ] ZEXGrid Manager ~ IS BE T ESIREHM FEN—ENE -« F5ekAER
HMaster o EpD4EERFE RAEN T EEIREBHIT ©

8. EEM@EMY MVirtual IP Addresses (FE#RIPiE) | BERH ~ 8 AHABFAR —EIHEEHRIP{IIE 32— TFIN5E
(4=) LAFTIEZAEIPATL o

BT R —EIPVALHLE © (] SR EABIPVB(iaL o
B P B/ E R HOIPVATABBE S s B IPVA{iTAL o
9 fH—T Mgtz * ] o
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HABAEBEENEE T ~ (GIRTE AT EF E R E R E SR P o
HERAE
"Z2#tRed Hat Enterprise Linuxg{CentOS"
"ZdEVMware"
"L 4 Ubuntus{DEBIAN"
"EIEEHTE"

RES A RERAE

CELUEEEARE (HA) B4E - WS T HEBANE  FEsERAE « SRS
E R IPIAL o
TEENESR
* B IRAVEIEE 28 E A Grid Manager ©
* MERE TRFEU R ©
RARIEIET(F
REBHABHAN R A B1E -

* FMENEERARE - NEIPAMAARABIRIKGEHENEM T EUNERN FHERA o

* WHABABFEPANE © BTN ~ TNREHAB 4B E B Grid Networks{Client NetworkBYEIZ57 & ~ B XR @I
BHEEECHE R ©

TR
1. BEEAR SRR E > S AERE -

IR E IR TErRTAERHE B -

High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces

gl40-adm1:eth2 (preferred Master)

HA Group 1 4747 4219
g140-g1:eth2
HA Group 2 47.47 4218 g140-g1:eth2 (preferred Master)
A7 474217 g140-g2:eth2

Displaying 2 HA groups.

2. ERUCEREHIHARR « ARB—TRE"
IR & HHEREdit High Availability Group (4R¥Em=n] FAERHME) HEEHMR o
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3.
4.

5.

HE - B EMEHAER R TETEREA o
(AJ3%E) EEE* Select Interface* (EIENE) UEHABHEMN

LR EHIR e TEES AR HFEAR -

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface IPv4 Subnet  Unavailable Reason

g140-g1 ethd 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces

gid0-gi eth2 47.47.0.021 This IP address is not in the same subnet as the selected interfaces

gi40-g2 ethl 172.16.00/21 | This IP address is not in the same subnet as the selected interfaces

g140-g2 eth2 A7.47.0.0/21 This IP address is not in the same subnet as the selected interfaces

g140-g3 ethl 172.16.0.0/21 | This |P address is not in the same subnet as the selected interfaces
| g140-g3 eth2 192.168.0.0/21

g140-g4 eth0 172.16.0.021 | Thjs |P address is not in the same subnet as the selected interfaces
] g140-g4 eth2 192 168.0.0/21

There are 2 interfaces selectad.

rooy
MENEYIPAALZBADHCPIEIK » I EA S HIREFES -
AN S BERUZEL 7 B LURTIE S A8 BT o
sAEe NYEETEAYEER]

o RNEEIRE/LD—ENE
o YNRTIENZENE ~ BIFfE T EEB% B Grid Network (eth0) IXClient Network (eth2) ko
° FrENEEUNBURE—EFRERT - HUNEEERAREBNFAERRE o

IPAIE PRI R/ FHERE (RIEISR AR FAEER) o

° MMREERERERER HENAE ~ WRERERE - AIERIP LR SRMFPEMRAEART o
* EEWRE EREIRETES « LUREGrid ManagerZi il A EIEFZTLAIHA o
* EIREMN LSRR BRI ME - UREEH FERRFBHIHA -
 EEME LA _EAIRIEENES  LURHCLBARFEHIHAIRE o

@ CLBRRFS 2iBHS o

6. %—T MERH*1 o

CERMNTESIEEERN TIE BRP - KFER  BERNE—ENTEEENS "EAE ME! -
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Edit High Availability Group 'HA Group - Admin Nodes'
High Availability Group
Mame HA Group - Admin Nodes

Diescription

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnset

Select Interfaces |

Node Name Interface IPv4 Subnet Preferred Master
DCi-ADMA ethi 10.96.100.0/23 L
OC2-ADM1 athi 10.96.100.0/23

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet 10096.100.0/23. All virtual IP addresses must be within this subnet. There must be at
least 1 and no more than 10 virtual P addresses

Virtual IF Address 1 10.95.100.1 e

7. INREAEEH M E RSB R Master ~ :57E*8 AMaster* i EEEEZTE ©
BEENEAERDNE - BRIEBELE - ERVIPBEEHIEREHSTE

(D UNRHAB#4H ] ZEXGrid Manager ~ Bl BE F E SRR HEN—E/ v E ~ 4 5EmAI1ER
HIMaster o B #EERR R RN T EEIRERLEIT ©

8. 5E  BRTHABHEREHR P/
W AE DIRME—EIPVA{ILL o AT LS EEthBYIPVEiE o
FRrEREN EHARIPVAFHERPLES IPVALL

Q. B—TF N f#FE"1 -
HABHEE B3
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BRI AERE
TRIUBRABERANSIRE (HA) BHE -

TEENER
* B ZIRRVRIEE 28 E A Grid Manager ©
s T BER TREFEBU #R -

FERERTIE
MREFEPRHARHE ~ (EFIRE & FE R BAAE P —EE I PAIUAYSIBLSwiftFl B i - & # A BE4RStorageGRID
FESuse - EZB AP IHPE « CREZCENMAER T ENSIHSWlt AR HRMAER « BRIRHARE - Bt
B P iR E R EMIPAIUEETTELR ~ BIg0 « REHABAERVESR P « SR REHF S EADHCPRESTHE
APz o

1. BEEAR > PR E > S AERE" -

LR g IR TErRTAERHE B -

High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces

g140-adm1:eth2 (preferrad Master)

HA Group 1 47.47.4.219
g140-g1:eth2
HA Group 2 47.47.4.218 g140-g1:eth2 (preferred Master)
47.47.4.217 g140-g2:eth2

Displaying 2 HA groups.

2. FEEVEERIRHIHARHE « ABIR—T B o
LR g HIR TR R RERE E5 -

A Warning

Deleta High Availlability Group

Are you sure you want to delete High Availability Group 'HA group 17

3. B—T HE, °
HABHERERNFERS o
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Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of 53 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com.
s3.example co.uk, s3-east example.com

Endpoint 1 53.example.com x

Endpoint 2 + %

2. (5 (+) ETERHEEAMR « FE SRS I BASS APIS B AR A5 B E -
MBIEBAZE « I EEASIERTERRAERIZIE -
3.4~ M*fE ) o
4. R N AIRS BT A R BN ESEE  E o
© W EAERTEHRRENMAES « AEREEE SRS BT R AR o
- S BB T TR B S PR ER S L CLBIRTSHOR S i « S5 B HTABAEIY B ST IR SR /BE o
5. $FUTHIDNSITE « MR (RIS EEABEI 2 BB RACSIRRAT o

KR

BT - ERPIRERIKELE bucket.s3. company. com ~ DNSTAARES G #4753 IEFERIRES ~ M E/RE S KIETE
HABRE lin s o

e
"fEFS3"

"IEARIP{I "

"B Er] RERE"

" E B ARES RS « LUEREETFEI RIS CLBARTS"
"RE BT EER iR
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TEENER
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1. EEAR RARREERER -
2. 7 THERRIETR) @Rk ~ EEN TRYAHTTPER) ZEXUSHRE o

Network Options

Prevent Client Modification &
Enable HTTF Connection & 7

Metwork Transfer Encryplion @ AES128-5HA = AESZRG-SHA

3.~ [*fiE ) o

HERIE
"RIE BT S in R

"fEFES3"

"{E FA Swift"
I S STIRLE A P IR RS
eI LUEEY TEhLER R IR(ED) AEARIETE ~ LUBBRENHTTPA R RIEE -

TEENER
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« *S3 REST API*
° MHIPREFERER
 ARAMEBIREYIHER « FRETERPEBERHSIHIFCHNER
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* * Swift REST API*
° fllBRContainerE:K
o EREBUYEIREYIMH o HIa0 ~ FHEXSEIE: THEESL ~ kR ~ THEBERTH Fo

B
1. BEEER AR R E R EIR o
2. 71 THERRIEIA) @ERT ~ EEEN TRILEAPIRIES BV ©

Network Options

Frevent Client Modification

@
Enable HTTF Connection ]
€
Metwork Transfer Encryption () AES128-8HA (@ AES2A6-SHA
7

3. —TF [ o
E1EStorageGRID $ERFNELR
&R MAEAAGrid Manager?k:& € K B2 StorageGRID ZEAR—EAIAFERFNELR o
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© SEERSTIRE—RE « SEMEKRER - MECEEHRIRERNFRERL - SRR EERETEF
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* ESEHNL - SEERTSHEENENRERTE o

e NERTE
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BE (EA) et
AR (%) eth2

* YNSREARLEEStorageGRID ZIEEENetAppfEREE « BISEMERE G LA ERVERIR - IF/FAEENR
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HERIE
||"‘E—Eu

"HERR R

HRARIP{AE

,UTL/(@?EStorageGRID TR R ZERAREEEATIP{INE
(%G ~ MITRBAEERER ©

ALY E

CRENEM

S BERZRINEIE 23S AGrid Manager ©

o JATE ~

RAREETE
WREEIPALRAERAE N « A2 RIS AEESRAR o
FER
1. B> IR ENR > 408 o
2. #H—TFIPAIHEEA I ERER o
ZAEEIREAIPAIE B HTE R ©
Node Information @
Name SGA-lab11
Type Slorage Node
10 0b583820-6650-4cBe-b2d0-31461d22bakT

Connection State +" Connected

Software Version
IP Addresses

Interface
ath
ethD
eth0
eth1
ethi
ethi
ethi
hic2
hic4
mitc

mtc2

e
||"‘E—Eu

11.4.0 (build 20200527 .0043.61838a2)
192 1638 4138, 10.224 4 133, 169.254.01

Show less a

IP Address

182.168.4.138
T620:331:331:0:2a0:981-feal:831d
Ted0::2a0:98Mfeal:831d
10.224.4138
fd20:327:327.0:280:e5Tfe43:299c
Td20:8b1e:b255:8154:280 257 ie43:a909c
fed0::280:e5Mfed43:299¢
102.168.4.138

192.168.4.138

10224 4138

1609.254.0.1

R LAE R LEIPi ik
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ZIEMTLSHRAS

ZIETLS 1.270TLS 1.3 ~ AIERERN S 755! BN Bin#F E RSN R o StorageGRID
BEERSHREAINPRRERNTLSINE SR « UHEREZBINIRAES - ILFEKRN S Swift AR InfERE
AN EHEBE ©

@ TLSAERGEEIR « HIUNEMIHEMRD « 2 « SIMIIEEEZNMACESE L ~ 1£StorageGRID 7%
EXEPRTE - MREHEMNBELERENREENX « BHHEITHINetApp TR ©

FTEMTLS 1.2INBREH
FIETHITLS 1.2IREH .

- TLS_ECDHE_RSA_with AES-122_GCM_SHA256
- TLS_ECDHE_RSA_with AES-256_GCM_SHA384

- TLS_ECDHE_ECDSa_with AES-122_GCM_SHA256
- TLS_ECDHE_ECDSa_with AES-256_GCM_SHA384
- TLS_ECDHE_RSA_with CHACHA20_POLY1305

. TLS_ECDHE_ECDSa_with CHACHA20_POLY1305
- TLS_RSA_AT_AES-122_GCM_SHA256

. TLS_RSA_AT_AES-256_GCM_SHA384

FTEMTLS 1.3NBEH
FIETHITLS 1.3MBEY .

- TLS_AES-256_GCM_SHA384
- TLS_CHACHA20_POLY1305_SHA256
- TLS_AES-128_GCM_SHA256
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HAGERBHERS (TLS) StorageGRID H(EEBI LT FIBINEESITE o 48
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MRER EEJHHEESMDE - AR IR AEEER B AR /RFEREEE RS © thFIREZ1tStorageGRID

EERFEHCAERSE

1. B AR > R R E >R BR 2R /REE
2. 17 THERCARE) ERH  EEFRARERENXF o

T EEE -—-—- BEGIN CERTIFICATE----- M- END CERTIFICATE

Internal CA Certificate

_____ T_:._.\E’J%EEP °

StorageGRID uses an internal Certificate Authority (CA) to secure internal traffic. This cerificate does not change if you upload your own certificates

To export the internal CA certificate, copy all of the certificate text (starting with ---——BEGIN CERTIFICATE and ending with END CERTIFICATE--—), and save it as a .pem file.

Subject DN:

Certificate: \
| MIT ETjCCAzagAwIBAg I JAMIMEF7i7AKOMARGCSgESIb3DOEBCWUAMHcXCZATBENY |

1C=USI5T=California/lL=Sunnyvale/O=NetApp Inc/OU=NetApp StorageGRIDICN=GFT

BAYTAIVTMRMwEQYDVOQTI EwpDYWxpZm9y bmLhMRIWEAYDVQOHEW] TdWSueXThbGUx
FDASBENVBACTC@S51dEFwCcCB ] bmMuMR swGQYDVOQLExJ0ZXRBCHAgUZRvemF nZUdS

| SUQxDDAKBghVEBAMTAGAQVDAeFwayMDAZMDI yMDE2MDB 2 Fwdz0DAXMT cyMDE2MDBa

MHEXCZATBgNVEAY TALVTMRMWEQYDVQQI EwpDYWxpZmeybm L hMRIWEAYDVOQHEWLT
di5ueXZhbGUXFDASBEgNVBACTCE5 1dEFycCB IbmMuMR swGQYDVQQLEX JOZXRECHAS

| U3RvemFnZUdSSUQxDDAKBENVBAMTABIQVDC CASTWDOY Ko ZThvcNAGEBEQADEEEP

ADCCAQoCggEBANIULKF8my5k7 LTX1Kdn3Y290pGFeQLr8+81F x3RwPBoBakVixkb

| @RhOLbZIp8hI+v8FH5I05701baMbNOsy jdgVywGx0Z+EqXoUShEYKXSY ]/ wueod

nKKeTzrhRWkTLBBIKdPvEXIYCKNntS5 1P jx2ds sDasPolegBZts4ptkutugjGeqdyY

| 5+2CSRIMN3KUARORUZOIMMVYo+P1SKIdP+YUWUMSE3KCCYISTINThz LKBYST2Q0C
| pzfeXncg7ebd/B1kKmEbBibvaerscf+017w6z5kTVed4Qhx 1CkRSY ryHFahe TuniMgu

A4790hstcKFEq34lHkrsGatslizBRXm1gCvBCAWEARaDB3DCE2TABENVHO4EF QU

| fiTckKt210ccoendsx4BDBRSTL gYugakGAIUATWSBoTCBnoAUFiTcKt210ccoenss
*4BDER5 T Lgahe6RSMHCxCzATBgNVBAYTAIVTHMRMWEQYDVOQIEwpDYWxpZmaybmlh

MRIWEAYDVQOHEw1 TdW5ueXZhbGUxFDASBENVBACTCO51dE Fuc CBIbmMuMR swGQYD
VQOLExJOZXRBcHAgU3RvemF nZUdSSUQXDDAKBENVBANTAGOVITIAMIMEF7i7AKD

| MAWGATU EWQFMAMBAF 8wDQYIKoZ Thv cNAQELBOADEZ EBANNS Y IQaCs72Uz00N S pu
| €ZKaililQr+52hoRjFSY3jKWu7+5BhoA2PhemuBplgalq55a7bE3+7Ye3TwstD11

acbBaB3IuhlxvlpgSQYDVRSTYt04cKaSswongy+yyxoUBMTzneDFXGd4i4pr5+x5S

| /gecXiekopYzfUtKSuqfqjRqUsdFcSEdjp+adDqIBFSmOZXGvIYdlgBuyUjwgdin
| 109bBiH++AKCEIRBcgxg/B6Rz0AGEAKmLBV VI rIrxud/ / NCU3uSKaGte862T+2G
| I37X9GEzFtgnnhkXvo2BZ/0LyGeYbgiksadlnFU3VAIK21IVGHHLPAEBQBIx0hYeC

aHM=

3. EEMMINTF LE—TRERAR « AREICER
4. REHNERLEIXFRERF

S. LUBINEAETFIER . pen

o

fgn - storagegrid certificate.pem

R EStorageGRID iEFabricPool B BINAEEE

UNRSIF P IR TR E A FEEREE -
{EAFabricPool Z1BINFE

Ares/&aE ©
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© ISEERE N EEUER o
* BB IRAVEIEE 285 A Grid Manager ©
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B G H T SRR « S UEEBREZNARSRE - R LERSHRSEREEN (CA) RENES
o FIEHMERIRIZH « MEZEARENCAZEENRE - ACAEBN/REIEAPEEERNIBR MER - EF
thEZ2 - IR EFEEARU IS REARE

i

T3 ER A ERFabricPool SZIRTHAEMISIA P iniR—ARZER| o NEELHMEHNNZRT SRR
TE StorageGRID FfEFabricPool S2#EIhAERITHAEER AR o

()  mousE EoERESEBTAS (CLB) RHTIBE « REEMEHSRFabricPool A -

1. E - RESUAE (HA) Ef4HFabricPool MAfHfER
2. B S3EH T E2sinELFabricPool LUHfEAA o

ELRBIUHTTPSEH T HSRREE - RATRTE LERARSEES  EELEBZRBMCARMHES -
3. 7£StorageGRID ZE{E:BIZHHINNIEEIRERITIAEE - ONTAP
fEE B H TR nREIRIR « UAIE EERCAREFIERBTTREMEIN R o ARIBHMCARE -

@ AR CAZEEStorageGRID T IILEES ~ EAEIRHPECARE ° MR StorageGRID
IEEEEE R HIRCARREEY « M ERMHIECARSE -

HERAE
"5% T StorageGRID E Rt FabricPool FEASHY"

HEENEELEREBOARSLE
AU ERIECHEARTERR IR LBEENEEAPIARIE - EXEBRRZNERSR

=%

og ©
CEENER
s [ BBEBES ERNEFEEUER ©
* RWAZBEYER Passwords. txt FEE :

RIRERI(E

FEEXEXEIRIET « CREZEARCHREIREEM (CA) FEBENRE - HCARZEN/RAEAHENEENE
nMER - EfftERE - AR EFIEERRMHEBEKE -

1. IS SESEMMMNTEENSTE (FQDN) o
2. BAFEEIRHE,
a. MIATY&< | ssh admin@primary Admin Node IP
b. B AFFRYIAIZRES Passwords . txt FEE !
C. A THa L U Eroot © su -
d. A FFRFIBIZEHS Passwords. txt HEER ¢
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B lrootB AR« RTEREE s E 4o
3. fEfStorageGRID H#HY B K EBBRERBZEINGE ©
$ sudo make-certificate --domains wildcard-admin-node-fgdn --type management

° AR --domains ~ FREBRFTARME EIEMMNTREADL LT o HI10
*.ui.storagegrid.example.com {FEA*EBHFITHR T adninl .ui.storagegrid.example.com
# admin2.ui.storagegrid.example.com ©

° BTE --type E management REGrid ManagerfTenant ManagerfEFBRY/&:E ©

° IRIETER - EERVESANIIEA—F (365K) ~ AEEMREMEIL - EAMUER --days AR
BIRTRR A MHAERG 8 -

@ REENA BERREIAT AR make-certificate 1T o MAEEREIEAPIA R G
£dStorageGRID HthZKIRRZ « BRIAP inrISEGEMEZI&E o

$ sudo make-certificate --domains *.uil.storagegrid.example.com --type
management --days 365
EENGHL O3 EEAPIARGHAIRNARERSE °
4. FEENI R RUREE ©
EEREEZEPNIA BRI M RIZRC ©

o
¢

tHEn2Shello $ exit
6. FIERERE !
a. 77EXGrid Manager ©
b. iEEHR AR RE EEN ERMRSRE ©
7. REENEIEAPIA P HERTENNARRE - SIEMEBMERESE ©

=

R E ETFProxysR €

MRIEFEANERTFARFBREIRFFE RN - TLUERHFEEEFIMNESIIHEL 2 MR EARSE
BEAYProxy ° 30 ~ &R REEEARFEBEAIProxy « 7 BERF T & IRFS N S X E IR ImES 4
NARPRABRR L BYimEs o

CEENER
* ABEEE S ERNTZEUER °
B A IERYEIEE 235 A Grid Manager ©

FAREETE
IEAI AR E BE— & fFProxyHIsR i ©
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1. I AHRRAHERERTE ProxysRiE” ©

LERFE IR TEEFEProxysREl BE ° B SEAZYTER+ =R Storage * °

Proxy Settings
Storage

Admin

2. FEEV BN TEProxy *IZEX IR ©

IHER & B8 AR 5% R (77 Proxy BUARIL ©

Storage Proxy Settings

If you are using platform services or Cloud Storage Pools, you can configure a non-transparent proxy server between Storage Modes and the external 3 endpoinis.
Enable Storage Proxy v
Protocol HTTP SOCKS35
Hostname

Port (optional)

3. EEVTERRREFProxy N EEIRE
4. & AProxyfAAR23AY TR TBIPALL o
5. BE - B A FAARELR E Proxy AIAREFAVEEIEE o

MR IEEFRERIGENTEREZIR | HTTP#A80 » SOCKS5%31080 ~ RBIBTHF LI ©
6. f—TF T* 73" o
fEfzProxy2 1% « BIAIRE R AR T & RSN DI R E AR IRLS o
() PoyEBETAREI0DEAREN -

7. B EProxyRIIRESHIRE ~ FE{RStorageGRID A& HKR B 5B B MF S IRFEAERMAE -

SRR &
MRIEEEFAHEEFProxy » FFRUHER TRUA#FProxy) ZEGHE ~ ARIR—T M #EE o

e
" & RFS AR R AN E f R

“EAILME B4
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B EEBIEProxyRE

N ER1& AutoSupport ﬁﬁEHTTP_JZHTTPST%L REERLE
EAutoSupport  (f58 X181 ) ZMRE A ERRIProxyfrlARes ©

CEENER
* BN EHEEYFEEEER o
* B IRRVEIEE 285 A Grid Manager ©
R EIETIE
ER] LR E BE—EIEProxyHIERE ©
IR
1. I AR AEERERTE ProxysRE” ©

LR tHIR TEEProxyskE) BE © AR GEAIZ5IIIEERFEEE Storage * ©

2. EAREThRE RS « EECEIR"

Proxy Settings
Storage

Admin

3. EP X AEIRAIEMEEE

Admin Proxy Settings

] AR EIE R M SZ

Ifyou send AutoSupport messages using HTTPS or HTTE you can configure a nan-transparent proxy server between Admin Modes and technical support.

Enable Admin Proxy [+

Hostname myproxy example.com
Port 8080
Username (optional} root
Password (optional) ssssssse

4. % A Proxy @l AR2SHI T 142 F8 R IP{rtt o
5. i A FA3RIE 4R = Proxy A ARSS AV EIHE o
6. & - i AProxyEHE 4 o

MRIERProxyAikEE AR EEAELTE « SHRILHAER -
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7. & ~ B AProxyZHg o
USRI HIProxy (AR R TS - SIS LM RE -
8. #—T Mt -
R EIEPoXy 2 # - AAERE ERELRRITSE Y BNIProxy AR «
() PoyBETEBE10DHEAREEN -

9. MMREHEEIZAProxy ~ FFEUHEN EUAEEProxy *) ZESGHR ~ ABIR—T ME#F o

FERAE
"}§XE AutoSupport B 5 A EE B B EE R E

BEERENHRA

A7 #{ERFmE (QoS) Em ~ B LRIIRENFERE « LR KRBT RFER
RE o BELERBIEZBRESIRE KB o

MENEIR E'JQEFﬁ:n:StorageGRlD FIEERE RN SRaiTESR) RFS LR - S2RIRE
SRR ~ B AR SR B H T HES IR o

55 AR R0 3E A PR
BERENFRVBE T —NZERFTAIRE « ALERE T - ZEERAEMNERRE :

* 1

iV

* FER (B2 APHIPvATAEER)
inkh (B TERm)

IETNREFIIRIBFAR AN B R ~ BESiER S RRIFEMIRRIBIRE © StorageGRIDFF SRANEMRRMEFRIAEE S H
ZRAIEIE - FRH - CAILRERA S S SR LN R o

TR LRIE THI2# » RBRAIRERS

* thifAggregate$BE

» Aggregate Bandwidth Out
* AATAEEVER

* WITHAEK

* PRNSEERER

* BEERIERH L
e ES
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@ ey LR A ZR PR HAggregate SEE T R HIFE ERIEE o Fi@StorageGRID ~ REEREFRFR
HliEmiEsEE AR - Aggregate BB IRHI AT SE G HAZ IRFIHV MBS EEINI R EMBERZ o

R

BIEERENERE « MEGIRBERENRBERFRESHIMZ EIPRS o $1¥Aggregate i SEERIEE R

#l » ERGUERTEIRFZEATEL - BRZENEREREZED—E - FbEEmatcherfEE - REFSBIERAY

FLERHIHITHIERE o StorageGRIDH PR EMRHILER « AR IRERGIEE2502 « Wi HEB AT
JRAURFIFER ~ W EI503(E 1R EIFE

fEGrid Manager ~ SR LURRASAERREIR - M558 R AR DRt Bt SRR E RG]

wmE N R BSLAKRER

TR RE D BRI BB EREIMFRMRERIER « LOARIITIRISERIHE (SLA) ~ IRMHEE B
TREEMLBERTFAEE o

SEaHTHHTETBEIERESERS - MRRERRIMNSEEH T ESE  MBEAERRITIEERNER
PRAIAIEEL o

WTEAFETSLAN=E o WRIBIDRE SR « LUZERSESLAERIMEERLR

ARFE B4R NS Bl {RE BE [B%N
24k A1 PBEGERE  3EEILMRA 25 KEER =A%
&5 GB (40 Gbps
) 3B
$RAR AEFF250 TBiREFEAREZ 2EEILMRA 10 KEER i=9=R

1.25 GB/# (10
Gbps) &
AR AEF100 TBIEERE 2EHILMRAY 05 KEZEK sAHS

&1 GB (8 Gbps
) AR

Birmename

MREEBIKFEEE « HHP ~ IPFAHRR S & 5 T 1523 ln Bh 2R B 17 RS 2 14 th PR 1| A 2R U7
£ BERIUAEN MR o B UIRIRIER ~ WITEREBEEKRE « KK ERAIPRE
THRENER

* B IEREIE 2SS A Grid Manager ©

s Tt AEA RERU MR -

© A B AIEE LR & S T EERiRE o
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s SAEE BRI REELLHAES o

TR
1B EER S ERRE > RED R ©

IR EHIRE DRENHRA BE -

Traffic Classification Policies

Traffic classification policies can be used to identify netwark traffic for metrics reporting and optional traffic limiting.

Name Description

Mo policies fourd.

2. HB—T I*&x*) o
IERFEHIR MEIRENHERA HESR -
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Create Traffic Classification Policy
Policy
Name &

Crescription
Matching Rules

Traffic that matches any rule is included in the policy,

i+ Create | | # Edit || X Remove
Type Inverse Match Match Value

Mo matching rules found,

Limits (Optional)

Type Value Units

Mo limits fournd.

3. R R AR « MARRIRIRTE o
AR RTE  DUEMRERR -

4. 5E ~ SATLITE TERPAL MMUARRTIE RRUBYERER
BIEn ~ FREALLTRE D 4RIR A RY%E A SEE K PR o

O. #IRANREIL —HZEERTAIRA

#E?‘}E’J%EE'J_H“%UW“ RERIRESTWRANZE - FII - MRLEERF IR EREREHE P AHER
%:EE AERER - BE - MRECBVER IR ERERE | H TH R IR EHNERAE « FER NE
Rl oo

a. #%—T I35%KA) &Ky M2z -

IEESE IR Create Matching Rule (BIIFF&3#REI) HEEHIR -
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Create Matching Rule

Matching Rules

Type @ -~ Choose One - w
Match Value @ Choose type before providing mateh value

Inverse Match @ [

b. f¢$RENMUNBE P « EIEMALLERAERER
C. A RERUTP - RIFCEENEREEMAENE -
* REE  BAREERE -
* Bucket Regex : MAR AR E—H#FITRELBIRAESRL -

MANERIRETE o €A {caret} BEIERICUNEEIIRMEHAENIRIE « L EASIRCUN GRIBE
R o

* CIDR : LACIDRFEEBMA T SR FARRBIPVAFHEEE ©

 UnEs  EIRA RN ERIENGRE c BERLTE TafTEHRRR FELERNaHTERIE
b o

* HE RRAMRBERENER - HAERHEREFAFIEEITIEFIBEME - ERFIRERE(L
MEEAEANER -

d. INRERELLHFAIAEFTSBIBIE R Z AR EBRENFERRE avi RE ~ FE [ Inverse (*R¥E

) 1 ZEUGHR o BRI ~ SEECHERZENS 1R

Flgn ~ MRECRER IR EREREP—EE T ERnR U IMIFT B RE « 5515 BRI B T
B23imEs ~ SARERY Inverse * ©

@ HREZEENEEENRA  HREDE—EARRABHNEEE « HERTERUNT
GFFEZERIEA -

e B—TI*E@/"*] °

MRAIBBEIEIL ~ WHITE TRFERRNL REH o



+ Create || # Edit|| X Remove

Type Inverse Match Match Value
=  Bucket Regex ' controkid+

Displaying 1 matching rule.
Limits (Optional)

+ Cr&at;e_| # Edit X Hemovs

Type Value Units

Mo limits found.

a. SHEYCEARAEY NSERE  BEELSE -
() ReEARANRESERIIEE -
6. % - ARARIME) o
() EMEERRIIRG! - StorageGRID B IKELEIE  LUBE A RAINAR TR o
a #—T TIR%I BRI (21 -
TR ITRG) 5 SREENLR o
Create Limit
Limits (Optional)

Type & - Choose Cne — |

Aggregate rate limits in use. Per-request rate
limits are not available. ©

value @

=1

b. RE TFHINRES « ENEERAERAMRFIEE -

ETSBER ~ A2 IEUESITSwift i A i Z|StorageGRID T & T #ZRHVRE - *8
B 28 2 S3s SwiftF P IRAYRE ©

=it

163



* fIfYAggregateSEE
= Aggregate Bandwidth Out
* WATFEENE R
" WITREAEK
" PNEEERER
* BEEKERHD
* AEENERE
R AR T R B AR R HlAggregate SEE T R HI| S B B RAVIEE o i@ StorageGRID

()  TERRRHEMEEREL - Aggregatel AR IRHITTAE G H R ZIRFIN RS
SATREISHERE o

TESEE PRSI 5 EStorageGRID ~ EREEARMTAIRGIFEERAERER o fIN ~ N REHFRR R RHI—
BEAEKNRE « MR ABENTREFRZRG « BMEERE/RSEBEEERBIFEMERR o R
TIER ~ #1T T&{E) SEERHI : StorageGRID

* FEIIPAIE (/323E)

- EYINHERRTE

* $ESL O AR

o il=

" UmRh

* JERERERICIDRABFRTIEE (3E/32)

" REE¥

C. TEHE ML ~ EAFTERGIERMEE o

AN IRAIES « B EETTRBRIE Y o
d #H—TF M*E@* o
PREIREEDERIL « AFHITE TIRED) FAEH o
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+ Create | |;' Edit :| % Remove I

Type Inverse Match Match Value
*  Bucket Regex 4 controlid+

Displaying 1 matching rule.

Limits (Optional)

|4 Create | | # Edit || % Remove |

Type Value Units
= Apggregate Bandwidth Cut 10000600000 Bytes/Second

Displaying 1 limi.

=
e. HREEMEERANSERERELEDHE

BN ~ MNRIEBASLAEZEIL40 GbpsFEE PRSI ~ 5572 1LAggregate Bandwidth InfR#F1Aggregate
Bandwidth OutPRf| ~ i i (B FRHIE% E #4340 Gbps ©

@ EERSVWEEMTEERASIHEMIITAA « 55T\ o FIg0 ~ 125 MB/stEER ~ 000
Mbpsz%1 Gbps °

7. SERGRAVRRFIRVRIE « B —T* TSave (f#EF) 1 *o

JRAUBEENGETE ~ WHI7E DREDERA) K-

Traffic Classification Policies

Traffic classification policies can be used to identify nebwork fraffic for metrics reporting and opfional fraffic limiling.

L:|- Creale || rd EstI | ® Remove | L,|_| fu'leﬁ'icsi

Name Description 18]
ERP Traffic Control hanage ERP trafiic into the grid cd9afbc7-DEhe-4208-b6f8-TedarT9e2ch74
*  Fabric Fools Monitar Fabric Pools 223h0chb-6968-4646-b32d-7665bddca g4

Displaying 2 traffic classification policies:

S3FISwift A R iR B IRERRBEAE D HARAIREE o ERILUSRRERRER « 1R RAEEEHH
1TTRHARYRERS!

e EE
"EIEa T

"R R TR B e 1R
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RETRE S ERA
TR LAREREDHRAIREEH LB « BREIL -~ {REEMFRRAAVEAR AR

[ ]
Ear

B2 1RHVEIEE 235 A Grid Manager ©
* T BER TREFEBU #R -

TR
1 EEAR > B E > TREDE o

URENHRA) BEMEENHIER « KRPEFHRERIRE -

Traffic Classification Policies

Traffic classification policies can be used to identify nedwork traffic for metrics reporting and opfional traffic limiting.

[ Create |[ # Edit| [ % Remove | [ iy Metrics |
14 L | | am |

Name Description 1D
ERP Traffic Conirol Manage ERP trafiic into the grid cd9aibc7-pEhe-4208-D6IE-Tedar9e2chid
*  Fabric Pools Maonitor Fabric Pools 223h0chb-6968-4646-b32d-7665bddcR94b

Displaving 2 trafiic classification policies.

2. EEUC BRI FAI A RIA0RIEH -
B H—T*iREE* o

LR HIR NRERENHRA HEEHH
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"

Edit Traffic Classification Policy "Fabric Pools
Policy
Mame € Fabric Pools

Description (opfional) Monitor Fabric Poals
Matching Rules

Traffic that maiches any rule ig included in the policy

|+ Create || # Edit|| X Remove

Type Inverse Match Match Value
LEE o515 72 10:10:152.0/24

Displaying 1 matching rule.

Limits (Optional)

| 4 Create | | # Edit | % Remove
Type Value Units

No limits found.

- RB/ERI - RENBIFERIRAIFRE
a. AEFEBATIRASIRS « FE— T8I - RBKBIEREILRASEILRE]

b. EEAREEAAFTBIRAS RS « FFEBURAIS RGBSR « #—T MAFARAL BR MREL &
BRAPEY TREE) ~ ARKBISREIIRRIZEILIRS) -

C. EEBIFENTHVRAISRS « FEEBURRISIRFIRVEEIRIZER « ABIR—T B - ABRK— T HE"UE

SRICEBIRRA RS o
- BICTRGRAISRBIF B SREZ % « FHR—TER -
- HREESTIRAE « B —T* TSave (f#7F) 1 *o

TCHRAFMIVEERSHF - MEERRERTEREAEDERAIREE - R IRRRERITER
I ER R RR RS M HNITTRIIFRE MRS -

MRS S BRA
MRTBRERENFRY ~ ERILGREMIPR o
TEENER
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* BB IRAVEIEE 285 A Grid Manager ©
s fSERE TREFEEU KR o

S
1. BEMER > ERRE > REDE

o8

CRENHERR) BEEMBEEAILIR - RPEFHIBEARIERR -

Traffic Classification Policies
Traffic classification policies can be used to identfy netwoark fraffic for metrics reporting and opfional traffic limiting

L:|- Create || rd Edltl | ® Remove | L,|_| Meﬁ'ica-i

Name Description 18]
ERP Traffic Control Manage ERP fraffic into the grid cd8afbcT-p8be-4208-b6f3-Te8a79e2c574
*  Fabric Pools Menitor Fabric Pools 223p0chb-6968-4646-b32d-7665bddcBa4b
Displaying 2 trafiic classification policies.

2. BEEVEEMIRZ R AR BEIER R

3. ##—T Mgkk) o
HERF S HIRE B HEES I o

A Warning

Delete Policy

Are you sure you want to delete the policy "Fabric Pools"?

4. #B— T HEE SIS EMIBRRR o

[RRIBDE MIpR o
g i =g =1
AT LsR DRENHEERA) EEmPrANER - UEEIEFERERE o
EEMNER

B IRRVEIEE 28 E A Grid Manager ©
« fSERE TRFEEU RER o

E‘ZIjJBEﬁgl n\lﬂﬁgtm E °©

ElS<ad
HREFRANREN BRI « CHTURRERPERRENEE - LR
REREEERA -

ExRPRER A RIS S B ER
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BfERENBIRAIKKREEMRE - hEWEER ERtSRESAEN - HIEERRESS

TR
1. EEAE > ERRE > BN

CRENHERR) BEEMBEAILIER « XPE7HRERERER

Traffic Classification Policies

Traffic classification policies can be used to identify nedbwoark fraffic for metrics reporting and opfional traffic limiting.

+ Creaie _1' Edit| | % Remove_: sh Metricé

Name Description 18]
ERP Traffic Coniro Manage ERF traffic into the grid cd8afbcT-p8be-4208-b6f3-Te8a79e2c574
* Fabric Pools Monitor Fabric Pools 223p0chb-6958-4646-b32d-7665bddcB94b

Displaying 2 trafiic classification policies.

2. ENCERREESNRE ARQAEER o
3. #—F* Metrics * ©

il

PEENFRGHTRV R E SR E « WEAR NRENERA BX -EEEXRIAGRRTAMERIZRENE
WA AER* policies * FHITUE B AENE AR E AthRA

B2 Traffic Classification Policy -

Error Responso Rate Average Request Durstion (Non-Ermor)

I IHIIIIII[IIIIII III!.IIIIIIIIIIIII!IIIIII1iIIIII1IHI]IIHIM LR UTH LT 1
IR UL LT

MR LB TIIEX -

c BETFHBFIERNE | LWERRHEH FHRFHEMARHERZ ARk BEHERRIESN3INIERH
FE9 s BRIATT/AD

° BIETFHIRERTAE | ItEFREM %"‘E%&EX%&E’JS%E%@FFH s MREREER! (Get ~ PUT
- HEADFIDELETE) #0497 o IHE ST ERIIZEELB B EHT
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° FEERMOMER | ILEFIRMSIMERIA R IR HROEHBE TI9376E « WAKERCEAEED -

° FIERGERFERE GFiERR) | ILERIRMHIDERHF TR « WKPFHEE (Get~ PUT
* HADFIDELETE) #i7 - SEZERFFEREEHEERH T ERRFIMERITEFFELS « LETED
FEA BRI P iRk G R o

© MR NTAERR | IEABRERENERNTRBABRKRNIDERETITRE - TEEFETT
BAEKEREAEK -

© RMIF A/ NGEIRERR | IEABREIREY A/ N FERENE R3S ERETITRE - TEREFERTT
EINERIABIEIIFER - ABFHEXRTERBRPYIGRNEBEIER - BUeBIe¥ (FI0 -~ &
BNER) RTEHEXIRE - BRNEE (IUIReNIs) REHERRS -

4. RFREBENGE L - B EBRNSEBNBEIERERE

Load Balancer Request Completion Rate

2020-03-30 21:29:30
=Total: 275
=PUT: 275

Requests per second

= Total == PUT

o IEREEEAE L « BT ERIRERE « AP B AR « RBZZFT MR « LUKk
HARIES TRV EREL -

Write Request Size -

2020-04-01 22:27:00

6. fEAA LA Policy* FHITUEEARERARFRIRE
Fr&R ARV B RFEENFRT

7. E ~ WU IR TIRERTFENEIRR ©
a. 42> Support > Tools > Metrics * °
b. TEMEM ™ Grafana*) @ « BE NRESFEBEE,
c. REEALANTHIUFEPERRA
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MEDHERNGUHIDRHR - RAIDEZIE DRESHERER) BEEE -
8. DfER « FIERAIRFIREBAVIEER « UREEHREAZRL -

MERAEEN
"ERHERIE RO

HERERERA

AR AS ARG A MBI ERER RO IE S 7R T;FE”3|MEI§'|‘4':PIL,\JIEA?IET LR EESK
HURRFSRIB BT o A LR EAT AN ~ LURBRUE & 2 FEIRVIEE

© FAEMR AR BEE BE R WMEY 18 A SRR M IR B STIERE o
* Grid Management APIFITH A EIEAPI & £ A4S AL 2N 2K #| B 2 Storage GRID {5 FAHFLE A ERRY P LEARTS ©
TRERIRL] ERCLBRRFS & E R EAEM AR | EH B imEaR

() cLemmREs-

IEERE R = fEuh S48 « HPREL S ZERVEGRZA
—DC1 —DC2

| L - == | . C :
GridNodes | | A GridNodes | |

—DC3

|

* FHEEIRS ERICLBARTS S A iR TN EciaE—EE R T 0L & _ ERIFR A RFEIRE « LBEMER S
HOREMERPOISEE o

TEUEEERF ~ B OuEa1 (DC1) MIRIEEREE R AP nE R TI9 D ECRDC1RREEFENRS « MKkDC28Y
{#1FENRL - DCIRIFIEENRE R & A P I E R BX EDCIRVRTFENRS ©

* EREUAZEERERTIVEERNYI(E - StorageGRID S1HEGM AR BHIE R ORBEUER -

X536 ~ ANRDC2HI A FimfE RIZ R E R ZEDC1AIDC3A ~ BISEDC1HEEGZYIT ~ B4
RDC1RID2BVELE R A0 ~ (KR EDC3ZIDC2 (25) BYEAERLA o
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BEROIER Z

FERAE
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EREAENA

BAE A ZANS0RYB ST E AR A BB A25 - TR

ByE
FBWANZBEEEFIER RO o

%iﬁﬁﬂ%bﬁﬁéﬁ—%ﬁ%@ﬁ%iﬁ@ﬁ * HLANZE

TAIAERE RO & Z FERVEERNES ~ DU RiL 5 2 ERIIEE

TEENER
* B ZIRRVRIEE 28 E A Grid Manager ©
* R AGridRIEEmEAARSRERR o

$%§1
1. EE AR > R R e > AT R A o

Link Cost

Updated: 2021-03-20 12:28:41 EDT
Site Names  (1-20f2) 4
Site ID Site Name Actions
10 Data Center 1 V 4
20 Data Center 2 4
Show| 50 v Records Per Page | Refresh |
Link Costs

Link Destination
Link Source 10 20 Actions
v Q

Apply Changes *

2. 11 NESERIR TERUAE ~ ABE DELGERM) TRAT0M100Z MRIMAE

EERHET | BE—T OEE-
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3 T ERME -
% EAutoSupport IH5E

FALEINEE ~ BHNEBERZR TR R ARG SEEAFMTZEERM o AutoSupport
StorageGRIDfEFNetApp Al K@ IR B ARV F ERELfZR o AutoSupport$z TSz $5 th SEEE 1
RFENFRERR ~ HEEHE R TR EMMEMRL KIS o HE ~ I LEREAutoSupport
BEEXEF—(EBERMBTES o

Ei B S 7EAutoSupport jHEH
BETHEHEE : AutoSupport

* BRBERRZsStorageGRID
* EERGIRA
* RRBRMUERERNEMEER
* RENETRHET (BERHR)
* FREHER IR (BEEEER) BBARIIRRE
© BHERN SRR R E A B EFRS
* BIEEMENEERE
* BREEXRYENEBE
© HEISARRERRTE
* NMSE#S
* YERARILMER]
* BECERAEIRIRIEEE
* ZEREIR
fEA ATEAutoSupport FE—RZEERRNA 12181 ThaeF{ER)AutoSupport BY T23&1 #EIEStorageGRID ~ #17]

MiH%B R - W5RAutoSupport REXFELLTHAE « BIGrid Managerf& &k EEER—BIFAR - ILFAEE
ZAutoSupport #5[A MEI8E) HRRREBVEL o

The AutoSuppoart feature is disabled. You should enable AutoSupport to allow StorageGRID to send
health and status messages to technical support for proactive monitoring and troubleshooting

CRILUEEY Txy f35% - IARARAFNR - FRIEBFREIEESRREY « BRIFASAEBERLIR « BMfEAutoSupport 2T
THAE o

fEHActive 1Q
NetApp B E iR EIEERT « EFNetAppZEER FTE R DRAIHLEEE - Active IQEIFEE TS « TEA1%

LR SREAMIES | R BENEITE) « Al EERMEE EZ TR R E « EMAERMBERRLIRSRGEA
FRE -
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UNRIGAEETT NetApp ZIEAFUL EFEARM Active 1Q FBRIRFIINAE » BIXZEERA AutoSupport ©

"Active |Q Digital Advisor E{iEERI 4"

7ZEXAutoSupport THEER E

1% AutoSupport BJ I fEGrid Manager (* Support > Tools > AutoSupport STH*(E/) HEEEZIEINEE o ()
() EmEMERSIZE : (RE*) AutoSupport FI* (FER*) o

AutoSupport

The AutoSupport feature enables your StorageGRID system o send periodic and event-driven health and status messages to technical support o allow proactive monitoring
and troubleshooting. StorageGRID AutoSupport also enables the use of Active 1Q for predictive recommendations.

Settings Results
Protocol Details
Protocol € ® HTTPS @ HTTP I SMTP

NetApp Support Certificate Validation & Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport @ 7
Enable Event-Triggered AutoSupport & v

Enable AutoSupport on Demand €&

Additional AutoSupport Destination

Enable Additional AutoSupport Destination € (=]

“ | Send User-Triggered AutoSupport

fFi£AutoSupport E:fEIRE
Ea] A = B E e i E PEE— AR FiXAutoSupport THEEMEE -

- HTTPS
. HTTP
- SMTP

SR EFA AutoSupport HTTPSEXHTTPRIXFF RS ~ R AT EIRERIA BT & 2 s E A ZERRRIProxyfa
Axes o

MRIEEFRASMTPZ3AutoSupport FFREEIE NEEIGE - BIAARE —ESMTPERHREIARES

#IEAutoSupport

TR LU TFZERENERMHES « i§AutoSupport BFBIXMAIRMZIEASR !

174


https://docs.netapp.com/us-en/active-iq/index.html
https://docs.netapp.com/us-en/active-iq/index.html
https://docs.netapp.com/us-en/active-iq/index.html
https://docs.netapp.com/us-en/active-iq/index.html
https://docs.netapp.com/us-en/active-iq/index.html
https://docs.netapp.com/us-en/active-iq/index.html
https://docs.netapp.com/us-en/active-iq/index.html
https://docs.netapp.com/us-en/active-iq/index.html
https://docs.netapp.com/us-en/active-iq/index.html
https://docs.netapp.com/us-en/active-iq/index.html
https://docs.netapp.com/us-en/active-iq/index.html
https://docs.netapp.com/us-en/active-iq/index.html
https://docs.netapp.com/us-en/active-iq/index.html

* 538 : ®AutoSupport B EENHX—RE o TERRE | BEH
* E4MEE | AutoSupport B/ BEBARRSAEHEHET - BEEELSNE - TBRRTE BB -

* BBE . ARSI IE A BEKStorageGRID SR EEH L AutoSupport BENEXINEEME « EEMPIES)
RIERIERIEEER (BEHTTPS AutoSupport B {EIMIAE) o TERBE © 2 -

* fEFREMEE | AutoSupport BERF FEIEAAZHAE -

HERAE RN
"NetAppziE"

}5XEAutoSupport B A SR EEHHE
R AT LAfsE A = R (B 15 & PRV — R 5K (FiXAutoSupport A HERIEE o
CEENER

* B ZIRRVRIEE 28 E A Grid Manager ©

* fEwRRR MREFEU 3¢ THMMAERAERS) #R -

s NREEFEAHTTPSEHHTTPEE IR E R FiXAutoSupport FEE Bl X BEEIZERProxy@iRES (RE
EEAELG) - RENTESIEHMBMNELAEMEAERFE

* MREEFERHTTPSHHTTPEERE « T EBEFAProxy@AREs « AINEREEIEProxy aliRaS
* MR EHEEASMTPHAAutoSupport FETHEEM A SN E@EBE ~ BN BRE—ESMTPEMHRARSS ° RN
ARSI ERRANEREFEMERN (BERHK) o
RAREIET(E
A LAEA TIHE— BB E 2R FXE 5 AutoSupport -
* *HTTPS * . ER M REMNTER MEZRTE o HTTPSEEIRE £ A EIEIE443 o NREAEERUHAutoSupport
MR KIR MR IR ~ BRI BEFERHTTPSEEIGE ©

* *HTTP : ILESWIHFERELS « BRIEANSEENIEE « TR BEREREZEERIF « Proxy@iRE S EIR
FHTTPS o HTTP{SEi1%E FFRERES0 ©

* * SMTP* : UNREA8AutoSupport ZIXE FEHFTEA—XRIAE « sAEAILER - IRITERSMTPHY
#AutoSupport A EFENEMGE « BIXATE TEREFHARE] BE CHRES (BHR) BEREBEFH
HRE) LRE—ESMTPEHEIARES o

7EAutoSupport BHEAREATRRAGERZ R « RETERSMTPIEAI—M BRI - A AKEIE
(i)  mBEEEH - StorageGRIDUIRStorageGRID {i—BiAZEE R ERREIHTA ) ~ AUFTAER
BRI -

e E S8 E I EEF A 5 AutoSupport BYEF ©

TR
1. A B> T B*>* AutoSupport 2&* o

ESEEHIR Tthe SIEFE) BME ~ W3EE [ Settings*] F5|1E# o AutoSupport

2. FEEVRE AREEAutoSupport B IR T SR EETHE o
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Settings Results

Protocol Details

Protocol @ ® HTTPS HTTP SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate v
Use NetApp support certificate
AutoSupport Details | Do not verify certificate |

Enable Weekly AutoSupport © v
Enable Event-Triggered AutoSupport ©

Enable AutoSupport on Demand @

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

Send User-Triggered AutoSupport

3. FHIEIE* NetApp IR /RRER:E o

° EANetAPpRIBEE (F8R) : BHBEFEAIHE{FAutoSupport EEMENZ 2 ERE o NetAppIEEED
BEStorageGRID ZiE#pE—tEZd

© AEERE | RATARSERNEAGEREE (PSR ERARMER) « ZEBULEE
4. FERETF o

FREEE « ERERENE AL S E G ERAEIREE R EREX -

e

||—J'L|—‘—| ,_E&iiproxy_}l =—11]

EiFAAutoSupport FEEINAEE

RIFEFRIZMH IR « HB AR T TR ERFI IETEFEMBEE IEAYRSRE o AutoSupportEX
FiAutoSupport Hg#ERNAutoSupport F1 HEERF ~ BT B A B EREERELENA
E,J/gu_,\
CEENER

* B ZIRRVRIEE 285 A Grid Manager ©

c ERR TIRERU ot TEMAEMSAERE) #EIR o

* e BRI S AutoSupport BIEEHENE o

© A B EHEHEHERHERASHTTPS ©

RIRER I

EXFRLETORERT ~ Fiffi Sz 48 A B ] E K StorageGRID fEHY £ 4t B Eh{#FXAutoSupport #EE o Tz EZRFIt
AILAER EAutoSupport  MBIEFRREITE) HEm-ARIRERE
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iz iEm AR S = AutoSupport BEEEINAE ©

TR
1. JEE R #B*>* T B *>* AutoSupport 2&* o

E@MEEHIR NRE) REIER - WEZERULERS|ZE  AutoSupport
2. TEEN MEHEIPEFMER ) BERPER THTTPS) BB o

Settings Results
Protocol Details

Protocol @ ® HTTPS HTTP SMTP

NetApp Support Certificate Validation © Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport © ‘ v

Enable Event-Triggered AutoSupport @

Enable AutoSupport on Demand @ v

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

Send User-Triggered AutoSupport

3. #EEY TEYFASiEAutoSupport Bl HZEU51HE o
4. 3% h* Enable AutoSupport SRAID on Demand* (3£ MA) #HEIEEIE o
S. BEEARTE o

SZIRFERIRMEZIR - BITZRASAR MBEERIBHER] FXZEAutoSupport AutoSupport
StorageGRID

{ZFHSBAutoSupport EF:E

IR¥EFEEE StorageGRID ~ IR R AR TE A FAutoSupport BEX—XH 2 46NetApp
Support ©

CEENEMR
* BB IRAVEIEE 28 E A Grid Manager ©
c fSERE TREFEEU 3 THANASWSAERS ) #ER -

BAREELE

EE¥ErSEAutoSupport BT ERIERIEESRT « 552 RIAutoSupport * AutoSupport () (4R BEmE* (58

B TRy (T—HH2mRE) o
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Settings Results

Weekly AutoSupport

Next Scheduled Time @ 2021-02-12 00:20:00 EST

Most Recent Result © Idle (NetApp Support)

Last Successful Time © N/A (NetApp Support)

1@ A LABERE (= FA AutoSupport B B8R IhEE

SER
1. A 1B*>* T B*>* AutoSupport 2&* o

l-‘-| oy yee

N

~ R

2. S5k B R EAutoSupport B ZEN A 1R ©

Settings Results

Protocol Details

Protocol © ® HTTPS HTTP SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate v
AutoSupport Details
PR
Enable Weekly AutoSupport © ‘ l

L J

Enable Event-Triggered AutoSupport @

AutoSupport On Demand can only be enabled when the protocol is HTTPS and Weekly AutoSupport is enabled. When you enable AutoSupport on
Demand, technical support can request that your StorageGRID system send AutoSupport messages automatically.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination @

“ Send User-Triggered AutoSupport

3. BEEMRAE o

ZAE4#52 AutoSupport FYTHAEEETLE

RiEFER StorageGRID EAutoSupport EBHXEEERYHMEBEBARRKSHE ~ FZHEIUIE
INREER E A B ERMNEN ELANetApp TR EZRPT o

CEENER
© S BEAZIRIEIE 2SS AGrid Manager ©
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* GZARA TRTEFEU 5 TEMERAERR) #R -
RIRERI(E
@A) AAutoSupport BERF A S (35 B B SRS ©

(D EAutoSupport EE R RAEHIHIE FEHEAE « thEINEISEHAEERTHAEMAE o (BHEERR
AR E  FRREIR o« ARBEAEN R - )

HER
1. ZEEV*Z3E*>*T B*>* AutoSupport &> o
EmEEHIR MRE) BIER - T EERULZRS1ZE - AutoSupport
2. ;5 ER B4 AE 3¢ AutoSupport BISAR“IZEX 5 18 ©

Settings Results
Protocol Details

Protocol © ® HTTPS HTTP SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport ©

Enable Event-Triggered AutoSupport ©

AutoSupport On Demand can only be enabled when the protocol is HTTPS and Weekly AutoSupport is enabled. When you enable AutoSupport on
Demand, technical support can request that your StorageGRID system send AutoSupport messages automatically.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

“ Send User-Triggered AutoSupport
3. BT o

FHEEZE AutoSupport EF REAE

AT 1B TS 1B A\ B 5B HER StorageGRID fERIHPEHERS ~ & A FEhEE
#%AutoSupport E{ERIXIBFENE ©

EENEM
* SRR IRIVEIEZRE AGrid Manager ©
* B BRR MREFEU 3¢ THMMAEMRAERS) #R -
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2. JEEVMEX A& S AutoSupport BISHR* °
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1. ZEEV*Z3E*>*T B*>* AutoSupport &> o
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2. FEEVERAE fthAutoSupport B Rth* o
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Additional AutoSupport Destination

Enable Additional AutoSupport Destination © v

Hostname @ testbed.netapp.com
Port © 443
Certificate Validation © Do not verify certificate v

You are not using a TLS certificate to secure the connection to the additional AutoSupport destination

“ Send User-Triggered AutoSupport

. B AZESMAUtoSupport HE YRR SV AARSS T4 L ARSI Lkt -
()  ERemA—EmEsm0E -

- A FRRESEHMAutoSupport B FIMEIRREZAVERFE (HTTPTER AEIHIR80 « HTTPSTRR 73
18443) o

- BE{EAAutoSupport RFEREBIXEHNATERR « F7E VRERSE THNAEPEN [EHBFICAE
REG) - ABRRITTIIHEF—IE !

° FHRMRET A « i EPEP-RIECAREIEZMEIE AR E AL CA bundch*if{i ~ W LUREEIER
EBHf o IMNEBS -—---BEGIN CERTIFICATE---- #l -————END CERTIFICATE---- 7E{EHVEEIE

Additional AutoSupport Destination

Enable Additional AutoSupport Destination € v

Hostname @ testbed.netapp.com
Port @ 443 s
Certificate Validation @ Use custom CA bundle v

CABundle © -----BEGIN CERTIFICATE

Browse

o EERIE  BIBEANTRENER  AREICRRC LEEE o BRI ERAutoSupport BFRIE
WEEHEER o
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Technical Support
Chassis serial number: 031517000693
& NetApp My Support ('

. . US/Canada 888.463.8277
Support Resources Diagnostics AutoSupport Other Contacts

AutoSupport operations AutoSupport status: Enabled @

Enable/Disable AutoSupport Features
AutoSupport proactively monitors the health of your storage array and automatically sends support data ("dispatches”) to the

support team.

Configure AutoSupport Delivery Method
Connect to the support team via HTTPS, HTTP or Mail (SMTP) server delivery methods.

Schedule AutoSupport Dispatches
AutoSupport dispatches are sent daily at 03:06 PM UTC and weekly at 07:39 AM UTC on Thursday.

Send AutoSupport Dispatch
Automatically sends the support team a dispatch to troubleshoot system issues without waiting for periodic dispatches.

View AutoSupport Log
The AutoSupport log provides information about status, dispatch history, and errors encountered during delivery of
AutoSupport dispatches.

Enable AutoSupport Maintenance Window
Enable AutoSupport Maintenance window to allow maintenance activities to be performed on the storage array without
generating support cases.

Disable AutoSupport Maintenance Window

Disable AutoSupport Maintenance window to allow the storage array to generate support cases on component failures and
other destructive actions.

S. EIE R EAutoSupport  TFEA A * o

IS HIR TR EAutoSupport HESE) BHE o
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Configure AutoSupport Delivery Method

Select AutoSupport dispatch delivery method...

‘ ® HTTPS ‘
HTTP
Email

HTTPS delivery settings

Connect to support team...

Directly @
* via Proxy server @

Host address 0

‘ tunnel-host l

Port number 0

Show destination address

‘ 10225 \

My proxy server requires authentication

via Proxy auto-configuration script (PAC) Q

Test Configuration Cancel

6. EIE* HTTPS *1ERRAIT5E °

()  EEHTTPSHEENEEEREERE -

7. EEFEBProxy AIRES" ©

8.

10.

NERIERE ~ BIE HIRGEREAS

BIA tunnel-host FMEAHE o
tunnel-host EFHAEEMIMBEEXERTAutoSupport EsHAYVFFRAIIL ©

EIA 10225 EIBIBEEE o

e+ )t AR As 3% B sl AutoSupport fERYProxyfal AR 2SAYER FRADARAS o

Your AutoSupport B4R B @B EREE © J

El %0225 ZStorageGRID #5{tAutoSupport FEFEE B FAVE R 5114 a2 E| A B L B BRI AR es L AYEIRIRSR

185



MRARHKRY ~ AISGEABEIEPRARIERMNE 5518 & StorageGRID DNS SR EFMAIRELR > FEERYLT
HYEIXE EEMR AT LUERE NetApp XML » ARBERAEH R -

1. R o

AR EHFAER « WSS | TEAutoSupport 527E TEX7E) ©
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AutoSupport

The AutoSupport feature enables your StorageGRID system to send periodic and event-driven health and status messages to technical support to
allow proactive monitoring and troubleshooting. StorageGRID AutoSupport also enables the use of Active I1Q for predictive recommendations.

S

Settings Results J
{
Weekly AutoSupport
Next Scheduled Time @ 2020-12-11 23:30:00 EST

Most Recent Result @ Idle (NetApp Support)

Last Successful Time © N/A (NetApp Support)
Event-Triggered AutoSupport

Most Recent Result © N/A (NetApp Support)

Last Successful Time @ N/A (NetApp Support)

User-Triggered AutoSupport

Most Recent Result © Failed (NetApp Support)

Last Successful Time © N/A (NetApp Support)

AutoSupport On Demand

AutoSupport On Demand messages are only sent to NetApp Support.

Most Recent Result @ N/A (NetApp Support)

Last Successful Time © N/A (NetApp Support)

iEAutoSupport EILE LK
MR SBAutoSupport EF#TEIEH %X « StorageGRID BIEEBIT T E(E !

1. BRMEREBUENA Retrying (EFM#IT) 1 ©
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Ez{AutoSupport 7 T REFERIEBREERZAE ©
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EAEEENEGEZEAutoSupport NEAAREHEHE

1. NREMFER « QIFEREERAL o HIU0 ~ MRFEHEEDZRITHIERE S FEMAAHERREAISMTPEHRF
£~ AIZEETRTYI8EER | AutoSupport messages cannot be sent using SMTP protocol due
to incorrect settings on the E-mail Server page.

2. FEBREABEAR -

3. EHECEREEER nms . loge
WNSRIBAE MR B EE T EFASMTP* ~ 55ME3StorageGRID BIEMREZAMNE FE RS « BEHNEFI
HRERSSETENIT (EES (Bhh) BREFEHRTE) o THERASAIEEHIREAutoSupport 17

481 BEEL . AutoSupport messages cannot be sent using SMTP protocol due to
incorrect settings on the E-mail Server page.

BRARUNRITE PR E B F ERHAIARASSRIE "SHEmA e 5 SEsEHFRIE =" o

{E1F AutoSupport B #E

MR LS BIEE T (EASMTP, 55 S8 StorageGRID RN E FE4HAARSE B EMERE, M B EHNEF Y
RAREFEFEHITH o TyiaRN S AT SE® HIRTEAutoSupport 11481 BE.LE . AutoSupport messages
cannot be sent using SMTP protocol due to incorrect settings on the E-mail Server
page.
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ST-DC2-5G-5712-1 (Storage Node)

Overview Hardwars Metwaork Storage Objects ILM Events Tasks SANftricity System Manager
1 hour 1 day 1 week 1 month Custom
S3 Ingest and Retrieve @ Swift Ingest and Retrieve @
1.00 Bs 1.00 Bz
07585 075E
No data
0,50 Bs
0.508s
0.25Bs
0.258s
0 Bs
18:00 18:10 18:20 18:30 18:40 18:50 0B
== Ingest rate Retrieve rate 18:00 18:10 18:20 18:30 18:40 18:50

Object Counts

Total Objects 10,860,825
Lost Objects 0 i
53 Buckets and Swift Containers 1943

Queries
Average Latency 4.83 milliseconds
Queries - Successful 607,387 0
Queries - Failed (timed-out) 593 ]
Queries - Failed (consistency level unmet) 2218 2 |
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Object Stores

1D Size Available Replicated Data EC Data Object Data (%) Health

0000 440 TB 135TB 5 43.99GBE T 0 bytes g 1.00% No Errors
0001 197 TB 157 TB B 4476 GB B 351.14GB B 20.09% Ne Emors
0002 197 TB 1.46 TB B 4329GB B9 465.20 GB B 2581% No Emors
0003 197 TB 170 TB H 4351GB g 223598 GB B 13.58% No Emors
0004 197 TB 192 TB B 4403GE S 0 bytes B 2.23% Mo Errors
0005 197 TB 146 TB B 4367GB 5 463.36 GB B 2573% Ne Emors
0006 197 TB 192TB = 4310GB B 161GB B 227% No Errors
0007 197 TB 1.357TB 5 46.05GBE g 575.24GB B 3153% No Emors
0008 197 TB 181 7B 5 46.00 GB 0 11284 GB 5 8.06% No Emors
0009 1.97 TB 157 1B B 4391GB B 35272GB B 2013% Ne Emors
000A 197 TB 1.70 TB B 4431GE g 226.81GB B 13.76% No Errors
0008 197 TB 192 7TB F 4317 GB B 780.07 MB B 223% No Emors
oooc 197 TB 158 TB B 4432GB 8 33956 GB B 19.48% No Errors
000D 197 TB 1.827TB B 4447 GB F5 107.34GB B 7.70% No Emors
000E 197 TB 168 TB B 43.07TGB B 24170 GB B 14.45% No Errors
000F 203718 150 TB 5 4457 GB 5 47547 GB B 2567% No Emors
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Storage Options
Overview

Configuration

TEEMHER

Storage Options Overview

Updated: 2018-02-22 12:49:16 MOT

Object Segmentation

Description Settings
Segmentation Enabled
Maximum Segment Size 1GB
Storage Watermarks

Description Settings
Storage Volume Read-Wrte Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
Storage Volume Hard Read-Only Watermark 5GB
Metadata Reserved Space 3,000 GB
Ports

Description Settings
CLBE 53 Port 8052
CLB Swift Port 8053
LDR 33 Port 15062
LDR Swift Port 18083
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Storage Options Overview
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Object Segmentation

Description Settings
Segmentation Enabled
Maximum Segment Size 1GB

Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GEB
Storage Volume Hard Read-Only Watermark 5 GB
Metadata Reserved Space 3,000 GB
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Three Storage Nodes Five Storage Nodes
Object metadata
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B ¥45StorageGRID ZHE A (#1ZE1E L AIRAMA £ BRI E R E TRk EStora
geGRID A&ERMNINAE11.5
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1M11E11.4 EE—ihENEERHFEEM LR 4TB (4 ~000 GB)
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1%128 GB

11.080E R 7 (EREEE]

2TB (2000 GB)

A E 1R StorageGRID ERIAER RN PEB FHAB ERRE

1 AR AR E > MHEFER" o

2. 7£Storage Watermarks&x ™ ~ K EI*PAEZ RMRE M o

Storage Options Overview

Updated: 2021-02-Z3 11:58:33 MET

Object Segmentation

Description Lo
Segmentation Enabled
Maximum Segment Size 1GB
Storage Watermarks
i _ |
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
_sinrane Volume Hard Bead-Only Watermark 438,
Metadata Reserved Space o, 000 GB
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@ ARLEBERT « ASTHYRESHIZREEEN - MRENFEFIRZAER128 GBIIRAM « Bf#
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Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ * Mone AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256
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b. B ATBFRFBZREE Passwords. txt FEZ .
C. A TS U Eroot : su -

d. BAFRFRFIIZEHS Passwords . txt HEEE :
BIELrootBE AR ~ IRTMEREE s £ 4 o
2. FESUPRBRRFSAVARREIS A THITH) B¢ TE25581 @ storagegrid-status
MRFIBERFFIIRHITE TE258E BRI EBES -

3. REIEE<LF! ~ #2* Ctrl-+* C* o
4. BAEICIFSAHRE ARTER | config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios-name

add-user-to-share join-domain

modify-group remove-password-server

I | I
I | I
I | I
| remove-user-from-share | add-password-server |
I | I
| | add-wins-server |
I | I

remove-wins-server

5. FBEWindows T {EB4BRVERSE -
MRERTEE: - IGETHEERENE - MRERERE ~ARIE FT—F o

a. BA . set-authentication

b. BR#FIRREZEWindows T{EE 4RI Active DirectoryBF ~ 558IA © workgroup
C. HIRIEE « FEMA LFB¥4E%T8 | workgroup name

d. HIRERE » ;AR B R &EMINetBios®TE | netbios name

17
#* Enter *UUFAEIREREH T LB A NetBios g o
IR ENRIEISambaf@fiRes « LEREE - BRAE—7H1E - RERE 2%  FIEEZAR o
a. HIRETREF -~ 558" Enter * o
LERFERERCIFSAHRR A ATRER ©

6. e R
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o

(9]

- HERRRET -
- HEBHRRET -
- HERRRET
f. HIRERRE -

o

()

IERFEREMCIFSARRE ARER ©

- IR ~ ST ERE A | user

REATEIZERERT . audit user name
AMARBZERENEN | password
AEMAAERNZIEEITHS] | password

s5¥&* Enter * o

() FEEHARS - ERESLECHELES -

7. MRAFZEERENHEFNERHAE  FEEHMERE

a. BiA . add-user-to-share

BERNEERE R A HAZERIRIR

==

JBE °

b. HIFRTEF « FRABZELHAENHEE | share number
C. HIRFRME « sAFMGEAENEFE | user

& group

d. HIRERE « cAMATEIZERENEENSTE | audit user or audit group
e. HIFIRREF « 3537 Enter * o

IERF S BERCIFSHHRR AR ©

f HHSEAARRHERFIENHEMERESNEE EEELETIH -

8. & - AT ITHVARRE

validate-config

AMERELERELERT - KAIUZ2MZETIRE !

Can't find
Can't find
Can't find
Can't find

rlimit max:

(16384)

include
include
include

include

file
file
file
file

/etc/samba/includes/cifs-interfaces.inc
/etc/samba/includes/cifs-filesystem.inc
/etc/samba/includes/cifs-custom-config.inc
/etc/samba/includes/cifs-shares.inc

increasing rlimit max (1024) to minimum Windows limit

a. HIREREF ~ 5B¥F* Enter * o

WEEDEEAEIZ A P IR AR o
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b. HIRIEREF - 553%* Enter * o
RS RERCIFSARRE A BE ©

9. FAFACIFSEHAE A TR ¢ exit
10. B¥EISambafR?s : service smbd start
1. 4NSRStorageGRID EEZERE—ILA ~ FAIF T—F ©
=
& - AR StorageGRID IEINFENZ IR BIEEMIL SN EIREH « A S SR LERZER
a. RIRBEAILENEIREE, ¢
I. I AT58< | ssh admin@grid node IP
i. 8 AFFRYIMZEE Passwords . txt TEZ -
iii. ST e U Eroot © su -
V. B8 AFFrFAIZEES Passwords . txt FEZE -
b. BEELENE - AEEEINMNEIEMNMRTREZERE
C. FARAZRIRZEShel ZFARIHEIBEEL | exit
12. ZHar<Shell © exit

GG
"FHRA"

& € Active DirectoryfyF&1% A B i
#t¥StorageGRID G ER P FREFEIZ N E M ZEEITULZR ~ UFBITIUERRF ©
CEENER

s RWAZEER Passwords. txt M root / admintREZIEMIEZR (RIfE LMEGHIKE]) o

* IR ZEEB CIFS Active Directoryff i & LB o

s RWABYER Configuration.txt 22 (AIELHMEHFEIS) o

()  BBCIFS/SambalEfTAEIEL DIBES « HIERISorageGRID BIRRAFRTSH -

1. BATEEIREE,
a. BATH&S | ssh admin@primary Admin Node IP
b. & ASFRFIMIZRE Passwords . txt T !
C. AT LU Eroot : su -

d. A FFRFIHZZEE Passwords . txt TEZE -
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EELUrootE AR« IEMEREE s E 4 o
2. RFRA RS TEITH) & TEEE) storagegrid-status
MRFIBERFIIRNITH (E5E) B RAREEEE -

3. REIEE<LF ~ #&* Ctrl-+* C* o
4. BIEICIFSAHRE AR | config cifs.rb

validate-config
help

exit

add-audit-share set-authentication

enable-disable-share set-netbios—-name

add-user-to-share join-domain

modify-group remove-password-server

| | |
I | I
I | I
| remove-user-from-share | add-password-server |
I | I
| | add-wins-server |
| | |

remove-wins-server

. FEActive Directory§s8 | set-authentication

AEARZHEEF ~ LAKRERR « 7oEMEEZAR IR - MRERERE - MGETRERSAE - W
REKRERSE  FAIET—F o

a. ERAMIBTELZE T (ERH4H5Active Directory © ad

b. HIRIETREF « FFMAADAYH LB (REAEHRTE) o

C. HIRTEMET « SR A LIS B3AVIPAIUE S DNS 1478 o
d. WIRGERET « A A STEAVARIS SEIN A o

FERARXKEFH o
€. EARMIRTEEAWInbindSZ 1B « BIA* y* o
winbind Bt EAD R AR SS AR E A E AN BEAEE A o

f. HIRIRTREF - 5% ANetBios%id o
9. HIRERF ~ 5A¥F* Enter * o

IERF S BERCIFSHHRR ATER ©

6. MA#EE
a. WNRFEARRE « SFRIBICIFSHEREARMTER | config cifs.rb
b. MMA#E © join-domain
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¢ RAERTCASREENRBANE S AMENANNE - MRILEIREHFFATHRIMARBL  FFHA

no

d. IR « BIRERABIEENERAESLM | adninistrator username

Hrh administrator username &CIFS Active DirectoryEF& %8 ~ MIFStorageGRID ZiRERE
iE o

e. HIRETE « SBIRHEBIES®NS | administrator password

MAIRY administrator password s2CIFS Active DirectoryfEFA& %%  MIEStorageGRID FHATE
= o

f. HIRIRTREF ~ 55¥%* Enter * o
e RERCIFSARRE A BTET ©

7. FEERISE IERENMALSE -
a. MA#EE © join-domain
b. BRI RNTRHHAAREERERSAMBINERRER  F#EA v

NRTWEAE TJoinis OK ~ 1~ RINEERMININALELE - Y1REZFE W ILEFE « FE AR ERFIL
BRMALESE

C. HIRIEREF ~ 551 Enter * o
IR EREERCIFSARRE A BE ©

8. ¥LFEMZAF IR | add-audit-share
a. BERAMIRTREINEERENEHER « FFHWA | user
b. ERMIBNTHMATEIZERE BB  BRARBRZERERTRE
C. HIRIRTEF « " Enter * o

B B EETRCIFSHEAE AR o
9. MRAFZEFRAENFHEFTIEZLAE « AL HMEMR®E | add-user-to-share
BN ERAEEBARIEEE o

8. BABHELHAOHRE -
b. AR EAERBHER - FHWA 1 group

RSB ARIZEERTE o

C. ERAMIBTCEATBZEELIEN  SFRARKEREHENSGTE -
d. HIRIRREF « 5537 Enter * o

ISR RCIFSAHREARTER ©
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e. HHSEAAERIAFIENEMERENEE ER/ILEDHR -

10. & - BFERIEAI4ERE | validate-config

AN ERELFRELERT - KAIULZEZMZETIRE !

° FWAEIINCLUDEFEZE /etc/samba/includes/cifs-interfaces.

inc

° FAEIINCLUDEYEZE /etc/samba/includes/cifs-filesystem.inc

° IWAEIINCLUDEFEZE /etc/samba/includes/cifs-interfaces.inc

° A E/INCLUDEREZE /etc/samba/includes/cifs-custom-config.inc

° IWAZIINCLUDEFEZE /etc/samba/includes/cifs-shares.inc

° rlim_max : #&rlimation_max (1024) EINZER/)\WindowsPRHl (16384)

@ BN Tecurity=ads) REH TZWEFERES) SBESER -

FIRRIEERNDC) o
i. HIBIRTREF - 5517 Enter *LUBETEZ A B URARRE o
i. BIRIETEF « 551%* Enter * o
& BERCIFSAEEEABRER ©

1. BABACIFSARRE AR ¢ exit
12. YR StorageGRID EEZERE—ILE  BRIE F—F o

14

5¥E ~ YR StorageGRID ILINAEMIS IR BIE R ML SR EIRER « SR E

a. IEimE AL SR EIRERS
i BIATH&< . ssh admin@grid node IP
ii. A FFFRSIHMZEHS Passwords . txt 3
iil. BATFERLS U aEroot & su -
v. B APFRYIBIZEERS Passwords . txt fEE ¢
b. BEELSIH - AEEEERMBRTERZHEA -
C. FARAEEMANEIKEZ2ShellFEA | exit

13. ZH#p<Shell © exit

G
FHR SR

RERE N EHEINE ECIFSTEREAE

ERRELERE

R LGRHE A B S B ARG E B ADEESR B S CIFSTEIZHAE

(1B#578:% ~ Samba® B

HA:

221


https://docs.netapp.com/zh-tw/storagegrid-115/upgrade/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/upgrade/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/upgrade/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/upgrade/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/upgrade/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/upgrade/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/upgrade/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/upgrade/index.html
https://docs.netapp.com/zh-tw/storagegrid-115/upgrade/index.html

CEENER
RAZBEER Passwords. txt M root / admintRAZIEMIEZR (RIfE LMEGEFHIKE]) o
* [WNJBHER Configuration.txt BE (AIELAEHHREE) o

BAREETLE
THRFERNEADEE R SRITERILA -

(D) BBCIFS/Sambal TR EIBBS - 1EK A StorageGRID HRRARIE o

1. BATEEIERME .
a. MIATS&< . ssh admin@primary Admin Node IP
b. & AFRFRFIMIZRE Passwords. txt HEZE !
C. A THE L U Eroot © su -

d. WA FFRFIAZEHS Passwords. txt #E5E !
ELLArootBE AR ~ BTREWEE s E 4 o
2. WESUPRARFSHIIRAEISZ T81TH) =X TEBRE) > #A ! storagegrid-status
WRFAERBEERITE (B8  FRAREBEE -

3. REIEE<LF ~ #&* Ctrl-+* C* o
4. BAEICIFSAHRE AR | config cifs.rb

validate-config
help

exit

add-audit-share set-authentication

enable-disable-share set-netbios—-name

add-user-to-share join-domain

modify-group remove-password-server

| | |
I | I
I | I
| remove-user-from-share | add-password-server |
I | I
| | add-wins-server |
| | |

remove-wins-server

S. FYAFMIBEAEDEH A | add-user-to-share
PEENFE TR ERE Z R BRRIUSE -
6. WIREREF « BMATEIRIA (BEW) M4 | audit share number

A SR ESER T EAENEHEFRULE R BERER -
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7. BIRETEF ~ SEATIGERENEHE | user H group
8. BERMIRTNEEALLADTEIZHE A EREHEARTEBR « FFRARTE o

ERENEHE TS A MR - MRS EREARSEERAMCIFSIRBPER - RETEHH ASamba
HERS ~ SRIEAE NBHEESNFEEZAR R AE -

9. HIRIERFF - :53&* Enter * o
& BERCIFSAHREARTER ©

10. SIS ERFEZEAFIENERENRE - EREEDHR -

1. & - AR ITRVARRS ¢ validate-config
AR ERE W ARG LR o BRAINLZEtZE TFIAE !

° AR & & 1%/ etc/sambalincludes/cifs-interfaces.inc
° WA EIE & 1EZ/etc/sambalincludes/cifs-filesystem.inc
° AR B F1EZ/etc/sambalincludes/cifs-custom-config.inc
° AR 8 & 1E%/etc/sambalincludes/cifs-shares.inc
i. HIRIRRES « 353%* Enter *LUBETIEIZFH B URARAS o
ii. HIRTETREF ~ 55H¢* Enter * o
12. FABACIFSHERE AR | exit
13. FENE R R R ERAEEIMITEIZIEA ~ AR -
> R StorageGRID EEFBERE 1A ~ FRIE T ©
° YNRStorageGRID LEINAEEIIEHE L SR EIREIRL « AR B ERUBE LRI @
L BIRE AL S EIRER
A BIATHES | ssh admin@grid node IP
B. I AAFRYIMEERS Passwords . txt &5 !
C. WA TSRS LU Eroot © su -
D. 8 APFFRFIBEEE Passwords. txt FEZE -
i. BRELESER - AEEEIEMARTEREZEA -
iil. FAPAIRIREZ ZShelE NBIHEIRER, | exit

14. ZHar<Shell : exit

WRCIFSTEZHREBIRERE A E
TEEB IR LR AT RS R BN ERE A

CRBNER

* W EBER Passwords. txt (EfroottR A ZEAVIER (AIE LAEMHHIKE) o
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s RWNBYER Configuration.txt HEE (AIELMEHFEIS) o

RIRERI(E
ZEBCIFS/SambaiE I TRITEIZEE tH BB ~ i§TER K StorageGRID BIhRASHFEER o

1. BATEEIEME -
a. AT | ssh admin@primary Admin Node IP
b. & AFFrFIMZEE Passwords . txt HEEE
C. BATFEL U Eroot © su -

d. A FFFFIAZEES Passwords . txt TEZE -
EIEUrootE AR - IR MBREFT s E # o

2. BMEICIFSARREAFETEL | config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios-name

add-user-to-share join-domain

modify-group remove-password-server

I | I
I | I
| | |
| remove-user-from-share | add-password-server |
I | I
| | add-wins-server |
I | I

remove-wins-server

3. LB ERESE A | remove-user-from-share
RGN EIEM I BRRZEANRTEE c BRHERgERARKED -

4. WAFERZHEANEE | audit share number

o BRMIBTEHBIREMAEZEHER | user H group
PEENEE RIS IZH RV E A& B EMRITAE ©

6. B ATEZBIRERE A EEERISEES | number
ERAREREERN - BEERENFETBASFIERLRAE - i1
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Enabled shares
1. audit-export
Select the share to change: 1
Remove user or group? [User/group]: User
Valid users for this share
1. audituser
2. newaudituser
Select the user to remove: 1

Removed user "audituser" from share "audit-export".

Press return to continue.

7. BARACIFSAHHREARTER | exit
8. YR StorageGRID ItIIFEEEEMIEENEIREE « AR EEEREEILESIFEZEA o

9. 4BRESTRLET ~ FFEHEEG < Shell | exit

G
FHREEE"

EECIFSIEIZ L RAERAE N ERME

TR LGRIB B EAATEHE « ZARMIFRERERE A  REBECIFSTERILARIER
HEEFETE o

RAREETE
FEIBCIFS/SambaiE THIFEIXE L BB ~ iETER K StorageGRID FYRRZASFFEFR o

1. R E S AU E R IBIME ERR L HE -
2. MIBREERVEFR B A¥ 478 o

GG
"FHRR

"B E S BRI ECIFSIER L AR"
"WCIFSTEIZEL A BB IR (ERE s B 4A"
ER:ECIFSTEIZE S

TR AAMERE - sCEiE R M BIERREIEI  RENSERBIES - BB ERETR
EWindowstE A EIRE PRIBEE B E5 - BIRERRTHR  BRAFFIAHRE -
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2 ENFSHITEIZ B B i
it g e AAMERA
CEENER
RABEER Passwords. txt B Aroot / adminZBiEMIIEZE (A[7E Lt EHTIRE) o
* [MWAZBBER Configuration.txt HEFE (AIELMEHFESE) o
* Bz B IRMNBFERANFSHRZAS3 (NFSv3) ©

FAREETLF
#t¥§StorageGRID EEUEFREEFEIZN BHIREFITULRZR ~ AFIAITIERRR -

BATEEENE .
a. MIATS&< | ssh admin@primary Admin Node IP
b. & AFRFRFIMIZRE Passwords . txt HEZE !
C. A THE L U Eroot © su -
d. A FFRFIBIZEHS Passwords . txt HEEE ¢

B LlrootBE AR « RTEREE s E 4 o
2. ERFRAIRFEAREEA THITH) & TEERE ~&@A - storagegrid-status
WMRABERRTFESNA T9ITH) 5 TE28E ~ ATRAREBES -

3. iR[Elgn <% o & Ctrl-+ C*
4. BREINFSAEREARTET c A | config nfs.rb

add-audit-share add-ip-to-share validate-config

enable-disable-share remove—-ip-from-share refresh-config

help
exit

5. HIEFEZAFE | add-audit-share
a. BHIRIRRES « BARZEAENEZA S IRIPAIERIPAIIEEE | client TP address
b. HIRRTEF « 351Z* Enter * o

6. MRAFLERZALHMIFIFEZHEAE « AL EMEMREMIPALL | add-ip-to-share

a. AT ANSE | audit share number
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b. HIRTRES « BAREIZEABHIEILA B SIPASIPAIHLEE © client IP address
C. HIREREF ~ 553%* Enter * o

BERNEETRNFSAERE A AR -

d #HHSEAAEREATIENEMEZARIRERELETFIR o
7. E ~ AR CRVARRS o
a. A THIEE . validate-config

RN DIGE W EETRIELEARFS o
b. HIRIEREF - 553%* Enter * o
BEENBERNFSAHRE AR ©

C. BARANFSAHREARTET | exit
8. FEN T B AT H ik &R A& -
° tNR StorageGRID EEZBEEE—ILH ~ FBAIE F—F ©
° Y1RStorageGRID LEIHAEEIEE ML B BEIREIRE « FAREERABLREZER !
L RIHE AL SR E IR,
A BATHIEGL . ssh admin@grid node IP
B. & AFFRFAYERS Passwords . txt 1% !
C. WA TSRS LU Eroot © su -
D. BIAFFRFIAIZEHS Passwords . txt HEE ¢
i. BIRELELER - AEEREIINYEIRMHBR TR o
iii. BERAEIGEEShelBENZHEIRERE o BWIA | exit
9. B <TShell : exit

NFSTEZ A R IR S IRIBHIPUIHR TR ANEFEE - RIEZEAENIPAUIEEHAE « Rt
& FEVEFR I TRTBINFSIERZ A P i ~ SRR ARV IZ A R IRIPAIIL ~ IBIRZA R I ©

RNFSTERZ A P imfTE =R AR

NFSTEZ A P in @RIEHE PR TR L ARVZEUE o RIS ARIPAITIE EEZ
HAER -« REZHAENEFEERR T HBINFSIEZA P iR

CEENER
s RWAZEYER Passwords. txt M root / admintREZIEMIEZR (RIfE LMEGFFIKE]) o
s IRNEER Configuration.txt EE (AJELAESFFEE) o
* FEIZAPIRNBEFERANFSHRZAS3 (NFSv3) ©
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1. BATEEIEREHE,

#WATHEF< | ssh admin@primary Admin Node IP
A FRFTYIZENS Passwords . txt HEE

WA TIE<L U Zroot © su -

d. B AHFRFIAIERS Passwords. txt HEE !

o o

o

BIELrootBE AR B RBREE s E 4 o

2. BEINFSAAREAARER ¢ config nfs.rb

add-audit-share add-ip-to-share validate-config

enable-disable-share remove-ip-from-share refresh-config

help
exit
3. BiA . add-ip-to-share
BERNEE N EEIEEIRS EENFEIRINFSTEMZ B EE o FeiZHEBYIRUT ¢ /var/local/audit/export

»

WATEIZIERANEE . audit share number

HIRR TR « MARBKERAENEZAR HIPAIAEKIPULEEE : client IP address

o

Tz P iRBERIATIE =R ERE -

o

HIRLEREF ~ 553%* Enter * o

MEENEERNFSARRE A AER, o

~

- SIS SRR RNEEREZARIRERELED R

&  sAMEsRICAY4ERE ¢ validate-config

o

RS ERE WS ERFS ©
a. HIRRETEF « 5519 Enter * o

BERNEERNFSAERE AR o

©

. BARANFSAHRE A ATETL ¢ exit
10. ¥NER StorageGRID EEZPERE—ILE ~ FAIF FT—F ©

% HRStorageGRID ~ MNREEZRITHEB IEEMIL S RVEIEEEL « AI R RERAELERZER !
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a. EinE AL EIRER
I A TH8F< | ssh admin@grid node IP
ii. APPSR Passwords. txt HEZ :
iii. A THERLUTIREroot © su -
V. 8 AFFFTSIZES Passwords . txt HEZE :
b. EFELSE - AT EEIEMERERIZEAA o
C. FRAEIRZEShel B A IREIEERL | exit

1. ZHdp<Shell © exit

EusENFSTEIZE S

REEZLARLIIENFSIEZABRImZE « ERILEEEZARRERAE « TR ELE
EERED AR ARARIS -

1. A EEAMSIRT Z EIRERAAI A P IRIPAL - BasEiEiRae ) (AP IRARNER) - #A  ping

IP address
sBfRIARASEIFE « RVELRAES o
2. ERBERAR AR RIERAGRN D HEIERMELA - Linuxan 8% (—1T8A)

mount -t nfs -o hard,intr Admin Node IP address:/var/local/audit/export
myAudit

EREEMRRIPAILREHAMSIRTS « URIERARNTALE R A RS o HERIFTLUR AP IRERIE
m%ME (B~ myaudit E—Es<H) o

3. HEAER A AL HEEYS c WA ¢ 1s myAudit /*

H myaudi t BFEZILANEERE o ORI H —ERECEE o

WIEH A EBIENFSTEZA R iR

NFSTEZ A P in @ RIEH PR T L ARVZEUE - SR URBRRIRARVEZ A R iRIP
it ~ ARSEREZ A P i o

CEENEM
s IRWAZEYER Passwords. txt M root / admintRAZIEMIEZR (RIfE LMEGEHIKE]) o
* CWAZEYER Configuration.txt 18F (AJELMEHFEIR) o

BAREEL(F
CEEBER LR SRR R AP

229



1. BATEEEREHR
a

- BIAT58< | ssh admin@primary Admin Node IP

o

B AFFRSIIEES Passwords . txt I8 -
A TS UTIREroot ¢ su -

d. A FFFFIAZEES Passwords . txt FEZE -

o

BIELrootBE AR B RBREE s E 4 o

2. BEINFSAAREAARER ¢ config nfs.rb

add-audit-share add-ip-to-share validate-config

enable-disable-share remove-ip-from-share refresh-config

help
exit
3. R HEBERERIPAIL | remove-ip-from-share
MEENEE R RIARES LR EIFEIZ L AMRIVRE o BIZEAY AT ¢ /var/local/audit/export

N

- ABEBZEAERHERIARSE | audit share number

BEENEE R A ST RS A EMIPAIULRIDEE o

[$)]

- AHEBRICERIRZ IPAULATSEES
ERAREREERN « EABASHEMAB LIPS A P IRETEFE

»

. KIS « 351%* Enter * o

BERNEETRNFSAEREARER ©

~

- RARANFSAEEARRER | exit

- §12RStorageGRID BN AR B R ZEE R OIS HE  MEMMIESRIAREINIEREHR  FEEERF
FRELEREZER !

a. BinEASELSRNEIREES
i. BIATH#< . ssh admin@grid node IP
ii. # AFPFRSBY%ERS Passwords . txt & -
iii. BATFEGR<S U Eroot © su -

v. B AFFIYIHZREE Passwords . txt FEZE -

(o2]
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b. EEFLELEE « AFEEIMNMIS IR TEEIZIEA o
C. FARAZRIRZ EShel ZFARIHEIREEL | exit

9. ZEHdr<Shell : exit

HENFSTEIZ AP IHRIIPAE

1. EEIPAUL TR EIRBHINFSTEZELARE -
2. TBERIRYAIPALAL o

FERAE
"RNFSIEZ A P iniiE EERLtAE"

"RRE I B ERBIENFSTERZ A A i
BRI ER

&t e I ZE#E StorageGRID AR ESEE R P OIS ~ UEEZEBIFIMNBE
TEETZRA « FIE0Tivoli Storage Manager (TSM) o

REINGBEIZBERZ 1B ~ SR LRERIERRIURIE(CTSMRLEE « FETSMARRSAIIERI R ENEIEEA
B~ SRERIEENREREAR « MR ERRMBEGERE » SR REREMRBFIER

* "R R

* "RIE RS R BV ER IS B R AR
* "RERENENEFTER"

* "B &Tivoli Storage Manager"

RS EN R,

ERIEERR M —E N E « KINEBEENTEEEINIREFEFRE - URFEVHE
o ERIEENELt BRI ILEAR MK StorageGRID ¥ BERHERE R4 B IZSMR RIS RH
FRgZERER o
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'm - Crid Topology | Cverview \| Alarms Reports Configuration

|ﬂ] StorageGRO Webscale Deployment ik
£ ,‘. Data Center 1 .
7 @ oo aoursu e Overview: ARC (DC1-ARC1-98-165) - ARC
J ,‘D{H-G{ SRABT Updsted: 20150530 10:25:18 POT
;| & DC1-51.98.162
L] DC1-52.98-163 ,
‘ ARC State Online =]
L ‘ I ARC Status Mo Erors =
1 Twali Storage Manager State Online _ﬂ?
Tivoli Storage Manager Status Mo Emors =iy
Store Siste Online 5?
Stare Status No Errors = e
Retrieve Siate Online E:‘?
Rastriove Status Mo Ermrors =Yy
Inbound Replication Status No Emors =Y
Outbound Replication Status Mo Errors &5

)
ﬁ‘ Data Center 3
Node Information

Device Typa Archive Mode

Varsion 10.2.0

Build 20150928.2133.a27b3ab
Node 1D 19002524

Site 1D 10

HERMPRMERERFIEAHER - AIRBR TR IES VIR B L - R ERIRsHE SN ERTR
% o I B B REBR T EE DS MRS « RERTILVMRA « LRI A N SR
TH TER - BEMHAGETEERENYHER - ERMIINEBIEREFIEMN -

() EreEHTeHE  BRRBEREHEL -

+EZARCHRTS

ERiEENRERVERTE (ARC) HEE‘“TM BENE « FTRARREIN PR EMFRERVER « HI3
BBTSMAP T ERES I M RYRE T

BIRRFG TR RE AR A  BROREFIDGER - URERRIREAEAEREEMHRMITH
B - SR P IREARNERFEYHEER « FFHMERARCIRFZERMGER - ARCIRBEMIIMNLRIE#TR
MIBHER ~ U ERMYMEE R « ARG HEXEARCHRT - ARCIRFS BB ER « WA HEX T
FERRL « ARBRYGELERNABFIEERREL -

FRTSMAAN ISR ERBEEREIENR « fEMUER - DUESIRERME LA LETREX « LIUEE

HYIER 22 R LUE BB F R LBf - Z2BRERBEATY] ~ UERREFHERE - AREREME » 7
[ERF R IR EHIRE ERZEHEK o

RIE BRI R AV ERIE BN R AR
SN E FRIZERILURREINSRERERT ~ RENBIRLRE -

SIEBIBSINER YT ERFEEEIT « FEBTivoli Storage Manager (TSM) HNMEEERYIGH SR ERIEE
#StorageGRID ©

C) FiEE TR — B REAFENY  REARER AT -

BS3 APISRIEEE IR
* "R FATSMP 7 ERBLER

FEEU
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"B TE B B B R ENER RE "
"REIEEEER"
#EiBS3 APISRIEE Ei

IRE LG SRS BN LG & & B IS4 E Amazon Web Services (AWS) Ei{E{aIEth
B]StorageGRID &EiES3 APIEIZEBIOSR A £ 4

FEBS3 AP LR IEENRETS EIMBERE(#TF R4 ~ EHILM Cloud Storage PoolEXf{ + 24t
O FEmit: BESR-MBHEED (S3) ) WANRSHE TR R R

MRECERIEANRENREI B D E-A 5 HEFRS (S3) *BIE « FEERYHBEERRFEFERM
B2 RERENE A BIEIEREEYHRIET

HERIE
“ERILMEIEY 4

HRTES3 APIFELRRTE

NRICAEASINEER EERERRL « BIAARESS APIRVEIRRE ° TREELEREZ
Al EEﬁ(‘f‘JiE‘MI‘ﬁBEFﬁ*;?{n%T?% #rimstl ~ FUIEARCARFS E4E1FTE IEEZIT\ ‘*E °

I]

#53BS3 AP SR IEER R RSN ERIEETZ R 4R ~ EHILM Cloud Storage PoolEXfY ~ 12t
%IjJ o NBimNE-SHEFERT (S3) 1| EENMZXHIE « BEAEREFEEERFEFER

o

IREE R EARRENIEEIC BiR D E-H 5% MHFRS (S3) “EIE « FEERYHBEERR
EEER - F2REREMEnBHEEREEYHFRIET

TRENESR
* WA EB SR IRRVEIEE 285 A Grid Manager ©
* EEBEB S ERNFEER o
* MR BIREIERT AR LB RFETRE
o WREFEXNAERNE—HEEE o HthEEEE N HtERRERAEALLINAE o
° BB HISFENEEZEENEY -
c WRFERREAGERAEE o

* WERBEMENE - BERAKBEA/NKENREER4.5GIB (4~ 831838 ~ 208fi7t4H) o MIREHAS3MA
SNERERIEHTZRAT ~ BBILERIS3 APIERG G RE o

1. AR IE> T B R o
2. SR AREIE o
3. SEHEERE > T B o
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Overview Alarms Reports | Configuration ‘\

Wain Alarms

Configuration: ARC (98-127) - Target

Updated: 2015-09-24 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (53) LI

Cloud Tiering ($3) Account

Bucket Name name

Region Virginia or Pacific Morthwest (us-east-1) LI
Endpaoint hitps:/10.10.10.123:8082 ™ Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key ssssee

Storage Class Standard (Default) LI

Apply Changes .
BB TR AR TR E- MBS (S3) o
C) IR E SR « SRR AR o

EEIRDE (S3) 1RE « UEREHRBBEZIRPEREBRIMNISIHEENRERHEFRR
ICEE ERNAEBSHRAERR RS BRARY o USRI sER 255 R -

o M@ : ETEEIEMERAWS 'R A o HIERNEEN BN S HEENE o
o IEEEFI*EAAWS . ¥t Amazon Web Services (AWS) ~ :FEEVERAWS® o *iREEiRiE EN%
@1 M T&EiF B - BENEAREURL ° FI40 :

https://bucket.region.amazonaws.com

HIJFAWSBAR « SFERARIHEFEZ RAMAIURL « BIEEEHEIREE o M

https://system.com:1080

° InELEEEE | TARARUA o MRIMNERIEHFRAMIVERZENEE « LRI ECHERZIG I « FRBE
5’|~ﬁ|35m1’“‘1u%¥_ RRRVIRELSSL/RSE M 4L TBEREE o WIRStorageGRID BREREHTFRERS —EEE
RMHITER « BERMERELARZENESE  IERTUREIZETS RBVERGARE

° fR7FAER L EECIRE (FAR) FR—MEERE o EHHIRREMBINYMG  EBRDEE
DR _IF¢1EH;%??EEZIS PRI 524 - MR B RERIEFHTF R EStorageGRID B —EZEILINA B’Jiﬂﬁ
fERE « BI#FLER SEEFITE B R AN LEEE - MONERESHE - IRTEERAR LB
fEREERR -



6. f— T EAEE" o

IEERARRS S E BAAEREE ~ WEMEStorageGRID B AA - —ERETH ~ MEEEEEE -

HEREER
“ERILME B4

1EE4S3 APIHYELR R
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Overview Alarms Reports | Configuration ‘\

Wain Alarms

Configuration: ARC (98-127) - Target

Updated: 2015-09-24 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (53) LI

Cloud Tiering ($3) Account

Bucket Name name

Region Virginia or Pacific Morthwest (us-east-1) LI
Endpaoint hitps:/10.10.10.123:8082 ™ Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key ssssee

Storage Class Standard (Default) LI

Apply Changes .
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1. BRI > T B >4 o
2. 3Z TERIEENEL >* ARC*) o

3 B TR o
Overview Alarms Reports | Configuration l\
Wain Alarms
Configuration: ARC (98-127) - ARC
Updated: 2015-08-24 17:18:28 POT
ARC State | Online -
Cloud Tiering Service State | Read-Write Enabled ;l

Apply Changes *
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2. 12 MEREENEL ARC Store *|

3. BHMEHERE > EE o
Overview Alarms Reports | Configuration '||
Kain Alarms

5 Configuration: ARC (98-127) - Store

Updated: 2015-09-29 17:54:42 PDT

Reset Store Failure Count r

Apply Changes *
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Overview Alarms Reports | Configuration |"|

Kain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 2015-09-28 09:55:38 PDT

Target Type Tivoli Storage Manager (TSM) |
Tivali Storage Manager State Online LI
Target (TSM) Account

Server IP or Hostname 10.10.10.123

Server Port 1500

Mode Mame ARC-USER

User Name arc-user

Password seasse

Management Class sg-mgmitclass

Mumber of Sessions 2

Maximum Fetrieve Sessions 1

Maximum Store Sessions 1

Apply Changes *

#e-BiZsER TR EE S « #EEY” Tivoli Storage Manager (TSM) * o
74" Tivoli Storage Manager State* ~ sHEERUBEAR* ABH LEETSMAA N SR B2 EI AR ZFHEENE L o
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Overview Alarms Reports | Configuration |"|

Kain Alarms

m Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 2015-09-28 09:55:38 PDT

Target Type Tivoli Storage Manager (TSM) |

Tivali Storage Manager State Online LI

Target (TSM) Account

Server IP or Hostname 101010123

Server Port 1500

Mode Mame ARC-USER

User Name arc-user

Password [ TITTT]

Management Class sg-mgmitclass

Mumber of Sessions 2

Maximum Retrieve Sessions P

Maximum Store Sessions 1

Apply Changes *
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Overview Alarms Reports | Configuration ‘H‘

Main Alarms

5 Configuration: ARC (DC1-ARC1-98-165) - Store

Updated: 2015-08-22 17:10:12 PDT

Store State | online LI
Archive Store Disabled on Startup -
Reset Store Failure Count r

Apply Changes .
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3 BBEG TR o

Owerview Alanms Reports l Configuration 'l.1

Main Alarms

5_ Configuration: ARC (DC1-ARC1-98-165) - Store

Uipdeted: 2015-D5-07 1223807 POT

Store Statz ]ommg .‘:’.|
Archive Store Disabled on Startup i
Reset Store Fallure Count |:|

Appty Changes ”
4. BHAEIRREEE A offline ©
5. EPERBRERARREEE -
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2. EIE RIS ETEL ARKEER: ©

3. EEERE > E B o
Overview Alarms \ Reports iconl'iuuratmn \
ain Alarms

B_ i} Configuration: ARC (DC1-ARC1-88-165) - Retrieve

Updaced: 2015-0%-07 122448 POT

Retreve Stale iDnrma
Heset Request Failure Count |:|
Reset Verification Failure Count []

4. RBEENTIRE :
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Overview Alarms Reports Configuration |

Man Alarms

‘:",;’ Configuration: ARC (DC1-ARC1-98-165) - Replication

Updabed: 2015-05-07 12:21:53 POT

Reset Inbound Replication Fallure Count a

Reset Cutbound Replication Failure Count |

Inbound Replication

Disable Inbound Replication ]

Outbound Replication

Disable Outhound Replication O

Apply Changes *
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1. ERYHATE -
define library tapelibrary libtype=scsi
HeP tapelibrary RAMBEEBNEEEM « LURIE 1ibtype WHBERLME -
2. EH AR B ROBAE -

define path servername tapelibrary srctype=server desttype=library device=1ib-
devicename

° servername ETSM{ARRERIIHTE

° tapelibrary BiEE &I ELE

° lib-devicename ZMitEEREEE LT
3. E&HEENHTRE

define drive tapelibrary drivename

° drivename ‘iR EISEAHFENETE

° tapelibrary RS EENHEERXTE

il\ll‘II:

MREBRSAERETE « CRIAERERTEHMEIR o (FIE « WRTSMERSSEZRECHBERRE ~ B
RSB EAHEENMERA -~ SR SRERASERATER —(EHERE - )

4. EHRWNAARII DI E R HEREAIRRIE

define path servername drivename srctype=server desttype=drive
library=tapelibrary device=drive-dname

° drive-dname ZHEEFHERVIE B 418

° tapelibrary e EENHEESRTE
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HETAHEEETENSEKIRE - (FRARREIEEEER LMD ER drivename M drive-dname
SEMERER o

TE HEHIRERE B -

define devclass DeviceClassName devtype=1lto library=tapelibrary
format=tapetype

° DeviceClassName Z$EBEHRINELTE
° lto BEEEMARSIAVHIFIIAR

° tapelibrary B ERMHEELE
° tapetype HAFHEEEY ~ Flgultum3

IR & RATE E TG ERIETF o

checkin libvolume tapelibrary

tapelibrary S ERIEEERLTE o

- BU B REEIRA o

define stgpool SGWSTapePool DeviceClassName description=description
collocate=filespace maxscratch=XX

° SGWSTapePool #EREENRLAVHETERETE MBS o MR AMSRES MBI AR (RELEE
FATSMfERRZSFATRERARIEEAER]) o

° DeviceClassName ZltaEREEE R GTE o

° description ;] fETSMERRES LERBRZFEEBEIRMIVEAE query stgpool dp< o FldN : &
FAR ER S ENBE AL TS ot © )

° collocate=filespace ¥SETSMAAREZEABRIERZRMAMIHRE AB LT
° XX B FHIEHAP—IF :

* BESEPNTERREE (REEHMER —FRRTSENRRER) o

* DfickaStorageGRID HZARFERANHMTHE (EHEUEENERT) o

- TETSMfAARES L ~ BITHERFETFE RN - ETSMARSBHEETZESEA

define stgpool SGWSDiskPool disk description=description
maxsize=maximum file size nextstgpool=SGWSTapePool highmig=percent high
lowmig=percent low

° SGWSDiskPool AEREENRAMERERAIRM o EA UARHIREFERNEIREMLE (RERBE
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° description jeRI{ETSM{AARES L EREER 2 FEEFEE RAMBIERE query stgpool BT o I~ TA
SRIEREL R FEEE R o
° maximum file size S&HIHGAIRIEA/NNMGEREAMT « MIFRNFIMEER - BERTERTE

maximum file size £10GB°
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° percent low RESBEMTERIIFLEE - BRERE percent low E0LUBIRMIRER o
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° size RHEEHIA/N (UMBAEE(L) o
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i@ ~ FIREEER T A/NB WS EREE « AATSMAEIRSEFIUE AMREE PHNESE]IEE o 4
0~ MR A/NAE250 GB ~ FBREII25EMIEE « B{EREEA/NS10 GB (10000) ©
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1. B4 RA o

copy domain standard tsm-domain

2. MRENMERRBHEIRER « FRATIEHAP—IR !
define policyset tsm-domain standard
define mgmtclass tsm-domain standard default
default #EPERTAREIRLER

S BUEABEEEENREERN - BA (—17)

define copygroup tsm-domain standard default type=archive
destination=SGWSDiskPool retinit=event retmin=0 retver=0

defaul t AEFIEEMERTEREIBLER c BB retinit » retmin Ml “retver BiEIEMU R MREFIEENELE
BIFEANREITA

@ SATERTE retinit & retinit=create © R retinit=create HNRESHHEHEAN
NTSM{EIRR2SIEA R ~ FIt B EHEREEAMPRAR ©

4. BEIRMERIIEKATERERR
assign defmgmtclass tsm-domain standard default

o. HEHRAIERBIERF -

activate policyset tsm-domain standard
A 2 B&E Aactivatefi < FFHIRAY Mo copy groupl £ o
6. SEMENREAEATSMEIARS: EAVFIIRAIEE - ETSMfAARES L ~ WA (—17)

register node arc-user arc-password passexp=0 domain=tsm-domain
MAXNUMMP=number-of-sessions
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Client application saves
object to StorageGRID.

Synchronous placement Dual commit —
ILM applied later

O | =

The method that is
used depends on
how ILM is
configured.

= ILM scan Background verification
18]
= — Is the object Is the object’s
% placed correctly? data correct?
)
% No
= v
= ILM action
8 Make new copy. Move copy.

Delete copy. Repair copy.

Client application deletes object Deletion is triggered by ILM or 53 bucket
’ lifecycle. (Objects in buckets with S3 Object
Lock enabled must have met retention date
and cannot be under legal hold.)

Is

synchronous No, or > Objects are marked as deleted and copies
removal are queued for removal.
ossible? background
gueues are idle. *

ILM action

c
o
5
Q
i
O

Object copies are removed.

v

All object copies removed.
Space is reclaimed.
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules, Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
ohjects. When you are ready, click Achivate to make this policy the active ILM policy for the grid.

Name Example LM policy

Reason for change MNew policy

Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rufes will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

I == Select Rules

Default | Rule Name Tenant Account Actions
- Rule 1: 3 replicated copies for Tenant A (% Tenant A (56889986524346589742) x
& Rule 2: Erasure coding for objects greater than 1 MB (8 — x
4 Rule 3: 2 copies 2 data centers (default) (8 — x
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Two copies at two sites for Tenant A

Description: Applies only to Tenant A

Ingest Behavior: Balanced

Tenant Accounts: Tenant A (34176783492629515782)
Reference Time: Ingest Time

Filtering Criteria:

Matches all objects.

Retention Diagram:
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Create ILM Rule step 1 of 3: Define Basics

Name
Description
Tenant Accounts (optional}

Bucket Name matches all v | Value

/& Advanced filtering... (0 defined)
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Placements @ It Sort by start day

From day | 0 store | for v 385 days

Type | replicated b Location “—501 “302 | Add Pool Copies | 2 |T|7|

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more

information.

Type @ erasure coded v Location | All 3 sites (G plus 3) v Copies | 1 1 + %

From day 365 stare | forever v m

Type | replicaled v Location | Archive | Add Pool Copies | 2 Temporary location | — Oplional — v .i\2 ) | i | %
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Storage Grades

Updated: 2017-05-28 11:22:39 MOT

Storage Grade Definitions e
Storage Grade e Actions

0 Default

1 [aisk 20

Storage Grades e
Data Center 1/DC1-S1/LDR Default P 4

Data Center 1/DC1-52/LDR Default V' 4

Data Center 1/DC1-53/LDR Drefault 4

Data Center 2DC2-51/LDR Default Vg

Data Center 2/DC2-S2/LDR Default i 4

Data Center 2/DC2-53/LDR Drefault V4

Data Center 3/DC3-31/LDR Default 4

Data Center 3/DC3-52/LDR Default V4

Data Center 3/DC3-53/LDR Default P 4

o BBEERANHESR  BHE—TEE P LRBBEHIRE -
ORE: "7
b. H— T EREE o
L T SR T R G R o
3. R S RIS TR T NS -
a. $HESERFEHBENLDRIEE « H—TEIE 2 LHBBPEREESR -
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Storage Grades "4

LDR Storage Grade Actions
Data Center 1/DCA-51/LDR IDefauIt | V4
Data Center 1/DC1-S2/LDR Ew P 4
Data Center 1/DC1-53/LDR Default V4
Data Center 2/DC2-S1/LDR Default _?
Data Center 2/DC2-52/LDR. Default V4
Data Center 2/DC2-S3/LDR Default _?
Data Center 3/DC3-51/LDR Default V4
Data Center 3/DC3-S2/LDR Default _?
Data Center 3/DC3-S3/LDOR Default V4

Apply Changes .
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—— Make 2 Copies (2 sites, 1 pool)

B~ IEEEHIRAEEEAZSERFEE RN - WMHFNREEFEST o E8EF  ILMBRAEE 22 SEYIHEY
MmEERES « TREXRDTHEIMEFEER - SERFEROINEIE—ISGHRARTEHNE - BRNSEYHT
EAEHFEFESELS - AIMHEER IR EIRE BRI QRS EAFN -

— Make 2 Copies (2 sites, 2 pools)

Site 1, Pool 1 Site 2, Pool 2

BEBNI CCC

ERZEFFEIRME -« 555250 FHIRRA

* MREERINEER  AIRBEFIENENESHEEE R o F10 « MRRARESRE=EEL « BIKEE
=B EREEEIRM
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* MRFEFERNEE (BSERNREHR  AMGOFMEERRIEREREFE—ELE o SUAERAR
BENRFFER A SBRREFER
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Storage Pools

Storage Pools
A storage pool is a logical group of Storage MNodes or Archive Nodes and is used in ILM rules fo determine where object data is stored.

4 Creste _' ra E_dlt_ ,. x Remoué]l & View Details

Name © 11 Used Space @ 11 Free Space @ 1t Total Capacity @ 11 ILM Usage @
‘® Al Storage Nodes 1.10 MB 102.90 TB 102.30 TB Used in 1 ILM rule

Displaying 1 storage pool.

Cloud Storage Pools

You can add Cloud Storage Fools to ILM rules to store chjects outside of the StorageGRID system. A Cloud Storage Peol defines how to access the external bucket or container where objects will
be stored.

[+ Create| | # Eat || % Remove | [ Ciear Error |

No Cloud Storage Pools found.

BB RERRERNFEFEERN - FIARENR - FRRAERIEE RS - UKBERNHEESR T
FRAEfEFER o

@ ERESECHEENPOMEER - TPRAEREFENM FREERNEHEESERN - RItFER
CHEILMARR R ER L REFEIRM o

2. RERIHNEEEIRAN « ;A2 Createy (Bir) *o
IERFHE R Create Storage Pool (BIEEGETF M) HEEIE o

Create Storage Pool

= For replication and single-site erasure coding, create a storage pool for 2ach site.
» Forerasure coding at three or more sites, click + to add each site to a single storage pool.
+ Do not add more than one storage grade for a single site.

Name
Site — Choose One — v Storage Grade All Storage Modes v L
Viewing Storage Pool -
Site Name Archive Nodes Storage Nodes

Cancel ; |

3. WIAfEFEIRMAIME—RTE o
RE MRS REEMILMRLE « FERBZHBINRTE
4. ke THIZUEER « ERULRFEFERMAILE
EERL S - @B EMREPNRFFMNANBENRHE
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5.t MEFEMAR THIUEER - ERILMRBGEALLRFEFE RS2 ERHEESEE -

FAsZBYAIl Storage NodefiTr FAk BLFEFTIEL & BIFT A REFEIR - TERIVERIENFEFSREEMELaH
FREREDR - MREHERPRFEFHMRGZIBIVRFESR  IEETHVEERIHELESR

6. [[entries) MIREEEZMAHBBBREETEARBEFERM  FER 4 IERFEHTESELEH
IEH o

Create Storage Pool

= For replication and single-site erasure coding, create a storage pool for each site.
= For erasure coding at three or more sites, select + to add each site to a single storage pool.
= Do not select more than one storage grade for a single site.

Mame All 3 Sites for Erasure Coding

Site Data Center 1 v Storage Grade All Storage Modes v EI
Site Dafa Center 2 v Siorage Grade All Storage Modes v EI
Site Data Center 3 v Storage Grade All Storage Nodes v EI
Viewing Storage Pool - All 3 Sites for Erasure Coding
Site Name Archive Nodes Storage Nodes
Data Center 1 0 3
Data Center 2 0 3
Data Center 3 0 3

You are creating a multi-site storage pool, which should not be used for replication or single-site erasure coding.

cocs [ o

,{Jt;ﬂ\/iL_LE?EE’JIE B~ AR I AR S RIEHMARESRINTAE S FHEFHRNET
CD EREEEIRA

MRERIEEMESERE  BREEFFHRAE  AEHLES
EERIFIAE - FHEN % ©
7. BICHFPEABREMER « SHEI [Save (f#F) 1 *o
MEEEE NS g ERER -

TERAEER
"B R EIRTAYEER]"
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R GEEERNFEER
BRI MMERREE RN EFEE R « PR EFERNNERUE - TEEEPESHLE
ENREMIHTF MR o
CRENES
* B IRRVEIEE 28 A Grid Manager ©
* AR ERNFIER o

1. 342~ ILM > Storage Pools* ©

LEFRHRHIR TEFERN Bl - ZEYHFIAEERNRHEEFEIRM o

Storage Pools

Storage Pools

A storage pool is a logical group of Storage Modes or Archive Nodes and is used in ILM rules to determine where object data is siored.

+ Crea!e| # Edit || % Remove i@ View Details |

Name & 11 Used Space @ 11 Free Space & 11 Total Capacity © 1T ILM Usage ©
e Al Storage Nodes 1.88 MB 230TB 28078 Used in 1 ILM rule
DC1 621.77 KB 932.42 GB 932.42 GB Used in 2 ILM rules
DC2 675.82 KB 932 .42 GB 932 42 GB Used in 2 ILM rules
DC3 578.95 KB 93242 GB 93242 GB Used in 1 ILM rule
All 3 Sites 1.88 MB 28078 28078 Used in 1 ILM rule and 1 EC profile
Archive — — — —

Displaying & storage pools.

Cloud Storage Pools

You can add Cloud Storage Fools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container
where objects will be stored.

| 4 Create || # Edit|| % Remove || Clear Error

No Cloud Storage Fools found.

TRESSELSREDHMIVFEFERTN TSN

© Bl REERNI RGN o

© ERZEM : BRIARREEERUPYHNZERE -

° AJAZER . FEERAPOABRFEEYHNERE -

c MAE  REERANAN  ERREERNFRASRIIHER D REREEE -

° *ILMERER" : RFEFERNERNNERA - REERNAISEARMER « Al SEAR —EZEILMARR] ~ i)
PRAmIS R EREME o

() REEEREEDR B -
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2. EEMRRERFERONFAER « FRIEERR « ARERRRFEER o

IEEE IR Storage Pool Details (77 & RMsFHAER) B o

S BREIEERSIRE  REHEFERNT 8 S RFHR S ERERE -

Storage Pool Details - DC1

Nodes Included ILM Usage

Number of Nodes: 3

Storage Grade: All Storage Nodes

Node Name Site Name
DC1-31 Data Center 1
DC1-52 Data Center 1
DC1-53 Data Center 1

TRESSEMRYTIENR -

° ENRLRAE
° IhE%TE

Used (%) @ ]
0.000%
0.000%
0.000%

© BfER (%) [ HRNEEESE EEAYAENNTRAEREBERNL - WEFTESWHFTESER

@ SERFHHN [ERANRERE-MAERN BRPUTETERNERR (%) & (

EEY TENRE) > [MAEFERG_) > TREERfL ) o

4. R T ILMEERIE) B3R « LB AR B AR S EAEILMRAIS (RGN R
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Storage Pool Details - DC1
Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM policy) use this storage pool

« 3 copies for Account(i1
= 2 copies for smaller objects

1 ILM rule that is not in the active ILM policy uses this storage pool.

If you want to remove this storage pool, you must delete or edit avery rule where it is used. Go to the ILM Rules page (3.

EC Profiles Using the Storage Pool

No Erasure Coding profiles use this storage pool.

() REEEERELMRRITRER - BEEGEBE o

FutEBHIP ~ TFrA3MELS) RESFMAR MG REE - MEFRRILMERRIS « B—EILMIR
g TSRS RENE o

Storage Pool Details - All 3 Sites
Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM palicy) use this storage pool.
« EC larger objects

If you want to remove this storage pool, you must delete or edit every rule where itis used. Go to the ILM Rules page (3

EC Profiles Using the Storage Pool

The following Erasure Coding profiles use this storage pool

Profile Mame Profile Status €
6 plus 3 Used in 1 ILM Rule

@ MRHFFERMAR TRIRRNE RERE « BB EBRZHEEE R o
5. 5(E ~ AIfE* ILM Rules (ILMFRR)) EE* - BEKREERFERRHFERMAEMARA] o
E2R (ILMARBIGERARIA) o
6. IRSTREFERMGFAERE « AEECRIR o
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Cloud Storage Pool#f4By 4 aniERA

?H’jé‘%ﬁ{’ﬁaﬁiﬁ”ﬁﬁ%@é,}%i&Zﬁﬁ AR RR T SERE RiRHEE RN a8

R
S3 : Cloud Storage Pool#{4Hy4EdpiBEA

Azure : Cloud Storage Pool¥J{4894 eniBHA]

S3 : Cloud Storage Pool¥J{4Hy 4 apiEHA
Bl BETR#7Z7ES3 Cloud Storage Pool F#4HY 4 n B HAREES o

CD EEDHREED « TGlaciers Ef5Glacierf#zE 4k Glacier Deep Archivef#FzE54k - BE—18
fl4h © Glacier Deep ArchivefATF SRR IR ITRERE o EIB RS HAZERE o

Client application

Client stores f Client retrieves object
@ objectin i @ copy with 53 GET
StorageGRID. : Object request.
1

StorageGRID

StorageGRID ILM

A
I
moves object to :
Cloud Storage |

Pool.
Cloud 5torage Pool
(external S3 bucket) :
I
I
S3 bucket I Client restores a
lifecycle moves : retrievable copy with 53
object to Glacier I POST Object restore
storage. I request.
I
Storage Class: :
—> Glacier or - =

Glacier Deep Archive

1. ¥ #7F1EStorageGRID S#4R*H
EEMBREMIBER - BRGEARER 2R HTZEEStorageGRID
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Client application

Client stores f‘ Client retrieves object
@ object in | @ copy with $3 GET
StorageGRID. : Object request.
1

StorageGRID

A

StorageGRID ILM
moves object to
Cloud Storage
Pool.

o

Azure Blob Storage
(external container)

Client restores a

retrievable copy with S3
POST Object restore

request.

StorageGRID
sends request to
Set-Blob-Tier:
Archive.

— - Archive Tier
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EEGRAZRREEFERNENERRHERE EEEBEREGT J‘E‘ELZ? Jﬁ'ﬁ o fEwiBE EFINEIRPIERE
ERERRIMEBR A « WARIE A StorageGRID Cloud Storage PoolZE/MI7EIR BN E R £ - BEMEEER o

BEETIMNERiRf#F B RithinR R StorageGRID ~ EE BN KEERREITERIES] « UHFRTENITIE
HOPEZE o BEPAIE EEERE AR —EERSIMN A « (BRI RiR#TFERMBIR A R E R S3eAzure PIEFYIHBVEERS
PASEY—/\ER S ©

MRIEEERYHHEIMEBCloud Storage Poolif2h#%[olStorageGRID E¥F ~ AISE G EEF SIS ©
f£StorageGRID FAME—IER T ~ ¥ EBRISER Y4B #ITINAE

* I —HEZARAECloud Storage PooldR « MATEHYIE(#77 StorageGRID TR « AN IR TE
VPR o ERAEER T  CEREEHREILMBRIFRBENE o E/TILMHER StorageGRID ~ ILIAEREF
HBEER « ERHCloud Storage PooEERIIE © S48 - FEAHER N5 B R AU M TS AR TEAE
& © StorageGRIDYI#41[EStorageGRID #1141 « Bl 7 iRy ARI R o

* Mt ERAAHEFERRIEMER o NRHFRIME—FIEREZAS(If  Cloud Storage Pool# + StorageGRID 8]
FINetApp B REE R ~ WAEEN TR LIRS

EYH1EStorageGRID Einf#FE R M [OIZE &R StorageGRID ~ HHHEEYHREIRHEFE
@ TRAIGERE R HZEER o ERBREWH AT - BIASEEMTSZIBEIPT « LGB &R R &5 E K A8
RARR A o

S3 : Cloud Storage Pool{#7Z & FrERy R

AR Eim#EFERMINESHEF & AT B SR 4 JB1% T StorageGRID %1% ~ UWERMHBZETEE ~ BUSMHAR
A& ~ WEFRFEGlacierf# R BEERYMHES - BAEIE W StorageGRID T ~ RR2:EASES T2 ST L AU7ZEUE
(s3:%) ; BE - MREEZMD ~ FEERANERT TSR StorageGRID LUHEEA :

* s3:AbortMultipartUpload

* s3:Deletelbject

®* s3:GetObject

* s3:ListBucket

* s3:ListBucketMultipartUploads
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®* s3:ListMultipartUploadParts
* s3:PutObject

* s3:RestoreObject

83 ! INEMEFEESBINEESA

Y14 7£StorageGRID Cloud Storage PoolP15E 4 2 [ET28) ~ R HILMFRBIF]StorageGRID EIREILMIERAIFR
il o MR~ RBIRBEEERMPISEINESIHEER « BEEAmazon S3 GIaC|er:3?.S3 Glacier Deep&#tg
(HBEEBEEGlacierf@ AR NRBERAFR) Y4 « B RHZMBEENE B ERAAREFT S

MRECEBRNE R RFHEFNZEYE - KWAEINSIFHEE LRI BENEERAR - MEXAERAIE
{EGlacierf#774RR 1 2 $&S3 POSTYIHHERAPINETFRER G EE o

140 ~ BB Storage GRID ESHLRFILIS EE M 477 E IR HAOFT A1 VIR EAmazon S3 Glacier#17 &
%  CATLUESNBS IR E LR I A BHBAARE © ISR FHIB—ByfE (- Transition *)

<LifecycleConfiguration>
<Rule>
<ID>Transition Rule</ID>
<Filter>
<Prefix></Prefix>
</Filter>
<Status>Enabled</Status>
<Transition>
<Days>0</Days>
<StorageClass>GLACIER</StorageClass>
</Transition>
</Rule>
</LifecycleConfiguration>

BIRRAGTEFMEEMUMHEIIZA (FFED « f£StorageGRID MU REBREZHFEFHER) ~ KHEIRE

% Amazon S3 Glacier °

HBEINEMEIZERN S apiEERRS ~ /0{ER* Expiration*BI{ERE BV AIRHAHR - BEASEEER
@ SMNEBEATE R AR MIBRBHEAIYIH o MNRETHE E X StorageGRID E X ZECARANYIY - iFEEK
EIMIBREIIE o

R B RinEHEF P AYEBEZES3 Glacier DeepsFtg (MIEAmazon S3 Glacier) -~ FBIEE
<StorageClass>DEEP ARCHIVE</StorageClass> 1t EEariBHAH « BRF AR ~ EHIAFA Expedited
R 2 LITES3 Glacier DeepStE i@ R4 o

Azure : FHRENE S

EICREAzurefFEFEIRE R » OIS TERIIFEEERES Hoty (B) T MCooly (18) - BIAMNZiGf#Z
BRMNEEFEIREE « CREZERABMATERE - BIERYMGRBREZHEEER /HJE? BRBARIIENRES 5
&) ~ BFERMERNHot (BY) RE - TRFRIERAZEIORAWEL S ABRIRYIGN E MR E

F ° StorageGRID
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Azure . R4
FH1EAzure Blob#1ZRE LD

BHEAEIE

%Cloud Storage PoolfF2 o

e EE

"B RimfEFE IR

"S3 ! fEEEY

"C2SS3: 15

"Azure . I5EEL

T.:%T?E/}_Aﬂﬁ']%ﬁu;ﬁﬁﬂi 'H'
EEin#FE RN A E R

miETr B Rt A B s A B

"&I2StorageGRID"

R EiRf#F S R CloudMirroriE &

FA&ERCloud Storage PoolfsF ~ BEfZCloud Storage Pool£

EEARARGKFFERNEIERNEES - EaBIEREET

StorageGRID VMware

CloudMirrorfg B Ak#5 Z ERVBILRE A = E I SE G AP ER) ©

FEENRM
?

YNMAIERRE ?

BRIt ?

EREER
MR EERN
i ?
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ERinf#ETFERN

RinfEFERMAHAEEBR o Cloud
Storage PoolFHY R AN el LIS RIME—
B~ el URHMER - 2 ~ BREE
EASFREMGEELR « RERF—HEEARFRS
7£StorageGRID RS ~ AB B —H1EREE
F|Cloud Storage Pool °

{#FH Grid Managerg{Grid Management API ~
EinfEFERMNERA R FEEFEERMNE
[ o BinfEFEERAAEILMRAAERES
WEIE - #AEFERMB—AHFERAE
B ~ BEmHFEIRMEERREIRS3HAzUre
ingh (IP{iit ~ F958E) KESE °

REEREREES

. ;E"cﬁﬂ‘EE"EI’JSSE #2048 (83¥5Amazon S3

* Azure Blob§FiEfE

{ERRILMIZ R B —a ZAEILMFRA © ILM#R
Bl E#& StorageGRID HLEYE B E B iR{ATE
BIR ~ U EAvRER] o

CloudMirror{E B2 RS

CloudMirror#8 5 AR5 o] :EFH F B4

tStorageGRID # 1k (3kR) HNFEELREZ
SMERS3fETEE (HAYMT) o CloudMirrortE &= A]
B ISIERIER IR Y EIIE DS ©

HAEREEREAEEERIHS3IAPIE
ZCloudMirrori#Eh (|P1ﬁi1t mre) Kk
FECloudMirrorfEE ° 5% CloudMirrorimsh 2
%~ ZIEPIRFBENTREEFEEE I RES
}§MCloudMirrorifEk o

BEEHFERE

;:'ETT*E%‘E’JSC%% H2etE (B#EAmazon S3

Y HEENEI B 22 7€ CloudMirrorim 26 HY 2R
HEEMNITA  BRIERBEN - TRIREER
KRR FERFENERCloudMirrorif Bh 5% &
HEE ZRINYIH o



Einf#lz B CloudMirror#g 5 iR

snfArEE B2 TIAZAZ R StorageGRID fRIEMF LR M B RHEFEFRRGEAZR/IIES - F
? WNEBERRHFEFEE RO - IRYHR  IEEBIZN UZE K StorageGRID #4714 #7EX

ME— SRR S ERERTSR ES[E 5 S3ERYM o BN ~ REREfE
f# « StorageGRID BIHERFIEIREEYHAIFE A CloudMirrortE B4R ST B S (ERS 4R
P~ LAERRE 4 - o SIEBHIUERABECHERER - BiE

{ES3IE BN B IG - RRE[ALLLS
AE o StorageGRID

TR ERE FToOUBERRFEEERAMYE N~ ARRFNERERILAEE o
BrHEEE  =2StorageGRID HNetAppBIE o :BEVE R
? 8% rStorageGRID £15< % (StorageGRID

MmIFES &R BTN TR M) o

WMRMHERIR  thETECloud Storage Pool BRI o MFFEER SRR - MR ERBF
R - & £StorageGRID REEHFES ~ BIHEFER
BHEMEBR BRMEE(F  FfRMt  the] LUMIERE BUsthi
? Fehrme - MASRERR

KEBERY  HPEStorageGRID RYEAIEEEIRLLAINIE o CloudMirror B BBV HE R

fAIZEM) I FHARE ~ EEMHaRA T LU % StorageGRID %1% ~ At AI7EStorageGRID
f#StorageGRI FCloud Storage Pool I HI#E AR IFER © BIEYIG R Z AT EEFE ©

D (B&EME

NARZIRALR

) ?

HERAZER

"&I2StorageGRID"

M Einf#EFEIRA

BRI Cloud Storage Poolf¥ - 3555 StorageGRID #2472 & 5 Containerfy & FBF11iL
B UWHAREEYH - EinHER EE (Amazon S33¢Azure Blob Storage
) ~ StorageGRID UK FEIMBEEE N A 2IFARNE o
CRENER
* BT IEREIE 2SS A Grid Manager ©
* BB ERNFEER o
© B EERRRIR T E IR EZER o
* Cloud Storage PoolFf2BBRISMBEEE N BN BFE ©
* B R AR RN AR RN AR EN

~A

RIRER I

Cloud Storage PoolZ5E B —JMFS3#ZE T Azure Blobf#FA2S - —BHEERHES RN « BIAEREH
£ ~ FEIEE i BFE{RCloud Storage Pool 15 E A ZE N A 2877E BRI 7ZEY ° StorageGRID
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FER
1. 842* |LM > Storage Pools* °

LRI MEFEERN BE - AEEIMEER | #EERNNEiRHEEE R o

Storage Pools

Storage Pools

A storage pool is a logical group of Storage Medes or Archive Nodes and is used in ILM rules fo determine where object data is stored.

+ Creaie || # Edit || X Remove | | @ View Details

Name © 11 Used Space @ 11 Free Space & 11 Total Capacity & IT ILM Usage &
® Al Storage Nodes 1.10 MB 102.90 TB 102.90 TB Usedin 1 ILM rule

Displaying 1 storage pool.

[ Cloud Storage Fools

“You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system A Cloud Storage Pool defines how to access the external bucket or container where objects will
be stored.

+ Crea!e!;_/'"Ed‘t:' x Remove:. Clear E“:;r

| No Cloud Storage Pools found.

2. TEEN ER#FFERN BRHP &R —T N#i -

BEENEATRCreate Cloud Storage Pool (RIIEisf4iz:ith) AR o
Create Cloud Storage Pool
Display Name @
Provider Type @ i

Bucket or Container @

3. BmATSEM :
ki siiPH

BTRRE R RfEFE RN RERENGTE - REILMRAE « FEAR
Z A8 o
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1R A8
R sEEY TR EENREREEEREIREILEREEERA :
* Amazon S3 ($1¥1S35(C2S S3E IR {#1F & R tSEHULEEIA)
* Azure Blobf#1FZ5% 1
Mzt ECEEHERELE BEEmESEHIE TRFR © T8
81 M TEARESEEE ) FEK -

BrRE3¢Container AHEIRfEF MR IMIMNISIHEFEHAzure B2 HTE © T ILIEER %
B RRFEFENSFRETEAEN - TRIBIIERFEFIRE RN
REERHFERNE  CEAEBEIE-

4. IRIEFMEMMERLRL « STRREEM MRFSHEE B M MAMR2SER:E1 BE: -
° "S3 ! IEE Binf#F EIR MR ERE s F A E R
° "C2S S3 : IEE Binf#F B Rt EesasF B K"
° "Azure ! 57 Einl# 7 B IRNAERE FEE R

S3 : IEEERFFE RN AT

gfﬁﬁJSSL_Liﬁiﬁﬁ”ﬁfn%ﬁémi’mE% v WREINE Inf#F E RN ImRFr R R AT o A
BE Bl NBAFNERIDMMEZEFNER -

CEENER

* {&w47E85 A Cloud Storage PoolfEZANE H ~ Mii§* Amazon S3 *15E A HEREIES! o
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Create Cloud Storage Pool

Display Mame

Provider Type

Bucket or Container

Service Endpoint

Protocol

Hostname

Port {optional)

Authentication

Authentication Type

Server Venfication

Certificate Validation

* MRICEREFNEREEE « RILANBINISSHEENEFREIBIDAMMEFINER

TR

=

5]

e

53 Cloud Storage Pool

Amazon 53

my-53-hucket

| HTTP ® HTTPS

example.com or 0.0.0.0

ise operating system CA certificate

1. B IR IREE RS ~ R THIER ¢

a. ERERERIGEFEERNREZERNERTE

FERBHREAHTTPS ©

b. i A Cloud Storage Poolf{alARES = 12 ek IPL o

fuan
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s3-aws-region.amazonaws.com
@ AN P E S ESTE o ERILUE* Bucketd Container-*# i ABucket£ 5 o
a. F{E ~ IBEERERIREEE RN EEAREEE -
FIEHR (L B B A EFR TSR IR | EHHRA43AIHTTPS ~ EHHESOAMHTTP ©

2. 11 TE&3%) @&ERH ~ #EHYCloud Storage PooliZhFrEERIEGE4ERY o

eI sREA

EFEEE f?’fﬂYCloud Storage PoolfZERf « B HFEE S I DM FEE

E# B AZBSETFEXCloud Storage Pool &R - AEEZEEIR DI
EFEENELS °

CAP (C2S7ZEXA O#8ik) &3 CZS S3 o AifE "C2S S3 : 5 B & Rt RS 4E
o

3. YNRIEEFEESRE  BRATIEN !

E=I1g 2B
FEEIRID BERINEBENL 2 IR P BYEENE&ID o
R EINEE BRI R FENEE ©

4. 71 MAAR2REEEE) @R  BEEESETLSESERRHEEFE N /RENSE ¢

1B Sk
FEREERAACARE EREERG FRENTERCARERFEEGRLS o
ERBEFICAR:E EFABEICAREE o #—T MEE T#g) - 7A1%2 _E{EPEM/encoded

CARsE °

a7l BREE REE AR TLSEARAY/&REE H R BRsE o

5. 4%—TF [*fiF ) o
I B 77 E B StorageGRID ~ TFHITHALR &I 8177 ©

* BEFAFENRBRMESEFE - UnES I UERITIEERIEIRIEL -
* RIRECERERAREER « URHEFERAZRREEERM o F70BFRILES - HRMEA x-ntap-sgws-

cloud-pool-uuid °
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{1 Cloud Storage Pool§RHS4HK « (G UBISEIRAE « MOFERBAMMNER o FI - MR BBERRIIE
EHREE I - AT RREHES -

@ Error

422: Unprocessable Entity
Validation failed. Please check the values you entered for errors.

Cloud Pool test failed. Could not create or update Cloud Pool. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

A2 R BEAECloud Storage PoolBJ1ET ~ RREIRE ~ AR B R E & #TFCloud Storage Pool °

GG
"SRR IR AT E R
C2S S3 : 15 ElnfAEE RN E R
EERBBETRRT (C2S) SIMHBEEEIRFEFSRMER « LHEFC2SIEFEA O
uE (CAP) REAERELER! « StorageGRID MU {EESR2AIUERE AT ~ LUEER
HIC2StHR P TFEXSIE IR ©
CEENEMR
* &5 7B8 AAmazon S3 Cloud Storage PoolfIEAE T « EIFEARFSIHES o

* AR StorageGRID FEERIURL ~ UEREEURLAESINECAPEARSEVSEH Y « BIEiERGET
HIC2SIRFRIFTA L ENERAPIZH -

T EEA REENBATREIREEN (CA) %EMNMERSEICARE o ILRE R AREFECAPERSBING
43 © StorageGRID{EIAR2FCARE A EFFIPEEARES ©

* BARAHBEENBITRSEREEM (CA) ZENBRIKESE o IWREANR B SHNS D HEFIECAP
fAARES ° StorageGRIDF A iin/Rs5 1 A EFAPEEARS « M AL AEESFIIEHNC2SIRARIER ©

* ARmKRENEE —EUPEEMARIEHNFAE &8 o
* MRARIHRENLESRENE ML AER T ERE o

1.7 TEasE) @R - 1 TERsEiRE) THIZUREDIER M CAP (C2STEEALMEIL) 1 o

IERF SRR CAP CGSEEsEIRIIL o
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Create Cloud Storage Pool

Display Name @ 53 Cloud Storage Pool
Provider Type © Amazon S3 v

Bucket or Container @ my-s3-bucket

Service Endpoint

Protocol @ © HTTP ® HTTPS

Hostname @ s3-aws-regicn.amazonaws.com

Fort (cptional) @ 443

Authentication
Authentication Type @ CAF (C25 Access Fortal) v
Temporary Credentials URL @ hitps:/fexample com/CAP/apifv 1 /credentials?agency=my

Server CA Certificate @ Select New

Client Ceddificate @ Select New

Client Private Key @ Select New

Client Private Key Passphrase
{optional) @

Server Verification

Certificate Validation @ Use operating system CA cerlificate v

=3 3

311



2. RETHER :

a. ¥ EAISEURL” « 5581 AStorageGRID 5TERIURL ~ LUEZEE(EURLAESINECAP ARSI BT & A
5%« BRI ISHIC2SIR PP B L EMBERAPIZH -

b. E#*fAARStorageGRID BFCAR:E* ~ FHZ— N T#7E ) « 2418 LEEIHEEECAPRIARSBIIPEP-4R
BECAZREE ©

C. B4 AP UHRESE" « 55— T lSelect New* StorageGRID (GEEFM*) | - A% LEPEERIEME
75~ UHEAR ECAPEIARSS ©

d. BAAPIRLEEE « A — T EW g * - AR LERPIR/EEWPEP-RIEAZEIE o
MRIFESIEEME ~ BN BEFRAEHER o (RZIEPKCS #8I1Z8 )
e. MRAFIFAZEHRCNET « ARAZEREZHARIRLZEE o T B AR IR B IEEE TR
1_L1$EEI:I:E °
3. 71 TAIARESER:E ) BERH - IRIHTHIBA ¢
a. % G %ﬁﬁﬂ ‘Eﬁ%ﬂy.%EﬁHgn]—CA 5:15_*0
b. #—T MEE MFiE) - A% E{EPEM/encoded CA&:E o
4 B—T T*f#E*) o
B R EE SRR StorageGRID ~ FHITHAER EBEZ $1T

* BRHFENRBIREESFT - UWRESEAIUERTIEENEKIES
* RIRCEERARER « UWRHEFEHRAZRREEFERM o SH/7BMRILES - HRMWA x-ntap-sgws-

cloud-pool-uuid?®e

f1E Cloud Storage Poolfgs8<i ~ U E|FEERE ~ REFERERMBVER o FlU0 ~ IR BELERFBIERH TS
ENEEEREE  OIReGREHER

@ Error

422: Unprocessable Entity
Vfalidation failed. Please check the values you entered for errors.

Cloud Poaol test failed. Could not create or update Cloud Pool. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

A2 R EEPEAECloud Storage PoollVIET ~ FRARIRE ~ ABBRE S #FCloud Storage Pool ©

G
R T R
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Azure : $57E B ERNABRE AR

BRI Azure Blobf7Z:% & HICloud Storage Poolf ~ #4787 StorageGRID b
ZBContainerts EMRF B BHRA &8 « UERRGEFDH ©

CEENEMR
* {8 7E%5 A Cloud Storage PoolfJEZANE  « M Azure Blob Storage*tsE A FERLETY o *HE 8T

B RA TR o
Create Cloud Storage Pool

Dizplay Mame & Azure Cloud Storage Pool
Provider Type & Azure Blob Storage v

Bucket or Container @ My-azZure-coniainer

Service Endpoint

URI @ hitpsfimyaccount blob core windows: net
Authentication
Authentication Type @ Shared Key

Account Mame @

Account Key @

Server Venfication

Cerificate Validation @ Use operating system CA cerlificate v

1 3

* T ERIERRFIRERF#FEEP ABlob#EFRRNF—ERHAITT (URI) o
* CAREREIRP N RBNWE R - L UERAzure ADPILRSIHELE(EE -

B
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1. 1E TRFinRS BRRY ~ BARNRFIARER#FEE ZBlob#ERSEBNRE—ERHT (URD) o
LR ER—TEEIUEEURI

° https://host:port
° http://host:port

UNRIEKISEEIZIE « TER T HEIZIB443B I HTTPS URI ~ MEFES0AMHTTP URI © +* Azure Blobfz#
FERZBHIEHIURI * © https://myaccount.blob.core.windows.net

2. EEsRE R ~ RIETIER ¢

a. #HEIRP R ~ BABEAIMNBIRTS B 23 09BlobETFIRP %48 o
b. #H¥IRFEIR* « BiABloblEFIRANME LR

() sitazurelts « CUBEAHSTSMES -

3. EHAARERERE @R « BEAERA TLSERE Rinf#fF it Z/RENT I ¢

IE =B8R

EREERFCARE FEREE ARG L REMTERCARERIFEERLR °

ERBEFICAR:E EFBETCAREE o #—T MEE Hmg) - A% LEPEP-ARIFER
o

BNEREE /RS BN TLSEARRYREE M AREREE ©

4 B—TF T*f#fz*1 o
ERHFEiRH#TFE R MK StorageGRID ~ FHNRER G2 HAIT

* B A SMURIZEETE - UREE A UEREIEERIDEERER
* RIRSCIERERARS « WRERR AR REEE IR - H7BMRIIES - H%#B% x-ntap-sgws-cloud-

pool-uuide°

YN Cloud Storage PoolfgsE R « MEREIFHRAE - SRPARRERMBIRER - FIg0 « MR B ERFHEHERNEIS
ERBB[AEE ~ ARG HREHER

H2 R EHE#Cloud Storage PoolBV3Em ~ fIRARIE ~ AR BREH #1FCloud Storage Pool ©
FERAEN

"EREE PR R IR R S R

RERIREEE R

TR LA#REECloud Storage PoolZRE B H1E ~ RS EMEFAE K « BRIEEZE
B Cloud Storage PoolBS3{#F & Azure 523 ©
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ERENES
* AR IERVRIEE 285 A Grid Manager ©
* BEEEENTFEER o
* AR ERFETFERMIRELER] o
1. 3%E#2* ILM > Storage Pools* °

e KR TRE7FE Rt BEE o Cloud Storage PoolsFRA& &% HERAHICloud Storage Pools °

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or
container where objects will be stored.

Pool Name URI Pool Type Container Used in ILM Rule Last Error
®* azure-endpeint hitps:/istoragegrid.blob.core windows.net azure azure-3 v
s3-endpoint hitps://s3.amazonaws.com s3 s3-1 '

Displaying 2 pools.

I

2 BEIEBEE T RIS o
3. H—T " o
4 REBHEETLE  REHY  REEEERESE o

() cEresmRErERnnHEREL  SHEFERACSES -
MRAESEAI 1S T FRRSSSURR BB - TTLURER 1R E AT S8R0 B AT R A0S o
5. 45— ") -

BR#EERFEFERNEStorageGRID ~ B E RIBN A s RIRFB MM ERFE « UREBIUERKS
EBEREE R ZKTFRN ©

YN:RCloud Storage Pool&gzEK R « BIEERREERAE o FIU0 ~ MNRFERTHER « AJAE TSR o

H2 R HE#Cloud Storage PoolBV3Em ~ AR ~ AR BRE S #1FCloud Storage Pool ©

e
"Binf#FERINEE"

"REEEHFAE R i A J Rt

BRIZREEE R
TR LIZFRILMIRR R EA BN S ER N Eim#ET D
TEENER
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R BERZRINEIE 23S AGrid Manager ©
IS EBRERE R ZEVERR ©

CERRSIHFENAzure RS A S AN - MRIECEABIFESYMANRInMEH#EN - MR EHR -5
20 RBEHREIRHEEERN o

@ E &} Cloud Storage PoolfFStorageGRID - #1ZECIERE A RIZER A - LUSE AT
ABIRETFA o SBNBIHFRBEIESE - ntap-sgws-cloud-pool-uuid °

TEEBIRAEEREEEMILMIRRY

TR
1. 842* |LM > Storage Pools* °

e IR TEEERN) Bm| o
2. FEEXEAIKRTEILMR B PR 2 Binf#7F A0SR
MNRTEILMARR]HfEACloud Storage Pool ~ BIEEERERSER o TR8FR) %EREFMA ©

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how fo access the external bucket or
container where objects will be stored.

Pool Name URlI Pool Type Container Used in ILM Rule Last Error
*  azure-endpoint hitps:/istoragegrid.blob.core windows.net azure azure-3 v
s3-endpoint https:/fs3.amazonaws.com s3 53-1 4

Displaying 2 pools.

3. #—T T#bR1 o

BERNFE RS L & o
A Warning

Remove Cloud Storage Pool

Are you sure you want to remove this Cloud Storage Poal: My Cloud Storage Pool?

=13

4 #5—F TR o
TR ARG o

FERAE
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R R R
FEREH R IR T FORO

WRIETERI ~ REFNMFFZEIRFFEFANREEEITER « SBERE LR HHIRD R R B ER
B8 o

FE R L thR

FRERIT—REZHICloud Storage Poolf# 2 ATIEE ~ UREREREEAESMEE - MBE(EE

& o StorageGRIDUIEEERABEEAZIME - [EEERN EEN IBnAEFEERN ®/MEH TRE—E
taiR) WEETR—AFAE -

TRETHHESEZSRFPFEROEAZINRAES - TISHEREENKHEEBEZA -

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container where objects will be stored.

+ G 2 2] [ar |
Pea URI Posl Container Used in ILM Rule  Last Error
Name Type

Endpoint failure: DC2-51-106-147: Could not create or update Cloud Storage Pool. Error from endpoint: RequestError: send
o 53 10.96.106.142-18082 53 53 v request failed caused by: Get hitps:/110.96.106.142:18082/s3-targetbucket/x-ntap-sgws-cloud-pool-uuid: net/http: request
canceled while waiting for connection (Client. Timeout exceeded while awaiting headers)
8 minutes ago.
http:/ipboerkoe@10.
Azure | 96.100.254:10000/d | azure | azure +
evstoreaccount!

Displaying 2 pocls

ltl:$’|~ MREE2RABEEREEAESDERNZE —RZEFNEiRFEEFEANTER « AIE#* Cloud Storage Pool
EARTRERVE o MRTBKREILE RN EFEMHHEA « sFRIEHEFERAMER (" ILM > Storage Pools*)
ﬁif'ﬁ MastffzR) (EIEEER) BAPRTERAE « WS THIREEHHRAER)

BEHERE DR
fREEEREZ R - R FERERE T ERRR o 1 TCloud Storage Pooll  (Binf#FEIRM) BEF

EAVImALAVERIRIRE « ABIR—T TARRIEER] o MEYNSi5W StorageGRID ~ BRtE#EER E/EFRCloud
Storage PoolfY$Ez2 o

Error successfully cleared. This error might reappear if the underlying problem is not resolved.
NREREECHR « IAEBETERAR - B - MRERBEREKER (FEFRERIEER) - HRAR
BELDENTERIE Last Error (R&55:R) | s o

$8:% . lECloud Storage Pool & ZIFFEHAMNAR

EREAZEIL ~ REIMIFZIREFTAE « OJSEEBINLHER - IRFEFEXRRE T ~ MERELHER x-
ntap-sgws-cloud-pool-uuid t2sCHgZ 155 *E—r/REﬁ,H\HE’JUUlDO

—f&ifiStorageGRID = HD%UIET_L_L%E’JCIoud Storage Pool * M5 —E#ITERS EZEAHERRICloud
Storage Pool ~ BRI & & 3| tbi53
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S NP ERRIEERRE -
* SRR EAAEPRE AN ERILEIREERIRM o
* fF% x-ntap-sgws-cloud-pool-uuid EMREEIRFEFERA °
faaR | HURRU N EMZIRETA o inRhE LR

SREABUNFREZIRFEAFE RN « oEFBEILHER o IRR RN EBER AR B StorageGRID
T & NE ACloud Storage Pool ©

EHEEERRE - FIRRIRRLAERAS

* MNRERNEE S Getur: EOF T ~ iEAN BiRH#EEFS RNRE RS S RSGHTTPEERIRE BN E
BHTTPSHASSTAEFE ©

* MMRERANEES Get url: net/http: request canceled while waiting for
connection - FEGDAEESAHRE NS THRTF BN RGTF BV I Ein 7 B IRV ARTS tn Rl o

* WP A HinRsiEiRE ~ FER MY HP—IEHZIE !
o ITEAR A Cloud Storage Poolii AERI BRI AR HEFE « ABRBRERAFEEFHICloud

Storage Pool °
° FAEIEEACloud Storage PoolEEH B HEFELTE « ARBRESFHFHBICloud Storage Pool ©

ERERBEY NRETHFEFERME « ATEFBEILEHER o MR E Cloud Storage PoolBF ~ AT I
7\5’3"%;:3 e L HERStorageGRID °

AEEERE « FRECRENCAREESAME -
iHsR | A E BB LD EiRfFEFEE IR

ELEAREIMFRIGRHEFE RN « TAEZBEILER - IRIFFEO404E1FE « SEHEULER - BaJAE
ﬁ%%"F@JEEF'—IE

AR EiREFENRREE R A HEEAERER o
BRERFEEERANFEEFEERS x-ntap-sgws-cloud-pool-uuid {Z5CHEE
BER MW EL RIS IERE !
* BEERENFREHERNNEREETSEEVENER ©
* ARGV EERGIEER4REECloud Storage Pool °
* MRFERIERE « FARHARSZIRE0PT o
$E32 | #EXEE Cloud Storage Pool AR o irEhEE iR

SERERMRERFBEERRAR - JREEBIIIER o ILHERR TEBEF N AR BEFStorageGRID #£:E
HYCIoud Storage Poolf#F&#FEAR °

AEEIERE  FIRRIRRLAVIERAS



THER | M ENEEILHEER
ERERMBRERBEER RN « IR @TIEEER o Y1 Cloud Storage Pool @ S HILMBRIZENER - 7
5 %E Cloud Storage Pool Z Bif#F/EFEFETAVER « SZTEEILCloud Storage Pool Z & HEFEMEFEFHNE
fhaRE R « B fEAMI PR TR o
AE A TV ED RIS IERRE -

* 3BfkHR TStorageGRID Cloud Storage Pool#)fFHIEdniEER1 FEVIE ™Y EREYIH -

* MREEEHBENYGLIERILMBEEZHFEFERAT « FEFHMREEE PRI -

@ D17 FEMFFILMAI SEM BT Binf#F ERANP Y - WREHRES1EStorageGRID If1
SERFEVFEMIPREVIMF « IECEIREIMBREID M ©

theR . ProxyEHEE RinfAFE RS ESMNTTEER
MRECEEHEFNMERANRER#EEEERIMNBSIIHE 2 MR E A EHNHEEProxy ~ BIFSEZEEILEER o 10
R4MEBProxy AR 23 A EE Cloud Storage Poolim®h ~ TRE 24 ILEEER B0 ~ DNSEIARES Al S H A AR 1%
018 ~ B L IMIBAERATRE o
AE A TV —HZES RIS IERRE -

* BEERHFERNERE (* ILM > Storage Pools*) ©

* BEREFProxy AIARZSHIARRRARES ©
R
"Cloud Storage Pool¥J{4H94 dpiEHR"

AL RN RN SRRE R (BI6+3) REITRIN - LURTE TRNSRAEES) R
8 o 248 « SEREILMBRINREISTES « SILURER TRIFKEHS) SRR o MEBMET
£38) « IR REHDEEAR « RUANARTRER B « LR ESHEREDR
R E ©

* "B R IR RIS R EE"

* FRHRRNERERE"
B HR RIS R ERE

AEEY MRS RER - FiREs MEFHH NREREERNENSRBAERIL
BEEH o LLRAR P REFFEZIIMERARUITRER KRB ~ URRAFRELER RO MHIER

* B IRAVEIEE 28 E A Grid Manager ©
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* B AEARENFIVER -
* BERY—EREFER « HRREs—EEaNE I =AU L ENREER - RAMEMLSHIHEFER
MEEEREHRRIESE
FRERTIF

MRS REEPERANFEFERNMV AR —Ea N =EU LIt - MRIECBERMISHE « #F
BERMGAEDAEZESE °

@ T RHENE SR EFHANFEEE RN o EAREFEMRANHRERER

1. #&$ZF* ILM > Erasure Coding * ©

MR 4RES R EME) HHEBERNHIR o

Erasure Coding Profiles @
An Erasure Coding profile determines how many data and parity fragments are created and where those fragments are stored

To create an Erasure Coding profile, select a storage poo! and an erasure coding schems The storage pool must include Storage Nodas from exactly one site or from three or more sites 17 you want to
provide site redundancy, the storage pool must include nodes from at least thrae sites

To deactivate an Erasure Coding profile that vou no longer plan to use, first remove it from all ILM rules. Then, if the profile is still associated with object data, wait for those objecis to be moved to new
locations based on the new rules in the active ILM policy. Depending on the number of objects and the size of your StorageGRID system, it might take weeks or even months for the objects to be moved.

See Managing objects with information lifecycle management for important details.

+ Creale| # Renamg | | @ Deactivate

Profile  Status  Storage Pool Storage Nodes Sites  Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy

No Erasure Coding profiles found.

2.8 —TF T~ o
M2 ECEREMN ) HeEZ IR
Create EC Profile
You cannot change the selected scheme and storage pool after saving the profile.
Frofile Mame & New Frofile

Storage Pool @ [

3. A TMPR4ENS) REENME—BTE -

IHERARIS R EAE BB ARH— c IRECEARARERENRM « IEZREREFEA « R EERFR

() ERER RERAERIEILMRR BTN G E o
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Fromday @ 385 store | forever v

Erasure Coding profile name

Type  erasure coded v Location | Adl 3 sites {6 pius 3} v Copies | 1 -]-_ »

Storage pool name

4. ERUSAIL TRIERARES) REEFTZINREER

MRCHEREMERES—ES « ERELZERERNREEER - FRARFHRIER
@ BEERLE [FrAME) BREEERT - WRMEE ZELE « ITARIMLE TR
B SRTEAEEEAERRL ©

NRFEFERAISIMELS - CRELAERZFEFERNRETHERENS - BREAWE
IENREFERN  REFTANHERFEEGE -

©

BIENREERMNE « 7] ANESRSTE S E S RBRET N PNFEFHEMIE S BB MmET
Create EC Profile
You cannot change the selected scheme and storage peol after zaving the profile.

Profile Name & 6 plus 3

Storage Pool ©@ | All 3 Sites =y

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code © Storage Overhead (%) & Storage Node Redundancy @ Site Redundancy &
L) 6+3 50% 3 ‘Yes
2+1 50% 1 Yes
442 50% 2 Yes

SEFANHERFERE S ZHSIIL THENR -

° SHERAZTURE | THIRTIRVIHERARIS D 5% | BR R BR+REITEER R -

c fEAE (%)  ETRERBEHRYHEERKN N IENEIMEFRE - REEF=ETHRER K
RBBUE KR ERABEL -

© RETFERABIE | REHMHNEE  ERBMEMAEERENNEREEERK -

° IhEHE | ENNHERENBES AL BERFREYIHER -
AEXRILAHE  FRENREERNICAESSSELE - BELSHA BT - DUAFHER
IHEIEK o HIUN ~ EEERC+IHBRB A RRIIRIEAHIE « FENRFE RIS ARSI E D = Eih
8 - BsEnLaZEDA = (EEFmME -

ETIER TEERAR -
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o{{T{

CERNREFEE RO ARHIE S HE - EENNREERNES S @SR « FHEHIRTIE -
TR UTEILMARB R EEALL TRIBRARRS) SRERE ~ AR ERRGHRTE

Scheme

Erasure Code & Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy €

L 2+1 50% 1 No

The selected storage pool and erasure coding scheme cannot protect object data from loss if a site is lost
To provide site redundancy, the storage pool must have at least three sites.

TERNNREFE RO S ERHEREHEAENEX - flI - EERNRFEFE RN IS MEL S
FRHE LR TS - MREEEAHRFEBRFEDGER A BEN—ERFFERN - HHRE
Bis &N fEFE RN - HRE=EREZIEE -

Scheme
Erasure Code @ Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy &

Mo erasure coding schemes are supported for the selected storage pool because it contains two sites. You must select a storage pool that
contains exactly one site or a slorage pool that contains at least three sites.

TR R e s —ES - MERENRT ERNEFERY « FrEREFAMSEIaesExRune e
a1 NEFEERM -
Create EC Profile
You cannot change the selected scheme and storage pool after saving the profile.
Profile Name EC profile

Storage Fool All Storage Nodes

3 Storage Modes across 1 site(s)

Scheme
Erasure Code Storage Owverhead (%) Storage Node Redundancy Site Redundancy

No erasure coding schiemes are available for the selecled storage pool. The storage pool includes the All Sites site, so it cannot be used in an
Erasure Coding profile for a one-site grid

o
<
=)

ENNHERFEEAENREERNTRS—E THEFENE REEEE -
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Create EC Profile
You cannof change the selected scheme and storage pool after saving the profile.
Profile Mame & 2 plus 1 for three sites|

Storage Pool @ All 3 Sites v

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code € Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy &
6+3 50% 3 Yes
L] 2+1 50% 1 Yes
442 50% 2 Yes

The selected storage pool and erasure coding scheme overiap an existing Erasure Coding profile. Use caution if you apply this new profile‘fo
objects already protected by the other profile. When a new profile is applied to existing erasure-coded objects, entirely new erasure-coded
fragments are created, which might cause resource issues.

FUtEEAS - FHEBE-AEEAR - BRS—E MG REERER2+1ERE « M3 —EREERN
FEEROOERAI S S EFERMMFNEFR—ELS -

SRR ILATR A © {B7EILMER R RIS 2R AR AT D o MBI TR E B E
B E i RIS ISR - StorageGRID BB EET—E2FEVMIAER B - R R BEERE
BH2+15 8 o B —E TRIRERS) RERBEES—(ERTHEE AR E RS « AMEHNRE
R EER o

5. MIBFH S EHRRES R « HERECBEANE o
RS EANEHEREIE SR « CREZESEEN (CAREESRANTERTER) RERTREE
BR (E2HBENELEHNE) ZRIIVETME o Gl - E4+275RM6+35 R 2 AT « B E
SMORMILTAREARIEAL S « FIRENG+3752 o W RABR RS RS  LUH/D B Eb 1S AR H 4B RA £ R
B« SEE425E o

6. f—TF Mz o

S RN RRE R

e gE BB MRS REE - WEE TR MEREERTEENINEE o

TEENESR
* B IRRVEIEE 28 E A Grid Manager ©
© MEERS E N FEEVER ©

HER
1. 38&E$#2* ILM > Erasure Coding * ©

MRS EE) EEMEAILIR o TEMHa%) M [FA) HEBESEER -

323



!+ Create | 7 Rename

Proﬁle-
1 DC1241
De22-1
DC3 2-1

® Al sites B-

&0
Status ”S't:oragt;. Pool Storage Nodes Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
DC1 3 1 2+1 50 1 No
Dg2 3 i 2+1 50 1 Na
DC3 3 1 2+1 50 1 No
3 Deactivated All 3 Sites g 3 B+3 50 3 Yes

2. ERNEEENHRIREE

MEfenty M HEH) REBERA -

3. B— T EMEA*

MEMERECKRENE ) HEESHEENHIR -

Rename EC Profile

Frofife

Mame EC DC3

4. A TGRS REEHIME—2E -

MRS SREERBEHIINEILMBRKEETRNRFEEERLATE

From day

Type | erasurecoded v Location | Al 3 sites {6 pius 3} v

®

365 store | forever v

Storage pool name

Erasure Coding profile name

Copies

1

=1 3

E b

HBARISREAE LBUARHE—M - MREEAFRERTEENRE  BEZRTEEEEFA

& S EBREiEaR o

5. #5—T Mtz o

= RHRARIER

TERE

MRERFTEBERMEFRIERERE « MEBRREEMILMIRR P ERAZKRERE -~ A7
LS FAMIBRARES R EAE o

TEENER

* B ZIRRVRIEE 285 A Grid Manager ©
© SRR ENFEER o

SR
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MFFARES) REMRE « MEEEERAS

RAREIETLIE
EICER TGRS REER - ZREENSTERE MREBREE) BEELE - BERERYEHE -
!+ Creaiei # Rename || @ Deaclivate
Profile Status Storage Pool Storage Nodes Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
DC12-1 DCAH 3 1 241 50 1 No
DC2 2-1 Dc2 3 1 2+1 50 1 Mo
DC3 2-1 DC3 3 1 241 50 1 Mo
®  Allsites 6-3 | Deactivated All 3 Sites 9 3 6+3 50 3 Yes

TEZBEAEERN MERRE RERE - BIILMBRRINKEETE « FERRERIRERE - SEAEM
ERENF AR ER °

NRFFE FINE—IRIGH ~ BIRTBALLISERA TRIPR4RES) sREME | StorageGRID

MERARES. REHEBRIAIILMARRAY
MERRES) REEEABAREMILMRR « EREENYHERMEMTHREDRINEE °

K

FER
1. 38&#2* ILM > Erasure Coding * ©

MMprARISSR M) BEMBEEILIE o TEHeat) M [F/H) RIBEMEEH -
2. 1gR TIRRE) 1~ EREEEAN TGRS REERBIVMERILMRR -

MREEFILMBRRREER TMIERRE) RERE « BIEEERZRERE - ISR F « ELDF—EILMBRRE
Fi* 2_1 ECERIEHE* o
Profile Status Storage Pool Storage Nodes Sites Erasure Code Storage Overhead (%)  Storage Node Redundancy  Site Redund
O 2_1EC Profile Used In ILM Rule Dc1 3 1 241 50 1 No
O Site 1 EC Profile Deactivated DCA1 3 1 2+1 50 1 No

3. MNRFIMRRPEARERE « FEERTISHR

a. =" LM > Rules * ©
b. $¥45HEERE) « REUEIERIATREREE - UHEFRRI 2SS ERLEERN THiRES] RE

18

FELESEGIR ~ ~AEMH 9 =ik S ECIRAVERMA PIA G & NREFEIRM U FrE L 56-3*HE
ARTERRENE - HERIBREREUTIERET | G
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ILM Rules

Information lifecycle management {ILM) rules determine how and where object data is stored over ime. Every object ingested into StorageGRID is evaluated against the ILM rules that make up the aclive
ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule that is used by an active or proposed ILM policy

Name Used In Active Policy Used In Proposed Policy

' | 2 copy replication for smaller objects +
'®  Three site EC for larger objects <
) | Make 2 Coples

Three site EC for larger objects

Description: 6-3 erasure coding at 3 sites for objects larger than 200 KB

Ingest Behavior: Balancad

Reference Time: Ingest Time

Filtering Criteria:
Matches all of the following metadata:

System Metadata Obiject Size (MB) greater than 0.2

Retention Diagram:

Trigger Day ©

whEs T ——

Duration Foraver

a. léﬂj%lLM%ﬁﬂU@ﬁﬁf@%‘&%ﬁﬁE’\J TIERARES. RERE  SFFIEZARRE S AR ERTRHILMIRRS0E MR
I\I °

TEUEEEHIR ~ TAREME R =L EEC) RANGARIERTMILMIERA]
b. BRI TMHFRRENS REENMUE « FTTRRRPIEMDER o

RENSTEMARER ? EAREEZAEMNITRVE D ER ﬁié;ﬁﬁ%‘%ﬁ%
=5H

RERRERILMARRY AEHITHMD R - EEHITULER © =

ERARAREMMERRIBILMR | RESBIERFAAER R EMILMRR] c MRTHE  EAEILMERR]
ElEY BRRA  FRIRFTAER THFREN) RER  HMILMERR"
WREME -

ii. MEEHITULRRRS ©



REETEMERER ? =F

BaRIIMAERSRILMERAIFAILM -
FRAY "
ii.

iv.

V.

Vi.

Vii.

BRIMUREZRILMERAFAILME - 0
A i.
ii.

iv.

V.

Vi.

ERESFILMER]FRRYILMARA A .

C. EMEIE MIPR4RISE
4. MRILMRAIPRERR

1&.

IERF g HIR{FAECRTE

RERZ A ERITHEMDER

ERIFAPERA -
BERER TRIBRRES) SREMEBIILMARRY o

3 — SRS ERBIILMARR]  WAFRRYIESE)
R3E o

#F ~ RE R EERR

ERPRAIER ~ WARREHIEEORTRA] ~ 1
REMHBEMUE -

MizE : StorageGRID {R¥YEHEMLEHN—F
RFERTME © ILMEERBEEESBEEH
BRIEER ~ ARERBIILMARR) « B4
EHFMUE o

HBALAIUZEZMEREA THFRRIE &E
&~ BEHRASERERE  BFERFEREXR
B o IRBRERRHAREBFER ~ RGHIRE
SREBIEAIE -

AR M ERIGUE IR R PFEFREVIRAY o MNRIEHR
#EARA  SARERFAA R TRERES) REE
WREME -

HEEHITILRER -

AREEIERRYIRAY o
BERER MRS SREERILMARE

IE—NSEFBILMRR ~ BRFIAYHER
REIFRE o

EFEZENIRA -

Am e M PR ICIE R B PFEFREVIRAY o INRIEHR

AR SARIRFAAEER TMERENS) REE
RENE -

EEHITILRER -
AREEEMIPRIRAY o IRITHRERRY ~ S5 ERFR

BER TMFRREN REENREME o (it
RABESEEERAPETAESLRR )

- MEEHITIERER -

BE ~ BRILMIRRIPRERRERE o
- R EVERIEIZER « A EEY Deactonate* ©

A2 REEE
Bl

* "BIILMR
,E\IJ"

* “EAILMIR

AFNILMIR
,E\IJ"

* "BIILMIR
,E\IJ"

* "ERILM#R
BFNILMIR
IR

* “ERILM#R
BUFNILMIR
E0R
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Deactivate EC Profile

Are you sure you want to deactivate the profile "All sites 6-3'7

StorageGRID will confirm that the profile is safe to remove (not used in any ILM rules and no
longer associated with any object data). After this profile is deactivated, you can no longer use it.

5. MIRMEEEFLER « S Deactivate (1) * o
- {1 StorageGRID AR MRIMMERS, REHE « AUEIAEA SR o A AEMILMIARIRERL

° YN5RStorageGRID FAFARENR - G HIRHERAS o AIE0 ~ MRVHERHDL LR E TR ~ 7L
FHIRERAR - CAERESHHE « 7EBREAFRER -

REHE (BERFMIES3)
ILMFRB TR IR IR 3 S FEE M &I R EREM 4 ~ R AR &SN HEEERRRE
FAE - IREEEFRAPERASIHFEMAEERY « Bl BRREIAKTIHEEE
B AfERR Y& ©
REENER

* SN BEER BRI B 255 AGrid Manager ©

© AR BERERNEEER ©

FAREETLF

BIUS3FEFER « LA EBEEREREEIUFFE - s @Il RHFETHIE FRAFERE « WRbhE
(ECIEE « A AEERE « WimE EREX °

R IILMARIES « (SIS B BB ASE BARRIM B s AR o fI « EAILUREHRR « RERE
FEus-west-2E BRI > SIEETFEARMIMIE o SAE AT LU B LM MO A X B o L b 2 O
7RERE L ~ MBI LIEE -

REMER « FFEIETHIZR]

* RIBTER « FTARATRRE WA R B us-east-1&1 ©

s RN ZBSEAGrid Managerf 2L &1 « A BEEEAA A EIRERNEA BIEAPIEI ITREERF « SR7ESIHERT
BBAPIERMERBIERTTEPISEIETEREY o MRFEEREEMERFEAStorageGRID B&IH AR 1EZ
EIghEE - M HEHER o

* BIUS3HAFER - KN EFERBYINEREHE - BEaBEasNE - BREESELV2EFT - BRSE
BI2EFTT - BERFTLAET - FEMEFTR °

@ ERER AR AEU-WEST-18951% - (RS EFHERBEEU-WEST-1&15 ~ B 7AF L)
%f8 o
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* NRFEE& L E A AR ERRILMERRASEZNILMIRA R  BIEEARRSUERZESE

* MNRILMIRAPIEAEREET RISV EIEM ~ M ZRAFIEEEZNERL o i « MRICERAREIR
BEENERA) - e REER o (QD%‘”TILM%EE“JEP@%EHW%%EHE%%%% BiEmRZES - 2
fEFAGrid Management AP FRANMIEE MR EEZN &I « B G ELE BN EE o )

* MREEERABEREILSIHEFE 2 EMIFRZESE « AR ECBE2ERUERERGESRSHZHEFET
BUI ~ Bl RERTIE &I o

1. & ILM > regions * °

M&iE) EmMEENHIR « X5 HBAERNES o *"BIS1*ERTERED « "us-east-1"BIEECAE R o
Regions (optional and 53 only)

Define any regions you want to use for the Location Constraint advanced filter in ILM rules. Then, use these exact names when
creating 33 buckets. (Region names are case sensitive.)

Region 1 us-east-1 (required)

Region 2 us-west-1 + X

2. BEmME&E

a. B—THABT 4 RE—BENEHA -
b. ARISIHFEFERBEANEIFLE

ENRUHEHNSHEFER « A AEAILRYNEHNRBIERUERTERTE
3. BEBMRKREANESE « F12— THIERET x
MRECEABRENARERATRRISEZRANESE « BJEHIRERAS -

@ Error

422- Unprocessable Entity

Regions cannot be deleted if they are used by the active or the proposed ILM policy. In use:

us-test-3.

4. SEREEEE - 55— lSave (f#7F) 1 *°
CIRERTAIE TEMILMARR)) BT DERER) EELM MIBRE) BETEEEEE -
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"TEILMFR B AR A P B asEas”

EIILMIRE]

ILMFRB AT RS EIBYH BRI PER R E - EERBILILMIRE ~ s5ER TEILILMARA
GEE o

FsEZ A

* B IRRVRIEE 28 E A Grid Manager ©

© BRREB R ENFEUER o

* MREREIETE LLRBRANHELIRS « B EEBHPIRAHEIR « AEHERESEIIREIRAID

* MREHZRAIRE EREFIREFPESEEEY G « BIXBERSINF#E &S SwIfti#FERA L REF

ENBFEE#T ©

* MRECERTEL QIR ARERMTITEEANFEEFE RN EREEE R

* MREERITLEHBRRBAES « AIVAERE MHFFRS) RERE o

* CARGE "R R B RHREER"

* MRCHERIESIYHIHERECEABBERA ~ BIMENE "SSIHHET K"

()  sERURANBERILMIRR  BRA TS | RIERILMRA

FREETLF
B ILMARBI B

* 5% B StorageGRID FRIL R ARIIREN ETZAERE o
* BARETEERUENYMESTER (ERWHEBRENS) ~ URSEYHEFIEIERE#E o
* JIEREPLE R R POV R A B K FA T 15 StorageGRID B AR o ILMIRRISREY4HNPESE

RERIEMI ©

* SAEE LRV EREREREEMLE o
* EREEFPREZERAMMEEERNTERNRERE (T - BRIEERR)

1.
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ILM Rules

Information fifecycle management (ILM) rules determine how and where object dala is stored over ime. Every object ingested into StorageGRID is evaluated against the ILM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You
cannot edit or remove an ILM rule that is used by an active or proposed ILM policy.

W Clone || # Edit| % Remove
Name Used In Active Policy Used In Proposed Policy
*  Make 2 Copies %

Make 2 Copies

Ingest Behavior: Dual commit
Reference Time: Ingest Time
Filtering Criteria: Retention Diagram:

Matches all objects. 3y
Blesi it O
0
Foraver

@ YN5RStorageGRID BEHHEESIHHERERMA T NLMRRL BE - AIEINERER
@ - HEBXRESHEHR « FRERBNFHATHRE S RS R -

2. 2 Create (BiL) ©

LR Hi3RCreate ILM Rule GEZIZILMIRR) HBENDE1 (ERER) - CAIUER TERER) BEXK
EZEMRBERBMHE

1ARAE

“EFS3"

“E S wift"

"R RN

"REREFE R

ER R E R

PR RN B MR s IR"

" S3YHE BE ESR R

TE (H3F) | EEREMAH

BUILMRAREND R (EHRER) AIREERRANESNEMREDES o

RAREEIIF

RIFILMARR &4 By StorageGRID  ~ IIRER )14 FRHEE L EL AR R BYBR IR IR (&I TELER - SRR EERIFT
BFTAEREIRM « StorageGRID RIERRAIKNEYH - LAIURHRUEREREYH « AILUEERELE
ERE ~ PN —ESZERFIRF BENIRME « SUSEREERG - AR NREREPEER
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Create ILM Rule step 1 of 3: Define Basics

MName
Description

Tenant Accounts (optional}

Bucket Name matches all || Value

/& Advanced filtering... (0 defined)

1.
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(FIJ#E) 7£* Description (FRFA) *FERAPEIAFRAIRIRGRZERER
TREZEREFRAM AR STHAE ~ UE BB PHERA o

Mame Make 3 Copies

Drescription Save 1 copy at 3 sites for 1 year. Then, save EC copy farever
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Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

Objects between 10 and 100 MB

Matches all of the following metadata:

Object Size (MB) j greater than or equals j 10 :I
Object Size (MB) j less than or equals j 100 — + %

[+]

Remove Filters
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Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

Multiple filters

Matches all of the following metadata:

User Metadata j camera_type equals j Brand A +

+ x|

Or matches all of the following metadata:

User Metadata j camera_type equals j Brand B u
Object Size (MB) j less than or equals j 10 =]

+ x|
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Create ILM Rule step 2 of 3: Define Fiacements

Configure placement instructions to specify how you want chjects matched by this rule to be stored,

Example rule
Two copies for one year, then EC forever

Reference Time Ingest Time v

Placements @ 11 Sort by start day

Fromday | 0 store | for v o365 days

Type | replicated b Location | Add Pool coiies| 2 El_il

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more

information.
From day 365 store | forever v | m
Type | erasure coded v Location | DC1(2plus 1) » Copies | 1 -+ | % |

Retention Diagram @ T Refresh
Trigger Day 0 “Year 1
e 5 ——
ez S I
i £ ——
(2plus) O >
Duration 1 years Forawver
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BEUTERESR:
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Placements @ It Sort by start day
Fromday | 0 store | forever ¥ m
Type replicated v Location |\ Dc1 H All Storage Nodes iA:ch Pool Copies | 2 EaE

Specifying multiple storage pools might cause data to be stered at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information
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Placements @ 11 Sort by start day

Fromday | 0 store | forever v m

Type replicated Y Location || DataCenter1 * | add Pool Copies | 1 Temporary location | — Optional - v +]
@ An ILM rule that creates only one replicated copy for any time period puts data at risk of permanent loss. View additional details
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From day @ 265 = | store foreverj m

) | Example Cloud Storage Pool & | "
Type | replicated j Locaion Copies | 1 =

MBI RS « BT TR

T BT E—MEIRS TP ENZEZIREETA o Rt  SthEEEERNKEIS R ERNCloud
Storage PoolfIfEF&E R o

Type | replicated v Location “testpooIE 0> * |[testpoolz £ * | Add Fool ‘ Copies

If you want to use a Cloud Storage Pocl, you must remove any other storage pools or Cloud Storage Pools from this placement instruction.
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Ak

Type | replicated v Location | testpool 5 Add Pool Copies 2|

The number of copies cannot be more than one when a Cloud Storage Pool is selected.

C BEAAREEAZSREEFERNPREESEMHES - IREAERFEEFERNNZSEREMNE

IOATIY

BHEE - AF—HREMENZTERZRFHEEERMN - AFHRERAS

11 Sort by startday

1 [+]x]
1 + | %

Placements ©

From day 0 store | for v 10 days

Type | replicated : 7 Location || csp1 O Add Pool Copies

Type | replicated L Location || csp2 O |F«Gd Fool Copies

A rule cannot store more than one object copy in any Cloud Storage Pool at the same time. You must remove one of the Cloud Storage Pools (csp1, cspZ) or use multiple

placement instructions with dates that do not overlap. Overlapping days: 0-10.

To see the overlapping days on the Retention Diagram, click Refresh

< Refresh

Retention Diagram ©

Trigger Day 0 Day 10
o < I
csp2 o
Duration 10 days Forever
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Placements @

Fromday | 0 store | for v 385 days
Type | replicated v Lacation |DC1 * || DC2 * | Add Pool ot | 3
Type | Teplicated v Lacatian |testpnnl2 oy |_-—‘~-.1|:I Pool Copies | 1
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Do not use erasure coding for objects that are 200 KB or smaller. Select Back to return to Step 1. Then, use Advanced filtering to set the Object Size (MB) filter to "greater

than 0.2"
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Create ILM Rule step 3 of 3: Define ingest behavior

Select the data protection option 1o use when objects are ingested:

Strict
Always uses this rule's placements on ingest. Ingest fails when this rule's placements are not possible.
® Balanced
Optimum ILM efficiency. Attempts this rule’s placements on ingest. Creates interim copies when that is not possible
Dual commit

Creates interim copies on ingest and applies this rule's placements later.
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

== Create Proposed Policy | | i Clone | # Edit || % Remove
Policy Name Policy State Start Date End Date
% Baseline 2 Copies Puolicy Active 2017-07-17 12:00:45 MDT

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this palicy. If this is a proposed policy, click Simulate ta verify the policy and then click Activate to make the policy active.
Rules are evaluated in order, starting from the top.
Rule Name Default Tenant Account

Make 2 Copies (4 v Ignare
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MREZMNRBBEEE - JIELERERTRE o
b. feFRPERIERFRRE] o
C. #—T*Clone (88J) *o

RERAREZRRA a. fERPENEZNIRA -
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IEEF g B8 RConfigure ILM Policy (BCEILMIRER) $:EIE o
MREERIHEZRRR ~ AIFMER9AZER « BEXREBYERRA] -

Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save fhe policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make this policy the active ILM palicy for the grid.

Name

Reason for change

Rules

1. Select the rules you want {o add to the policy.
2 Determine the order in which the rutes will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

i+ Select Rules
Default Rule Name Tenant Account Actions

No rules selected,

MREEREARRA ~ T2HE HUSERERRRANRE  LHMN—ERRASEN (FEHPD M2l
) o ERFRRAIREARAE K H B AlIERF LT



MName Baseline 2 Copies Policy (v2)

Reason for change

3. £ TafE) WAPImARZRRABIE—RTE o

ERNFEHAT D METTT « BREBB6METT - MRETERERARERR « 5 LUEM B AN _EHIKR
AAEEE ~ AT LU AR 278 o

4. 11 MEEEH) BUPBACRILMERRIMNERR -
T BRmAZE D 1EFTT - BRSEB128EF T °
o EEMERAERRA « SFENEDBGRAL o
LERFE tHIR DEERARA HESHR - EFFHFrEEERRA - MREEERRAY

° WIETERNNFRAIFTERRIARR SRR

° MRCEEERRNRAERIEARAER A IFFARRANIEES « RM TR TEBIREF—ERAIA
SMFRAEFRA o
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule appliss to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever.

Rule Name

® 2 copies at 2 data centers (§

2 copies at 2 data centers for 2 years

Make 2 Copies (&
Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).

Rule Name Tenant Account
1-site EC (§ —
]| 3site EC (@ —

6. MRS (BSMEER BT (3 FTEERARANRE -
MBS PIBERILMARBIRBEARER) < MARA B TR B R T A o
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Two-Site Replication for Other Tenants

Description: Twa-Site Replication for Other Tenants
Ingest Behavior: Balanced

Reference Time: Ingest Time

Filtering Criteria: Matches all objects.

Retention Diagram:

Trigger Day 0
i [ I
DC2 H

Duration Farever

7. 7 DENFERRA) BRP - HEENRRERN—EFRERRFR
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Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

!“+ Select Rules |

Defauit Rule Name Tenant Account Actions
* Isite ECEH Ignore x
3 i=site EC & Ignors »®
+ 2 copies at 2 data centers (§ Ignore x

B3]

WRFERRANAEXKARED M - AIGHIRES - ZERRENIRRIE - /A
#3StorageGRID EAREIEFER SRR BIETERE MY (I RSB
RERRERE)

Default Rule Name Tenant Account Actions
@ + Isite EC lgnore x
L3 1site ECEH ignore »
v 2 copies at 2 data centers for 2 years (§ lgnore x

The default ILM rule in this policy does not retain objects forever. Confirm this is the behavior you expecl Otherwize, any objects that are not
matched by another rule will be deleted after 720 days.

10. HERGEFARFRAING) « DURE B LR AMIER
TEEBETRRARA -

@ s BRESRILMARRIRYE R IERE - ERAIEEE « ST IRB YT SRR LBIEFE1T5F
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any palicy.

I = Create Proposed Folicy ' | B Clone ‘ | # Edit| % Remove

Policy Name Policy State Start Date End Date
'®  Data Protection for Three Sites Propesed
Data Protection for Two Sites Active 2020-09-18 16:01:24 MDT
| Baseline 2 Copies Policy Historical 2020-09-17 21:32:57 MDT | 2020-09-18 16:01:24 MDT

Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy.

» Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifzcycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Added a third site

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Tenant A
One-Site E Coding for Te ta &
mie-5e Exasure Doding tor Tenant 5, G (200330117092364740158)
Three-Site Replication for Other Tenants & v Ignore

=
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ILM Policies

Review the proposed, active, and historical policies. You can create, edif, or delefe a proposed pelicy; clone the active policy; or view the details for any policy.

| = Creaie Proposed Policy | | Wi Clone | # Edit | | X Remoye

Policy Name Policy State Start Date End Date
'®  Baseline 2 Copies Policy Active 2021-02-04 01:04:29 MST

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Rules are evaluated in order, starting from the top. The policy's default rile must be compliant.
Rule Name Default C« li Ti t Account

Make 2 Copies (§ v v Ignore

Simulate

2. 71 T/ WAPRAZZRRRBIME—RE o
TR AZ D 1EFT - B SEB64EF T

3. 7 TEWIEM | MUTPBALEIINERRINERE o
TR AZE D 1EFT - B SEB128EF T
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Select Rules for Palicy

Select Default Rule

This list shows the rules that are compliant and do not use any filters. Select one rule to be the default rule for the paolicy. The default
rule applies to any objects that do not match another rule in the policy and is always evaluated last

Rule Name

' | Default Compliant Rule: Two Copies Two Data Centers (3

Make 2 Copies (4

Select Other Rules

The other rules in a policy are evaluated before the default rule. If you need a different "default” rule for objects in non-compliant 53
buckets, select one nen-compliant rule that does not use a filter. Any other rules in the policy must use at least one filter (tenant
account, bucket name, or an advanced filter, such as object size).

Rule Name Compliant Uses Filter Is Selectable
Compliant Rule: EC for bank-records buckst - Bank of AB o » Yes
ceE

| Non-Compliant Rule: Use Cloud Storage Pool (3 Yes
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy Tor the grid.

MName Compliant ILM Policy for S3 Object Lock
Reaszon for change Example policy

Rules

1. Select the rules you want to add to the policy.
2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule (and any non-compliant rule without a filter) will
he automatically placed at the end of the peolicy and cannot be moved.

i == Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for kank-records bucket - Bank of ABC (8 v Bank of ABC (90767802913525281639) x
MNon-Compliant Rule: Use Cloud Storage Pool (8 lgnore ®

s Default Compliant Rule: Two Copies Twa Data Centers (5 ' Ignore x

9. HERIETERARANMT ~ LUREFHLELRANIERF -
TEARETARRRNHAEEN TF8R1 RA -
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ILM Policies

Review the proposed, aclive, and histerical policies. You can create, edil, or delefe a propoesed policy, clone the active pelicy, or view the details for any policy.

< Create Proposed Poiic B4 Clone | | # Edit H ¥ Remove

Policy Name Policy State Start Date End Date
®  Compliant ILM Policy for $3 Object Lock Proposed
Compliant ILM Policy Active 2021-02-05 16:22:53 MST
Non-Compliant ILM policy Historical 2021-02-05 15:17:05 MST 2021-02-05 16:22:53 MST
' Baseline 2 Copies Policy Historical 2021-02-04 21:35:52 MST 2021-02-05 15:17:05 MST

Viewing Proposed Policy - Compliant ILM Policy for S3 Object Lock

Before activating a new ILM policy

« Review and carefully simulate the policy Errors in an ILM policy can cause irreparable data loss
« Review any changes to the placement of existing replicated and erasure-coded objecis. Changing an existing object's location might resul in temporary resource issues when the new
placements are evaluated and implemented

See Managing objects with information lifecycle management for more information.

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or smaller from being
erasure coded. See Managing objects with information lifecycle management for more information

Review the rules in this pelicy. If this is a propesed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change:  Example policy

Rules are evaluated in order, starting from the top. The policy's default rufe must be compliant

Rule Name Default Compliant Tenant Account
Compliant Rule: EC for bank-records bucket - Bank of ABC (& L {9076?2;;;10;;85281639)
Non-Compliant Rule: Use Cloud Storage Pool (5 Ignare

Default Compliant Rule: Two Copies Two Data Centers 4 v Ignore
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Before activating a new ILM policy:

« Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.

« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource issues when the
new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the paolicy active.

Reason for change: Example policy

Rules are evaluated in order, starting from the top
Rule Name

Default Tenant Account
Tenant A
X 7
s e (94793396258150002343)
PNGs (O Ignare
Two Copies at Two Data Centers s Ignore

2. 13— TR o

IERSF & 3R Simulation ILM Policy (FE#gRILMERE)) #5518 o
3. 1 ™l WG ~ BAREYHNSIHEFER/MH B SWIft RS/ MIHETE  RE—T NER o
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: Object photosftest

Object ‘photos/test” not found.

Simulate
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Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object

Simulation Results @

Object Rule Matched Previous Match
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Viewing Proposed Policy - Example ILM policy

Before activating a new ILM policy:

« Review and carefully simulate the policy. Errors in an ILM palicy can cause imeparable data loss.

» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temperary resource issues when the
new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objecis that are 200 KB or smaller from being
erasure coded. See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the pelicy and then click Activate to make the policy active.

Reason for change:  Example policy

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Two coples, two years for bucket-a (& s
EC objects > 1 MB (& -
Two copies, two data centers (§ b —

Simulate Activate

pg
1. FmERAT REFERAZE® « B— T REE -

LEEFE IR MERILMRR) HEE55 o
2. 71 Tt BRI ~ BARIEYANSIHEFEMM SMSSWIt SR/ « ABE—T TR o
IERF g HIRRERER « ERRAIPIH—ER A/ S RN SEDE -
Simulate ILM Policy - Example ILM policy

Simulates the active ILM policy or, if there is a proposed ILM policy, simulates the progosed ILM policy. Use this simulation fo test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket/my-object-key or my-container/my-object-name

Simulation Results @

Object Rule Matched Previous Match
bucket-a/bucket-a object pdf Two copies, two years for bucket-a (4 ®
bucket-bftest object greater than 1 MB pdf EC objects >1MB (§ ®
bucket-hitest object less than 1 MB pdf Two copies, two data centers & x
Finish

3. HERNEBEYIHETT S ERRIRRA o
FELEEEHI

a. bucket-a/bucket-a object.pdf IEFERTEHE—EFRA ~ ZRAUZEFEFHMH bucket-a ©

b. bucket-b/test object greater than 1 MB.pdf {EA "bucket-b'EIFRFFEE—IEHRE] o HHx
#h~ B ERBEERELHIERA] « ZFRBEERERI1 MBRV)M -

C. bucket-b/test object less than 1 MB.pdf AREAIMERRE)FBVEREMEME - RLbZR&FER
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Viewing Proposed Policy - Demo

Before activating a new ILM policy

= Review and carefully simulate the policy. Errors in an ILM policy can cause imeparable data loss.
» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
Issues when the new placements are evaluated and implemented

See Managing objects with information lifecycle management for more information.

Review the rules in this pelicy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change:  new policy

Rules are evaiuated in order, starting from the top.

Rule Name Default Tenant Account
PNGs & Ignore
Tenant A
X (A
o G (24365814597594524591)
Two copies twa data centers (3 v Ignore

omss

pg
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Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the propesed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket'my-object-name or my-containerimy-object-name Simulate
simulation Results @
Object Rule Matched Previous Match
photos/Havok.png PNGs x
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules, Then, save the policy and edit it iater as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate fo make fhis policy the active ILM policy for the grid.

Mame Demo

Reason for change Reordering rules when simulating & proposed ILM policy

Rules

1. Select the rules you want to add to the policy
2. Determine the order im which the rutes will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

| 4 select Rules

Default Rule Name Tenant Account Actions
L X-men (& Tenant A (487139951949278125686) x
& PNGs (& — x
v Two copies, two data centars . x

==
d fB#—TF M) o
4 m—TF T o
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Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucketimy-object-name or my-container/my-object-name Simulate
Simulation Results ©
Object Rule Matched Previous Match
photos/Havok png ¥-men 8 PNGs 4 o
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Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket/my-object-name or my-container/my-object-name

Simulation Results ©

Object Rule Matched Previous Match
photos/Beast.jpg Two copies two data centers (& »®

SREY AR PRI TERRRR B AR « S BERE R PHSERE - MEEEAER

1. $tERRAPHSERR « B—TRALEEN ESFHEER Bm - BeERARE (6 TRRRAE
g AR L -

2. BRI AIRE ~ 2E R R ERBEFRM o
FEUEEBHIT ~ X-menfREIMPEE R B 2R - PEBFRHEBAS Mx-ment') ~TIE Mx-meny o

362



X-men

Ingest Behavior: Balanced
Tenant Account: 06846027571548027538
Reference Time: Ingest Time

Filtering Criteria:

Matches all of the following metadata:

User Metadata Series equals ¥-men‘

Retention Diagram:

Trigger Day 0

AlEEED b i [

Duration Faoraver

Close

3. BEMLRIER « BB TP REERA
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* NFRFRAZERFRAN—ED ~ RIAARIRE o EEERESBIRERRRAIAIREA -

BRI s0A
EERAY i. 342 ILM > Rules * ©

ii. SEENRIERERIFRAN ~ 7ABHE—T* Clone (188) *o
iii. SERFFENES ~ ABE—T M#EF -

V. 35E4E* ILM > Policies * ©
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I an AR

fREEFRA . EEEVEEERAVRA « ABIE—TRE o

i. F—TRIBREIT % EEBETERARA  FE—T MEE o
ii. 3¥E42* ILM > Rules * ©

v. BEERARIERERIRRA] ~ REHE—T4RE -

BERERNES - ABE—T TEE -
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Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object
Simulation Results €
Object Rule Matched Previous Match
photos/Beast jpg ¥-men & »®
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A Warning

Activate the proposed policy

Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before

activating. Are you sure you want to activate the proposed policy?

TE2ERMERM - MRBEXFHIRPEA 2 * « UHERERAFT S RAFEMRRIB 1 StorageGRID
RN 8B BBk -
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A Activate the proposed policy

Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before activating.

The default rule in this policy does not retain objects forever. Confirm this is the behavier you want by referring to the retention
diagram for the default rule:

Trigger Day 0 Year 2
= [
Dc2 [.11
Duration 2 years Forewver

Mow, complete the following prompt:

Any objects that are not matched by another rule in this policy will be deleted after years.

Are you sure you want to activate the proposed policy?

o f

2 f—TF TR o
4t

=]

ERENETAYILMIE Bl B -

* JRAJETEILM PoliciesEEMRE P EERRAIREESActive o TEEHEER) BB 25t RAIEENAY H RAFNES
fE o

ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

== Create F'roposeGF'olicy”l’i Clone | # Edit | | ¥ Remove
Policy Name Policy State Start Date End Date
#  New Paolicy Active 2017-07-20 18:49:53 MDT
" Baseline 2 Copies Policy Histarical 2017-07-19 21:24:30 MDT | 2017-07-20 18:49:53 MDT

* SERIERTRRAIERET TRAGKRS) & TEE) o TRGBE) M MEREH) BHESEHRAARRHSG
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EREILMIRRIZ & ~ MEZR AR MERREYI (R Z StorageGRID Z &4 o #ZELE
ZATYHPEER SR « UFEREAZRRTRARE - WREEERIUE -

CEENER
* SRR YIRS ~ BIUE -

° *UUID * : ¥ p0iEEME—# RS o« A ZEPAERIUUID ©
° * CBID* : StorageGRID #4894 B RS AL HY I AT LU FEZEC S EVS Y BICBID - A2 ABH
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CBID ©

° * SIHEFEMYMGER | FBSINEREBMMGE « BREEAENEERFFENYGRBESREE

B o

° * Swift ContainerAI#{4+5 %" : BBSwift TEEIHE « BRIGEARNGERARSENYH2EES

RAEFHR 1 o

1. JEERL o
2. JEEY ILM >*¥pf R R B3 o
3. 1E*HBIBE RS A M B BAIE o

&R A& AUUID ~ CBID ~ S3EZEE/M S8 « SiSwift B 8s/414TE o

Object Metadata Lookup

Enter the identifier for any object stored in the grid to view its metadata.

Identifier source/testobject Look Up

4 f— B o

FEENEE T PR B EAER - KBS THIERER !

° RIEPMEER - BEFEYIMHID (LUID) - ¥IfraiE ~ BEiE - HARFRIEXID « MHFREEAR) 5

—REIULYHBY BRI « WKk ERIERY By B BRFIEG o

° (EAEYF R B EAE P EN SIRERY -

° HIRS3YH ~ RV BRI T R RERH -

© HNERIMHES - BEERNBEREFLE -

° HRNLEHSRRIENMHES « SER RNEMFEEFUE -

° ¥} Cloud Storage Pool FEV¥){HEZ « YR E ~ BIEIMNEMEFEREMYIFBIME—R RIS -

© BRI MZE UG - ESERAGIBNER AN EEIFE - HIREE100EE KRIHF -

S ERETAI100E&ES ©
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System Metadata

Object 1D A12ESEFF-B13F-4905-9E9E-453T3FEETDAS
Mame testobject

Container source

Account 1-1582139188

Size 524 MB

Creation Time 2020-02-19 12:15:59 PST

Modifisd Time 2020-02-19 12:15:59 PST

Replicated Copies

Node Disk Path

99-97 ivarftocallrangedb/2/p/06/ 0B 0nMEHS TFEnQQ)ICV2E
99-99 fvarflocalirangedb/1/p/12/0A/00nMBHS [ TFEoW28ICXG%
Raw Metadata

“TYPE": “CTHI",
“CHND": "Al1ZE96FF-B13F-49@5-09E0E-45373F0ETOAE™,
"HAME™; “testobject”,
"CBIDT: "exSB2IDEVECTCIRSlE",
"PHND " : "FEABAES]-538A-11EA-IFCD-31FFEDCIB050"
"PPTH™: "source”,
"META": {

"BASE": {

“"PAWS": =27,
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()  IRHEsARMILMTERFRENEN « BR AR AN B ERILMERREE R
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"fEFS3"

"{5E FA Swift"
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Viewing Historical Policy - Example ILM policy

Review the rules in this policy. If this is a proposed policy, click Simulat
Reason for change:  new policy

Rules are evaluated in arder starfing from the fon

Rule Name
This is a historical ILM rule.

Historical rules are rules that

2 copies 2 sites) (3 &  were included a policy and then

edited or deleted after the policy
became historical.

Erasure code larger obj

MERAEE
"EILILMIER]"
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* BB IRRYEIEE 285 A Grid Manager ©
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ILM Rules

Information lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
against the ILM rules that make up the active ILM policy. Use this page to manage andview ILM rules. You cannot edit or remaove an ILM rule that is used by an active or

proposed ILM palicy.

+ Create | | # Edit | | Bl Clone || * Remove

Name Used In Active Policy Used In Pro d

Policy
| Make 2 Copies v v
| PNGs v
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| X-men v

2. BEEUCKERRRRA - ARIR—TRE" -
BEENRERN TAREEILMARAI) ¥EEE o

370



Edit ILM Rule Step 1 of 3: Define Basics

Name JPGs

Description
Tenant Accounts (optional) Tenant-01 (16229710975421005503) H Tenant-04 (83132053388229808098)
-
Bucket Name contains ‘v| az.01

/~ Advanced filtering_... (0 defined)

| carer e |
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IERRILMIRBURS BT E AT o
4 5T Ttz o
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Viewing Historical Policy - Example ILM policy

Review the rules in this policy. If this i= a proposed policy, click Simulat
Reason for change: new policy

Rules are evaluated in arder starting from the ton

Rule Name
This is a historical ILM rule.
Historical rules are rules that
2 copies 2 sites) (&  were included a policy and then
edited or deleted after the policy
became historical.

Erasure code la ger obj
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ILM Rules

Information lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
against the ILM rules that make up the active ILM policy. Use this page to manage andview ILM rules. You cannot edit or remaove an ILM rule thatis used by an active or

proposed ILM policy.
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NetApp® StorageGRID® Help ~ | Root + | Sign Out

Dashboard " Alerts - Modes Tenants ILM - Configuration - Maintenance - Support -
Dashboard
Health @ Available Storage @
v Data Center 1
No current alerts. All grid nodes are connected. Overall = )
Used
Information Lifecycle Management (ILM) © '
Dala Center2 5
Awaiting - Client 0 objects '
Awaiting - Evaluation Rate 0 objects/ second B
Scan Period - Estimated 0 seconds B 29 TB
Protocol Operations @ Data Center 3 =

S3rate 0 operations/second 1§ Free

Swift rate 0 operations / second 5
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StorageGRID with S3 Object Lock setting enabled

StorageGRID S3 tenant

Bucket without 53 Object Lock Bucket with S3 Object Lock
Objects without Objects with
s3 client retention settings retention settings

application

Objects without
retention settings
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Review considerations for
53 Object Lock

Is
default rule in
active ILM policy
compliant?

Enable global
53 Object Lock setting

v

Maintain compliant ILM
rules and ILM policy

Create new default rule
that keeps at least two
copies forever

l

Create new proposed
ILM policy and activate

Tenant User

v

Review considerations for
using 53 Object Lock

Is the global 53
Object Lock setting
enabled?

Create bucket with 53
Object Lock enabled
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Add objects and specify
object-level retention
settings
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As required, change
retention settings
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Name Compliant Used In Active Palicy Used In Proposed Policy
2| Make 2 Copies ' +
'®  Compliant Rule: EC for objects in bank-records bucket J

‘0 2 copies 10 years, Archive forever

() |2 Copies 2 Data Centers +

Compliant Rule: EC for objects in bank-records bucket

Description: 2+1 EC at one site
Ingest Behavior: Balanced
l Compliant: Yes l
Tenant Accounts: Bank of ABC (94793396288150002349)
Bucket Name: aquals 'bank-records’
Reference Time: Ingest Time
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Comphiant rule: 2 replicated copies at 2 sites

Description: 2 replicated copies on Storage Nodes from Day 0 to Forever
Ingest Behavior: Balanced
Compliant: Yes
Tenant Accounts: Bank of ABC (94793396288150002349)
Reference Time: Ingest Time
Filtering Criteria: Retention Diagram:
Matches all objects. Triguer Have
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Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name = S3ObjectLock @ [+ Region + ObjectCount@ = Space Used @ = Date Created =

bank-records v us-east-1 ] 0 bytes 2021-01-06 16:53:19 MST
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53 Object Lock Settings

Enable S3 Object Lock for your entire StorageGRID system if 52 tenant accounts need to satisfy regulatory compliance requirements when saving object data. After this setting is enabled
it cannot be disabled.

$3 Object Lock

Before enabling 53 Object Lock, you must ensure that the default rule in the active ILM policy is compliant. A compliant rule satisfies the requirements of buckets with 53
Object Lock enabled.

» [t must create at least two replicated object copies or one erasure-coded copy.
« Thease copiss must exist on Storage Nodes for the entire duration of each line in the placemeant instructions.
= Object copies cannot be saved on Archive Nodes.

» At least one line of the placement instructions must start at day 0, using Ingest Time as the reference time.
= Atleast one line of the placemant instructions must be "forever”

- Enable S3 Object Lock

MRIEEEAERRStorageGRID RIZIETHEERI A TR2IERER) RE  IEESE3 MM !

The 53 Object Lock setting replaces the legacy Compliance setting. When this setting is enabled, tenant users can create buckets with S3 Object Lock enabled.
Tenants wha previously created buckets for the legacy Compliance feature can manage their existing buckets, but can no longer create new buckets with legacy
Compliance enabled. See Managing objects with information lifecycle management for information
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Enable 53 Object Lock

Are you sure you want to enable 53 Object Lock for the grid? You cannot disable 53 Object

Lock after it has been enabled.
o
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422 Unprocessable Entity
Validation failed. Please check the values you entered for errors.

The default rule in the active ILM paolicy is not compliant.
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@ Error

503: Senvice Unavailable

Unable to update compliance settings because the changes cannot be consistently applied on
enough storage services. Contact your grid administrator for assistance.

* FHEEIBAPIEAEMSI APHEARAEZWFIRIEIFER 503 Service Unavailable ERFELBIGIENXE o
EEMRILTEER - SBREBE TS ERIRE .
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Edit ILM Rule step 2 of 3: Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Two Copies Two Data Centers

Reference Time Ingest Time v

Placements @ 11 Sort by start day
Fromday @ 0 store | forever v m '_
Type | replicated v Location || Storage Pool DC1 H Storage Pool DC2 Add Pool Copies | 2 E *

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

Retention Diagram @ 5 Refresh
Trigger Day 0
S eine O I —
Storage Pool DC2 ﬂ :
Duration Farever

1 £33
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Create ILM Rule step2 of 3: Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored

EC for 3 bucket finance-records

Reference Time Ingest Time v

Placements © 11 Sort by start day

From day 0 store | forever v m

Type | erasure coded v Location | All 3sites (B plus3) » Copies | 1 |i x

Retention Diagram & £ Refresh

Trigger Day 0

All 3 sites
16 plus 3 ] >

=]
ILMERRY (fl4n1)
FIFLLRA « AL EHEERMMNILMIRR « BER EAERSRILMERRIZBIREE - StorageGRID
L RREN—RILMERRATSEEE TAIILMARRY

* BRENES ~ sR{EF6+3HRRIBRFFFIA BN SIEFELBIYIM finance-records B ={EEKIH

IC) ©

* MEYERTEE—EILMIBEL] « FERARINTERILMRE (MEESERAREZEEC) -~ BZYErE
KEFEMBEERFL (DC1FDC2) °
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it tater as required. Click Simulate to verify & saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Object Starage Policy
Reason for change new propesed policy

Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

[ 4 select Rules |
Default Rule Name Tenant Account Actions
EC for $3 bucket finance-recards (§ Ignore x
L Two Copies Two Data Centers (5 Ignore x

#if2 | ECYIE R/ N ERERILMARRIF R

R LUER 5 S AR AR M ARE - ERILMERE ~ BBV NEREURNSEE
AIECEK o

@ TEHNLMRRIFRRIER S - BEFZ T3 AR LREILMIRR] o ERAEIRRIZA] « SRR S
BRA  EREBFA NS RERNBTRINERNER -

ILMFRE1 (fIg02) : FREKHL200 KBEYYI4-EREREEC
IEEEFIILMFRBIEEEREHEFRA Ki2200 KB (0.20 MB) BY¥){54RE5 ©

RAIER #BHIE

AT fZECHI14> 200 KB

BE R FREY B

Y1 KNS A s mERN (MB) K720.20
NERE R =L a B2+ THERARIBE A
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Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

EC only objects > 200 KB

Matches all of the following metadata:

Object Size (MB) j greater than j 0.2 :I x
*

Cancel Remove Filters

MERPRIEEERIA Z Bk 8B 12+ 1SR IRISEZ o

EC image files > 200 KB

Reference Time Ingest Time v

Placements © U1 Sort by start day

forever v m | |

Type | erasure coded v Location | All 3sites (2plus 1) v

Fromday | 0 store

Copies | 1 E ®

Retention Diagram & 2 Refresh

Trigger Day O

n— .
o & I >

Duration Forever

ILMARE260402 © MEEREL

HEEBAILMBR SR T MERREZ « MAS R AEARINETERE o ILRRIRRAIFEIE ZIFRA - ASILMER
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2EEfE VST
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Create ILM Rule Step 2 of 3; Define Placements

Configure placement instructions te specify how you want objects matched by this rule to be stored.

Two replicated copies

Reference Time Ingest Time v
Placements © I Sort by start day
From day ] store | forever v m |L'- 3 |

Type | replicated ¥ Liocation | DC2 * | Add Fool Copies | 2 + | %

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more

information.
: - ~
Retention Diagram & 7 Refresh
Trigger Day 0
i 5 I
Dcz Ej .
Duration Foraver

=1
#HHI2MILMIRR : $t¥A70200 KBEYH4-EFHEC

TELEEBHIRAIA « KHL200 KBEVHIM4 & LASHERARDS - FRE HMt SR I MEEREZ

LEILMIR BB A E4E T 5ILMARA
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid,

Mame EC only objects = 200 KB

Reason for change Do not erasure code small objects

Rules

1. Select the rules you want to add to the policy.
2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The defauli rule will be automatically placed at the end of the

policy and cannot be moved.

| 4 SelectRules

Default Rule Name
EC only objects > 200 KE(§
v Two replicated copies (8

g53 : ILMRBVE[RA ~ o] BB MREMRGIEZR
AT UER THEFIFRBIFERE] « R A 200 KBRYFER 2 EITIHERARS « I e/

BRIE=(EEZA -

Tenant Account Actions
lgnore x
Ignore ®

@ THILMRBFRAMER A - B5FZ AR LREILMMRR - EEREIRAIZ AT ~ 5ACiEfES
HRA  EREZFA NS RERBTRINERNER -

ILMARA1 (BIg03) : HHTKH200 KBRYBRIRHE ~ SAEFEC
IESEHIILMAR R £ A 2 FE ERIE REF BRI B K12 200 KBRYBRIGIESS o

RAESE
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Advanced Filtering

Lse advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (53 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

EC image files > 200 KB

Matches all of the following metadata:

User Metadata j type equals +| image

+ 4
LINEd

0.2 =

Le Lo

Object Size (MB) j greater than

[+] %

Cancel Remove Filters

MR IERARRA R E—FFRR « FILHHSRRIEREIEMEBE AN K200 KBRIFAR ©

EC image files > 200 KB

Reference Time Ingest Time v
Placements © 1 Sort by start day
Fromday | 0 store | forever v m |—|
Type | erasure coded v Location | All 3sites (2plus 1) v Copies | 1 + =
Retention Diagram @ T Refresh
Trigger Day O
i )
(2 pioe e >
Duration Forever

ILMFRRI2(I403 © R FAA RIERIRGIERAIEE S
HEILMIRRSE G £ PR BRI AE BRI E B R IREAE o

RAER #BHE
AR TE SR BRIGIEE D

2ERH VST

fERE BRI ERE TR EREPUEFHERENRGE

391



MAES #BHIE
RERE TR B R PRIERRES

Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

3 copies for image files

Matches all of the following metadata:

User Metadata j type equals j image X
x

Cancel Remove Filters

R RAFRYE—FREI B L A1$200 KBRIBRGAE « FILE LM ESMEBRAI200 KBEE/\HYBRIERHE

3 copies for image files

Reference Time Ingest Time A

Placements & 1t Sort by start day

Fromday | o store | forever v |

Type | replicated v Location “ DCi || Dec2 || Dc3 | Add Pool Copies | 2 + £|
Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.
Retention Diagram @ < Refresh
Trigger Day 0
R e
= B .
i [ I—
Duration Farever

o [ o [ o

EFI3HIILMER © ARSI BT (R
TEUEEEHI ~ ILMERBER = EILMRB SRR A ~ LIEEERAR200 KB (0.2 MB) RYBR{RIE ~ %200 KBZ &/
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Viewing Active Policy - Better protection for image files

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: LM policy for example 3

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
EC only objects = 200 KB & Ignore
3 copies for image files (4 lgnore
Make 2 Copies 5 v Ignore

g64 : S3hRAEYFBIILMARRIAIRAY

MREMAIRAEREINAENSFEFRE « SR UEILMRRIFMAERIEBrRE A2
ZRERA] « FBUILEIEIFBRYIHIRES o
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Create ILM Rule step 2 of 3: Define Placements

#BHIE
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Configure placement instructions to specify how you want objects matched by this rule to be stored.

Three Copies Ten Years
Save three copies for ten years

Reference Time Ingest Time

Placements ©

It Sort by start day

Fromday @ 0 store | for v 3652 days i:___|

Type | replicated v Location ||DC1 || DC2 ~ || DC3 |add Pool Copies | 3 E x

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more

information

Retention Diagram ©

Trigger
pecl
pcz
DC3
Duration

Day 0 Day 3652

il
S

2652 days Foravar

ILMARE2650404 © & MIEIFE AR AR A fETF2F
A HILMRAETF SR A EIMIEIE B AR A2 ~ RHA25F o

ERILMARR 1B AR YIBIFI AR ~ RIS BRI S —ERR ~ UEFELEMIEBATARZS - LEARRAIER*IE

BRI ERFA2ERE o
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Noncurrent Versions: Two Copies Two Years
Save two copies of noncumrent versions for two years

v

Reference Time Noncurrent Time ]

I Sort by start day

Placements €

Fromday | o store | for v | 730 days m '
Type | replicated ¥ | | ocation ‘ DC1 Add Pool copiss | 2 + =

Specifying multiple storage pools might cause data to be storad at the same site if the pools overlap. See Managing objects with information lifzcycle management for more

information.

£ Refresh

Retention Diagram @

Trigger Day 0 Year 2
= wl
pc2 C1 . -
Duration 2 yaars Foraver

ILMRE ~ 44 : S3hRAEZERIYIM
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FEILMRRIF ~ A EHREERE BRI HARZARIARRZ AT ©
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Configure ILM Paolicy

Create a proposed policy by selecting and arranging rules. Then, save ihe policy and edit it tater as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make ihis policy fhe active ILM policy for the grid.

Mame ILM Policy for 33 Versioned Chjects
Reason for change store 3 copies of current version for 10 years and 2 copies of noncurrent versions for 2 years

Rules

1. Select the rules you want to add to the policy.

2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

| == Select Rules

Default . Rule Name ) Tenant Account Actions
l Noncurrent Versions: Two Copies Two Years (3 lgnors x
U4 Three Copies Ten Years § Ignore x

The default ILM rule in this policy does not retain objecis forever. Confirm this is the behavior you expect Othenwise, any objects that are not
matched by another rule will be deleted after 3652 days.
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Strict ingest to guarantee Paris data center

Description: Strict ingest to guarantee Paris data center
Ingest Behavior: Strict

Tenant Account: Paris tenant (25580610012441844135)
Reference Time: Ingest Time

Filtering Criteria:

Matches all of the following metadata:

System Metadata Location Constraint (53 only) equals gl-west-3

Retention Diagram:

Trigger Day D
REk it ] I
) I
Duration Forever

ILMARR2 (FIIN5) : Hth¥fi FHHRER
A& HIILMAR R E R TEREEITA » BB —ERAFTEFEAIHERRENILMKEER - RERFEMMHTTSIL

MANFIBEMHER ~ —UREEFERPO « 5—HIURERERFC - MRRAECELZERE « RIgGRER
EAFFEEAATRMUE -

IEARRE AR BIMERAR T A&

RAER #HHE

HRARRA BB

HEPEEDE RigE

EEFEIR DC1 (%) MDC2 (=)

RATE 23 EA2EE R

2ERH VST

RERE FEFOX » R MEEREIKAFREEMEELR A

TS T o INRATHE ~ ERBRAPNEISTRBEFT S IR - B

A« SEEARRUEREREES -
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2 Copies 2 Data Centers

Description: 2 Copies 2 Data Centers
Ingest Behavior: Balanced
Reference Time: Ingest Time

Filtering Criteria;

Matches all objects.

Retention Diagram:

Trigger Day O
s (]
e Wl 0
Duration Farewver

ILMRBEEAI5 - 5 EHETTH
ILMER B EEH AR E R A RNEHEEITARIFRA]
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and adit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Example policy for Sirict ingest
Reason for change Do not store certain objects for Pans tenant in US

Rules

1. Select the rules you want fo add to the policy.
2. Determine the order in which the rutes will be evaluated by dragging and dropging the rows. The defaull rule will be automatically placed at the end of the
policy and cannot be moved

| 4 Select Rules
Default Rule Name Tenant Account Actions
Strict ingest to guarantee Paris data center (§ Paris tenant (255680610012441844135) x
L4 2 Copies 2 Data Centers (8 lgnore x
S s R R B R  STERRRIE YR S RN ¢
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or deleie a proposed policy; clone ihe active pelicy; or view the details for any policy.

4= Create Proposed Policy | | Ei Clons | # Edit x Remové

Policy Name Paolicy State Start Date End Date
‘& Data Protection for Two Sites Active 2020-06-10 16:42-:09 MDT
| | Baseline 2 Copies Policy Historical 2020-06-09 21:48:34 MDT 2020-06-10 16:42:09 MDT

Viewing Active Policy - Data Protection for Two Sites

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Data Protection for Two Sites

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Tenant A
One-Site E Coding for T tA
ne-Site Erasure Coding for Tenant A C (49752734300032812036)
Two-Site Replication for Other Tenants (4 I lgnore

B3l

FLILMERRIF ~ BRIEFARNYIHEE—Ih & FZF2+1IHBRARISHI(RE « BN PATAEEMESHRIERE
BEREREMELS ERRRE o

@ REHIFRYE—FRAERERER SR « LA EYH RS EAHIARE o EAIKI$200 KBRY
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Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy

« Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle managament for more information

Review the rules in this policy. If this is a proposed palicy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Data Protection for Three Sites

Rules are evaiusted in order, starting from the top

Rule Name

Three-Site Erasure Coding for Tenant A 5

Three-Site Replication for Other Tenants (&

Default Tenant Account
Tenant A
(49752734300032512036)
4 Ignore
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Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name =+ S3 ObjectLock @ |+ Region * ObjectCount@ = SpaceUsed @ = Date Created =

bank-records v us-east-1 0 0 bytes 2021-01-06 16:53:19 MST
1

B EIRITECRREFENSEY YIRS « BBEER TYRIE retain-until-date M legal hold &
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TE .

BEMHFRIRE

retain-until-date

legal hold

EFIE
"2030-12-30T23:59:59z" (2030%12830H)
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ERBHER ~ YRR AT A BER (R & S EH S 7A R E o MR E
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IR o
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LB HILMARRMEE AR 23Bank of ABCRIS3HHARA ° EEFLERFRBEAH bank-records AR ERH
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Create ILM Rule step 1 of 3: Define Basics

406

&
i

=

MName

Description

Tenant Accounts (optional)

Bucket Name

HHE
FEER | RITCERERHIECH) - ABCIRTT

ABCER1T

bank-records

R/ (MB) K120.20
“BYEE ¢ *IEERERS PR RMFRAREE N S ANT200 KBELE /NI o

Compliant Rule: EC objects in bank-records bucket - Bank of ABC

Uses §+3 EC across 3 sites

Bank of ABC (207707938068038351043)

equals

~  bank-records

/ Advanced filtering. . (0 defined)



RAES #HHE

2EEfE VST
HEULE WEHEORRLA  KERETF
HERARIS R EE * A= EERFOIL S RFER DR HRRISEL

* (ER6+3HHRIRISE S 3

Edit ILM Rule step2 of 3: Define Piacements

Configure placement instructions to specify how you wani objects matched by this rule to be stored,

Compliant Rule: EC objects in bank-record bucket - Bank of ABC

Reference Time Ingest Time j
Placements €@ 4 Sort by start day
Fromday | 0 = | store | forever j
Type | erasure coded j Location | Three Data Centers (6 plus 3) j Copies | 1 :I +
Retention Diagram & > Refresh
Trigger Day 0
il T
16 plus 3) tffa >
Duration Forewer

1 B

S HELHIRILMRRI2 : RFFERR]

AEHILMIRR] GRS EREFHE LREFMEERNMHESR - —F% - EGR—MOEAKAFBEEERHT
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RAER #BHE
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HARE KIEE

HEFERE RISE ~ BEBERNARMASIHHEE (EMREREREINEE) HN#F
HEPEEDE RIEE
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Create ILM Rule step 1 of 3: Define Basics

Mame Mon-Compliant Rule: Use Cloud Storage Pool
Description DC1 and 2 for 1 year then move to CSP
Tenant Accounts {optional) @ Select tenant accounts or enter tenant IDs

Bucket Name matches all

/ Advanced filtering. (0 defined)

= (]
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Create ILM Rule step 1 of 3: Define Basics

Name Compliant Rule: Twe Copies Two Data Centers
Cescription 2 copies on SNs from day 1 to forever, reference time is ingest
Tenant Accounts (optional) Selecttenant accounts or anter tenant ID2
Bucket Name matches all |E| Value

/ Advanced filtering. . (0 defined)

RAES EBHIE
2EEfE VST

FIBAE WEFHOREE2RK « AREMEERES | —EAEERFOBIEEFEIR
+~ B—EFEERF O EEFER L -

Compliant Rule: Two Copies Two Data Centers

Reference Time Ingest Time j

Placements @ It Sort by start day

Fromday | 0 = store  forever LI Add ]

Type | replicated j Location “ Data Center 1 || Data Center2 Add Pool Copies | 2 :| + | o

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Retention Diagram & 5 Refresh
Trigger Day 0
L 0 I >
&l
Duration Forewver
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2. RYEERNRR « SERMFHM LZT —FHMEERYHES - ARR—EVHFERKABRERRH#F
o WERANERRBASHHENREE - IR EERAZRMEEM -

3. ERFEHR LEUNEERYHERNTERES R (RFEOXRFIXE) o
Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate to make this policy the active ILM policy for the grid.

Mame Compliant ILM policy for S3 Object Lock example
Reason for change Example policy

Rules

1. Select the rules you want io add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule {and any non-comphiant rule without a filter) will
be automatically placed at the end of the policy and cannot be moved.

i + Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC (§ ' Bank of ABC (90767802913525281639) x
Non-Compliant Rule: Use Cloud Storage Pool B Ignare x

o Default Compliant Rule: Two Copies Two Data Centers 5 e Ignare i
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Create High Availability Group
High Availability Group
Mame HA Group for LE

Description HA for FabricFool foad batancing
Interfaces

Select interfaces to include in the HA group. Al interfaces must be in the same network subnet.

| Select Interfaces

Node Name Interface IPv4 Subnet Preferred Master
DC1-ADMA eth{ 10.96.98.0/23 L
DC1-G1 ethd 10.96.93.0/23

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet, 10,9598 0723, All virtual IP addresses must be within this subnet. There must be at least
1 and no more than 10 virtual IP addresses.

Virtual IP Address 1 10.96.98 1| | i
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Display Mame
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Pratocol (O HTTP (O HTTPS
Endpoint Binding Mode (@) Global (O HA Group VIPs
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Load Certificate

pload the FEM-encoded custom certiﬂcate]:private key, and CA bundle files.

Server Cerificate Browse

Cerificate Private Key Browse

CABundle Browse
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Create bucket

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

fabricpool-buckeq

Region @

us-east-1 v

Cancel Create bucket
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Edit Traffic Classification Policy "FabricPool"
Policy
Name @ FabricPool

Description (optional) Limit traffic other than FabricFaol

Matching Rules

Traffic that maiches any rule is included in the policy.

|4 Create | # Edil || % Remove

Type Inverse Match Match Value
Endpoint v FabricPool (https 10443)

Displaying 1 matching rule.

Limits (Optional)
4 Create || # Edit | | % Remove

Type Value Units
Concurrent Read Requasts 50 Concurrent Requests
Concurrent Write Requests i5 Concurrent Reguests
Read Reqguest Rate 100 Requests/Second
Write Reguest Rate 25 Requests/Second
Per-Request Bandwidth In 2000000 Bytes/Second
Per-Request Bandwidth Cut 10000000 Bytes/Second

Displaying & limits.

=13

S BIDRENTRRANZE « ERURA « ABEE Metrics * ~ LFIERRIZ B RTEHARGIRE -
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Traffic Classification Policies

Traffic classification policies can be used to identify network traffic for metrics reporting and optional traffic imiting.

i_+ Create | | # Edit || ® Remove | i Wetrics

Name Description 1D

®  FabricPool Limit traffic other than FabricPoo! 587153b2-7cf2-44b9-af5c-694ebbdda2ch

Displaying 1 traffic classification policy.
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