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ILM與物件生命週期

ILM如何在整個物件生命週期內運作

瞭解StorageGRID 如何在物件生命週期的每個階段使用ILM來管理物件、有助於您設計更
有效的原則。

• 內嵌：擷取從S3或Swift用戶端應用程式建立連線以將物件儲存至StorageGRID 該系統開始、並
在StorageGRID 將「擷取最成功」訊息傳回給用戶端時完成。物件資料在擷取期間會受到保護、方法是立即
套用ILM指令（同步放置）、或是建立過渡複本、並在稍後套用ILM（雙重提交）、視ILM需求的指定方式而
定。

• 複製管理：建立ILM放置說明中所指定的物件複本數量和類型之後StorageGRID 、此功能可管理物件位置、
並保護物件免於遺失。

◦ ILM掃描與評估：StorageGRID 不間斷地掃描儲存在網格中的物件清單、並檢查目前的複本是否符合ILM

需求。當需要不同類型、數字或物件複本位置時、StorageGRID 會視需要建立、刪除或移動複本。

◦ 背景驗證：StorageGRID 此功能會持續執行背景驗證、以檢查物件資料的完整性。如果發現問
題、StorageGRID 則在符合目前ILM需求的位置、由NetApp自動建立新的物件複本或替換的銷毀編碼物
件片段。請參閱的說明 監控StorageGRID 與疑難排解。

• 物件刪除：當所有複本都從StorageGRID 作業系統中移除時、物件的管理就會結束。物件可因為用戶端的刪
除要求而移除、或是因為ILM刪除或S3儲存區生命週期到期而刪除。

如果儲存區中已啟用S3物件鎖定的物件處於合法保留狀態、或是已指定但尚未符合保留截止
日期、則無法刪除這些物件。

此圖摘要說明ILM在物件生命週期內的運作方式。
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物件擷取方式

用於擷取的資料保護選項

建立ILM規則時、您可以指定三個選項之一來保護擷取時的物件：雙重提交、平衡或嚴
格。根據您的選擇、StorageGRID 將會製作過渡複本、並將物件排入佇列、以便稍後進
行ILM評估、或是使用同步放置、並立即製作複本以符合ILM需求。
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三個擷取選項的流程圖

流程圖會顯示當物件與使用三個擷取選項中每個選項的ILM規則相符時、會發生什麼情況。

雙重承諾

當您選取「雙重提交」選項時StorageGRID 、會立即在兩個不同的儲存節點上製作過渡物件複本、並將「擷取
最成功」訊息傳回給用戶端。物件會排入ILM評估佇列、之後會製作符合規則放置指示的複本。

何時使用雙重提交選項

在下列任一情況下、請使用「雙重提交」選項：

• 您使用的是多站台ILM規則、而用戶端擷取延遲是您的首要考量。使用「雙重提交」時、您必須確保網格能
夠在無法滿足ILM的情況下、執行建立和移除雙重提交複本的額外工作。具體而言：

◦ 網格上的負載必須足夠低、以避免ILM待處理項目。
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◦ 網格必須有過多的硬體資源（IOPS、CPU、記憶體、網路頻寬等）。

• 您使用的是多站台ILM規則、而站台之間的WAN連線通常具有高延遲或有限頻寬。在此案例中、使用「雙重
提交」選項有助於防止用戶端逾時。在選擇「雙重提交」選項之前、您應該使用實際的工作負載來測試用戶
端應用程式。

嚴格

當您選取「嚴格」選項時StorageGRID 、會在擷取中使用同步放置、並立即製作規則放置說明中指定的所有物
件複本。例如StorageGRID 、由於所需的儲存位置暫時無法使用、所以如果無法建立所有複本、則擷取作業就
會失敗。用戶端必須重試此作業。

何時使用嚴格選項

如果您有作業或法規要求、只要將物件立即儲存在ILM規則中所述的位置、請使用嚴格選項。例如、為了滿足法
規要求、您可能需要使用嚴格選項和位置限制進階篩選器、以確保物件永遠不會儲存在特定資料中心。

範例5：嚴格擷取行為的ILM規則與原則

平衡

當您選取平衡選項時StorageGRID 、也會在擷取時使用同步放置、並立即製作規則放置說明中指定的所有複
本。與嚴格選項不同的是StorageGRID 、如果無法立即製作所有複本、它會改用雙重認可。

使用平衡選項的時機

使用「平衡」選項、將資料保護、網格效能和擷取成功完美結合。「平衡」是ILM規則精靈中的預設選項。

資料保護選項的優點、缺點及限制

瞭解擷取時保護資料的三種選項（平衡、嚴格或雙重提交）各有哪些優缺點、可協助您決
定要為ILM規則選取哪一種選項。

平衡且嚴格的選項優勢

相較於在擷取期間建立臨時複本的「雙重提交」、兩個同步放置選項可提供下列優點：

• 更佳的資料安全性：物件資料會立即受到ILM規則放置指示中所指定的保護、您可設定此指示、以防止各種
故障情況發生、包括多個儲存位置的故障。雙重提交只能防止單一本機複本遺失。

• 更有效率的網格作業：每個物件只會在擷取時處理一次。由於不需要追蹤或刪除過渡複本、因此處理負載較
少、資料庫空間也較少。StorageGRID

• （平衡）建議：平衡選項可提供最佳ILM效率。除非需要嚴格的擷取行為、或網格符合用於雙重提交的所有
條件、否則建議使用平衡選項。

• （嚴格）物件位置的確定性：嚴格選項可確保物件立即根據ILM規則中的放置指示儲存。

平衡且嚴格的選項缺點

相較於雙重承諾、平衡且嚴格的選項有一些缺點：

• 用戶端擷取時間較長：用戶端擷取延遲時間可能較長。當您使用平衡且嚴格的選項時、「擷取最成功」訊息
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不會傳回用戶端、直到建立並儲存所有銷毀編碼的片段或複本為止。不過、物件資料很可能會更快到達最終
放置位置。

• （嚴格）較高的擷取失敗率：使用嚴格選項、StorageGRID 只要無法立即製作ILM規則中指定的所有複本、
擷取就會失敗。如果所需的儲存位置暫時離線、或是網路問題導致站台之間複製物件時延遲、您可能會看到
擷取失敗率偏高。

• （嚴格）S3多部份上傳放置位置在某些情況下可能不如預期：嚴格來說、您期望物件放置方式必須符合ILM

規則的說明、否則擷取失敗。不過、在S3多重部分上傳時、會在物件擷取時評估每個部分的ILM、並在多重
部分上傳完成時評估整個物件的ILM。在下列情況下、這可能會導致刊登位置與您預期的不同：

◦ 如果在S3多重部分上傳進行時ILM發生變更*：由於每個部分都是根據擷取零件時作用中的規則放置、因
此當多重部分上傳完成時、物件的某些部分可能無法符合目前的ILM需求。在這些情況下、物件的擷取不
會失敗。相反地、任何未正確放置的零件都會排入ILM重新評估的佇列、稍後會移至正確位置。

◦ 當ILM規則根據尺寸篩選：評估零件的ILM時、StorageGRID 會根據零件大小篩選出、而非物件大小。這
表示物件的部分可儲存在不符合整個物件ILM需求的位置。例如、如果規則指定所有10 GB或更大的物件
都儲存在DC1、而所有較小的物件則儲存在DC2、則在10部分多部分上傳的每1 GB擷取部分、都會儲存
在DC2。評估物件的ILM時、物件的所有部分都會移至DC1。

• （嚴格）當物件標記或中繼資料更新且無法建立新的必要放置位置時、內嵌功能不會失敗：嚴格來說、您期
望物件放置在ILM規則所述的位置、或是擷取失敗。但是、當您更新已儲存在網格中之物件的中繼資料或標
記時、不會重新擷取該物件。也就是說、不會立即變更由更新觸發的物件放置。當ILM由正常背景ILM程序重
新評估時、便會進行放置變更。如果無法進行必要的放置變更（例如、因為新需要的位置無法使用）、則更
新的物件會保留其目前的放置位置、直到變更放置位置為止。

使用平衡或嚴格選項的物件放置限制

平衡或嚴格的選項無法用於具有下列任何放置指示的ILM規則：

• 第0天放入雲端儲存資源池。

• 置於歸檔節點的第0天。

• 當規則將使用者定義的建立時間定義為參考時間時、雲端儲存池或歸檔節點中的放置位置。

這些限制之所以存在、是因為StorageGRID 無法同步將複本複製到雲端儲存資源池或歸檔節點、而使用者定義
的建立時間可以解決目前的問題。

ILM規則與一致性控制如何互動、以影響資料保護

ILM規則和一致性控制選項都會影響物件的保護方式。這些設定可以互動。

例如、針對ILM規則選取的擷取行為會影響物件複本的初始放置位置、而儲存物件時所使用的一致性控制項會影
響物件中繼資料的初始放置位置。由於支援對象的中繼資料及其資料、因此需要同時存取才能滿足用戶端要求、
因此針對一致性層級和擷取行為選擇相符的保護層級、可提供更好的初始資料保護、並提供更可預測的系統回
應。StorageGRID

以下是StorageGRID 關於支援一致性控制的簡短摘要、請參閱以下內容：

• 全部：所有節點都會立即接收物件中繼資料、否則要求將會失敗。

• 強式全域：物件中繼資料會立即發佈至所有站台。保證所有站台所有用戶端要求的寫入後讀取一致性。

• 強站台：物件中繼資料會立即發佈到站台的其他節點。保證站台內所有用戶端要求的寫入後讀取一致性。

• 新寫入後讀取：提供新物件的寫入後讀取一致性、以及物件更新的最終一致性。提供高可用度與資料保護保
證。
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• 可用（最終的頭端作業一致性）：行為與「全新寫入後的讀取」一致性層級相同、但最終只能提供頭端作業
的一致性。

在選擇一致性層級之前、請閱讀的說明中一致性控制的完整說明 S3 或 Swift 用戶端應用程式：變
更預設值之前、您應該先瞭解其優點和限制。

一致性控制和ILM規則如何互動的範例

假設您有一個雙站台網格、其中包含下列ILM規則和下列一致性層級設定：

• * ILM規則*：建立兩個物件複本、一個在本機站台、一個在遠端站台。選取嚴格的擷取行為。

• 一致性層級：「'trong-globat'（物件中繼資料會立即發佈至所有站台）。

當用戶端將物件儲存到網格時、StorageGRID 在成功傳回用戶端之前、功能區會同時複製物件並將中繼資料散
佈到兩個站台。

在擷取最成功的訊息時、物件會受到完整保護、不會遺失。例如、如果在擷取後不久即遺失本機站台、則物件資
料和物件中繼資料的複本仍存在於遠端站台。物件可完全擷取。

如果您改用相同的ILM規則和「站台」一致性層級、則用戶端可能會在物件資料複寫到遠端站台之後、收到成功
訊息、但物件中繼資料才會散佈到該站台。在此情況下、物件中繼資料的保護層級與物件資料的保護層級不符。
如果在擷取後不久本機站台便會遺失、則物件中繼資料將會遺失。無法擷取物件。

一致性層級與ILM規則之間的相互關係可能相當複雜。如需協助、請聯絡NetApp。

相關資訊

• 範例5：嚴格擷取行為的ILM規則與原則

物件的儲存方式（複寫或銷毀編碼）

什麼是複寫

複寫是StorageGRID 用來儲存物件資料的兩種方法之一。當物件符合使用複寫的ILM規則
時、系統會建立物件資料的確切複本、並將複本儲存在儲存節點或歸檔節點上。

當您設定ILM規則以建立複寫複本時、請指定應建立多少複本、應將複本放置在何處、以及複本應儲存在每個位
置的時間。

在下列範例中、ILM規則指定將每個物件的兩個複寫複本放在包含三個儲存節點的儲存資源池中。
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當物件符合此規則時、它會建立物件的兩個複本、並將每個複本放在儲存資源池中的不同儲存節點
上。StorageGRID這兩份複本可以放在三個可用儲存節點的任兩個上。在此情況下、規則會將物件複本放在儲存
節點2和3上。因為有兩個複本、所以如果儲存資源池中的任何節點故障、就可以擷取物件。

在任何指定的儲存節點上、僅能儲存一個物件的複本複本。StorageGRID如果您的網格包含三個
儲存節點、而且您建立了一個4份複本ILM規則、則只會製作三份複本、每個儲存節點只會製作一
份複本。觸發「無法實現的ILM放置」警示、表示無法完全套用ILM規則。

相關資訊

• 什麼是儲存資源池

• 使用多個儲存資源池進行跨站台複寫

為何不應使用單一複製複寫

建立ILM規則以建立複寫複本時、您應該在放置指示中、隨時至少指定兩個複本。

請勿使用ILM規則、在任何時間段內只建立一個複寫複本。如果只有一個物件複寫複本存在、則
當儲存節點故障或發生重大錯誤時、該物件就會遺失。在升級等維護程序期間、您也會暫時失去
物件的存取權。

在下列範例中、「製作1複製ILM」規則會指定將物件的一個複寫複本放在包含三個儲存節點的儲存資源池中。
擷取符合此規則的物件時StorageGRID 、將單一複本放在單一儲存節點上。
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如果ILM規則只建立物件的一個複寫複本、則當儲存節點無法使用時、物件就無法存取。在此範例中、只要儲存
節點2離線（例如在升級或其他維護程序期間）、您就會暫時失去物件aaa的存取權。如果儲存節點2故障、您將
完全失去物件AAA。
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為了避免遺失物件資料、您應該一律至少製作兩份複本、以複寫方式保護所有物件。如果有兩個以上的複本存在
、您仍可在一個儲存節點故障或離線時存取物件。

什麼是銷毀編碼

銷毀編碼是StorageGRID 由程式碼庫用來儲存物件資料的第二種方法。當物件符合設定為
建立銷毀編碼複本的ILM規則時、它會將物件資料分成資料片段、計算額外的同位元檢查
片段、並將每個片段儲存在不同的儲存節點上。StorageGRID存取物件時、會使用儲存的
片段重新組裝物件。如果資料或同位元檢查片段毀損或遺失、則銷毀編碼演算法可利用其
餘資料和同位元檢查片段的子集來重新建立該片段。

以下範例說明在物件資料上使用銷毀編碼演算法。在此範例中、ILM規則使用4+2銷毀編碼方案。每個物件會分
割成四個等量資料片段、並從物件資料計算兩個同位元檢查片段。這六個片段中的每個片段都儲存在三個資料中
心站台的不同節點上、以針對節點故障或站台遺失提供資料保護。
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4+2銷毀編碼方案至少需要九個儲存節點、三個不同站台各有三個儲存節點。只要六個片段（資料或同位元檢查
）中的任四個仍然可用、就能擷取物件。最多可遺失兩個片段、而不會遺失物件資料。如果整個資料中心站台遺
失、只要所有其他片段仍可存取、仍可擷取或修復該物件。

如果遺失兩個以上的儲存節點、則無法擷取物件。
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相關資訊

• 什麼是儲存資源池

• 什麼是銷毀編碼方案

• 建立銷毀編碼設定檔

什麼是銷毀編碼方案

當您為ILM規則設定「刪除編碼」設定檔時、會根據您計畫使用的儲存資源池中有多少個
儲存節點和站台、選取可用的銷毀編碼配置。銷毀編碼方案可控制每個物件所建立的資料
片段數量、以及同位元檢查片段數量。

此系統使用Reed-Solomon銷毀編碼演算法。StorageGRID演算法會將物件分割成k個資料片段、並計算m同位元
檢查片段。k + m = n個片段分佈在n個儲存節點上、以提供資料保護。物件最多可維持遺失或毀損的片段。擷取
或修復物件需要K個片段。

設定「刪除編碼」設定檔時、請針對儲存資源池使用下列準則：

• 儲存資源池必須包含三個或多個站台、或只包含一個站台。

如果儲存資源池包含兩個站台、則無法設定「刪除編碼」設定檔。

◦ 包含三個以上站台之儲存資源池的銷毀編碼配置

◦ 單一站台儲存資源池的銷毀編碼配置

• 請勿使用預設的儲存資源池、所有儲存節點或包含預設站台All站台的儲存資源池。

• 儲存資源池應至少包含_k+m_+1個儲存節點。
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所需的最小儲存節點數為_k+m_。不過、如果所需的儲存節點暫時無法使用、則至少要有一個額外的儲存節
點、有助於防止擷取失敗或ILM待處理項目。

銷毀編碼方案的儲存負荷是以同位元檢查片段數（m）除以資料片段數（k）來計算。您可以使用儲存負荷來計
算每個銷毀編碼物件所需的磁碟空間：

「disk space=object Size+（object Size*storage happe）」

例如、如果您使用4+2配置儲存10 MB物件（儲存負荷為50%）、則物件會耗用15 MB的網格儲存空間。如果您
使用6+2方案儲存相同的10 MB物件（其儲存負荷高達33%）、則物件會耗用約13.3MB的空間。

選取最小總值為_k+m_的銷毀編碼方案、以符合您的需求。整體而言、使用較少片段的銷毀編碼配置、運算效率
較高、因為每個物件所建立及分散（或擷取）的片段較少、因此由於片段大小較大、因此效能較佳、而且需要更
多儲存設備時、擴充所需的節點較少。（如StorageGRID 需規劃儲存擴充的相關資訊、請參閱《擴充指令》。
）

包含三個以上站台之儲存資源池的銷毀編碼配置

下表說明StorageGRID 目前由支援的銷毀編碼方案、適用於包含三個以上站台的儲存資源池。所有這些方案都
提供站台損失保護。一個站台可能會遺失、而且物件仍可存取。

對於提供站台遺失保護的銷毀編碼方案、儲存資源池中建議的儲存節點數量超過_k+m_+1、因為每個站台至少
需要三個儲存節點。

銷毀編碼方案（k

+m）
已部署站台的最
小數量

每個站台的建議
儲存節點數

建議的儲存節點
總數

站台遺失保護？ 儲存負荷

4+2 3. 3. 9. 是的 50%

6+2 4. 3. 12. 是的 33%

8+2 5. 3. 15 是的 25%

6+3. 3. 4. 12. 是的 50%

9+3. 4. 4. 16 是的 33%

2+1 3. 3. 9. 是的 50%

4+1 5. 3. 15 是的 25%

6+1 7. 3. 21 是的 17%

7+5. 3. 5. 15 是的 71%

每個站台至少需要三個儲存節點。StorageGRID若要使用7+5方案、每個站台至少需要四個儲存
節點。建議每個站台使用五個儲存節點。
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選取提供站台保護的銷毀編碼方案時、請平衡下列因素的相對重要性：

• 片段數量：當片段總數較少時、效能和擴充彈性通常會較佳。

• 容錯能力：容錯能力會增加多個同位元檢查區段（也就是當_m_的值較高時）。

• 網路流量：當從故障中恢復時、使用含有更多片段的配置（亦即、_k+m_的總計較高）會產生更多網路流
量。

• 儲存負荷：成本較高的配置需要更多的每個物件儲存空間。

例如、在4+2方案和6+3方案（兩者都有50%的儲存負荷）之間做出決定時、如果需要額外的容錯能力、請選
取6+3方案。如果網路資源受到限制、請選取4+2方案。如果所有其他因素都相同、請選取4+2、因為它的片段總
數較少。

如果您不確定要使用哪種方案、請選取4+2或6+3、或聯絡技術支援部門。

單一站台儲存資源池的銷毀編碼配置

只要站台有足夠的儲存節點、單一站台儲存池即可支援針對三個以上站台所定義的所有銷毀編碼方案。

所需的儲存節點數量下限為_k+m_、但建議使用具有_k+m_+1儲存節點的儲存資源池。例如、2+1銷毀編碼方案
需要至少三個儲存節點的儲存資源池、但建議使用四個儲存節點。

銷毀編碼方案（k+m） 最小儲存節點數 建議的儲存節點數 儲存負荷

4+2 6. 7. 50%

6+2 8. 9. 33%

8+2 10. 11. 25%

6+3. 9. 10. 50%

9+3. 12. 13. 33%

2+1 3. 4. 50%

4+1 5. 6. 25%

6+1 7. 8. 17%

7+5. 12. 13. 71%

相關資訊

擴充網格

銷毀編碼的優缺點與要求

在決定是否使用複寫或銷毀編碼來保護物件資料免於遺失之前、您應該先瞭解銷毀編碼的
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優點、缺點及要求。

銷毀編碼的優點

相較於複寫、銷毀編碼可提升可靠性、可用度及儲存效率。

• 可靠性：可靠性是以容錯能力來衡量、也就是可以在不遺失資料的情況下持續發生的同時故障數。透過複
寫、多個相同的複本會儲存在不同的節點和站台上。利用銷毀編碼、物件會編碼成資料和同位元檢查片段、
並分散在許多節點和站台上。這種分散式技術可同時提供站台和節點故障保護。相較於複寫、銷毀編碼可以
同等的儲存成本提供更高的可靠性。

• 可用度：如果儲存節點故障或無法存取、可用度可定義為擷取物件的能力。相較於複寫、銷毀編碼可提供更
高的可用度、且儲存成本相當。

• 儲存效率：對於類似的可用度與可靠性層級、透過銷毀編碼保護的物件所耗用的磁碟空間比透過複寫保護的
相同物件少。例如、複寫至兩個站台的10 MB物件會耗用20 MB磁碟空間（兩個複本）、而在具有6+3銷毀
編碼配置的三個站台上進行銷毀編碼的物件只會耗用15 MB磁碟空間。

用於銷毀編碼物件的磁碟空間會以物件大小加上儲存負荷來計算。儲存負荷百分比是指同位
元檢查片段的數目除以資料片段的數目。

銷毀編碼的缺點

相較於複寫、銷毀編碼有下列缺點：

• 需要增加儲存節點和站台的數量。例如、如果您使用6+3的銷毀編碼方案、則您必須在三個不同站台擁有至
少三個儲存節點。相反地、如果您只是複寫物件資料、則每個複本只需要一個儲存節點。

• 增加儲存擴充的成本與複雜度。若要擴充使用複寫的部署、只要在建立物件複本的每個位置新增儲存容量即
可。若要擴充使用銷毀編碼的部署、您必須同時考量使用中的銷毀編碼方案、以及現有的完整儲存節點。例
如、如果您等待現有節點100%滿、則必須至少新增_k+m_儲存節點、但如果您在現有節點滿70%時擴充、
則每個站台可新增兩個節點、同時仍可最大化可用的儲存容量。如需詳細資訊、請參閱 新增銷毀編碼物件的
儲存容量。

• 當您在分散各地的站台上使用銷毀編碼時、擷取延遲會增加。在遠端站台之間進行銷毀編碼及分散的物件片
段、透過WAN連線擷取的時間比在本機複寫且可供使用的物件（用戶端所連接的相同站台）要長。

• 當您在地理分佈的站台上使用銷毀編碼時、會有較高的WAN網路流量使用量來進行擷取和修復、尤其是對於
經常擷取的物件或透過WAN網路連線進行物件修復。

• 當您跨站台使用銷毀編碼時、隨著站台之間的網路延遲增加、最大物件處理量會大幅降低。這是因為TCP網
路處理量相對減少、這會影響StorageGRID 到該系統儲存及擷取物件片段的速度。

• 更高的運算資源使用率。

何時使用銷毀編碼

銷毀編碼最適合下列需求：

• 大小大於1 MB的物件。

銷毀編碼最適合大於1 MB的物件。請勿針對小於200 KB的物件使用銷毀編碼、以避免管理非
常小的銷毀編碼片段。
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• 長期或冷儲存、用於不常擷取的內容。

• 高資料可用度與可靠性。

• 防止完整站台和節點故障。

• 儲存效率：

• 單一站台部署、只需一個銷毀編碼複本、而非多個複製複本、即可有效保護資料。

• 站台間延遲低於100毫秒的多站台部署。

如何判斷物件保留

支援網格管理員和個別租戶使用者的選項、可指定儲存物件的時間長度。StorageGRID一
般而言、租戶使用者所提供的任何保留指示、均優先於網格管理員所提供的保留指示。

租戶使用者如何控制物件保留

租戶使用者有三種主要方法可控制物件儲存在StorageGRID 物件中的時間長度：

• 如果已啟用網格的全域S3物件鎖定設定、S3租戶使用者就能建立啟用S3物件鎖定的儲存區、然後使用S3

REST API來指定新增至該儲存區之每個物件版本的保留直到日期和合法保留設定。

◦ 合法持有的物件版本無法以任何方法刪除。

◦ 在物件版本達到保留截止日期之前、任何方法都無法刪除該版本。

◦ 啟用S3物件鎖定的儲存區中的物件會由ILM「永遠」保留。 不過、在達到保留截止日期之後、用戶端要
求或儲存庫生命週期到期時、即可刪除物件版本。請參閱 使用S3物件鎖定來管理物件。

• S3租戶使用者可將生命週期組態新增至其指定到期行動的儲存區。如果儲存區生命週期存在、StorageGRID

除非用戶端先刪除物件、否則在到期行動中指定的日期或天數之前、將會儲存物件。請參閱 建立S3生命週
期組態。

• S3或Swift用戶端可以發出刪除物件要求。確定要刪除或保留物件時、往往會優先處理S3儲存區生命週期
或ILM上的用戶端刪除要求。StorageGRID

網格管理員如何控制物件保留

網格管理員使用ILM放置指示來控制物件的儲存時間。當物件與ILM規則相符時、StorageGRID 直到ILM規則的
最後一段時間結束為止、才會將這些物件儲存起來。如果在放置說明中指定了「forever」、則物件會無限期保
留。

無論誰控制保留物件的時間長度、ILM設定都能控制儲存的物件複本類型（複寫或銷毀編碼）、以及複本所在的
位置（儲存節點、雲端儲存資源池或歸檔節點）。

S3儲存區生命週期與ILM之間的互動方式

S3儲存區生命週期中的到期行動一律會覆寫ILM設定。因此、即使放置物件的任何ILM指示失效、物件仍可能保
留在網格上。

物件保留範例

若要更深入瞭解S3物件鎖定、儲存區生命週期設定、用戶端刪除要求和ILM之間的互動、請考慮下列範例。
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範例1：S3儲存區生命週期可延長物件的壽命、而非ILM

ILM

儲存兩份複本一年（365天）

生命週期

物件在2年內過期（730天）

結果

將物件儲存730天。StorageGRID使用儲存區生命週期設定來決定是否要刪除或保留物件。StorageGRID

如果儲存區生命週期指定物件的保留時間應超過ILM指定的時間、StorageGRID 則當判斷要儲存
的複本數量和類型時、NetApp會繼續使用ILM放置指示。在此範例中、物件的兩份複本將繼續儲
存在StorageGRID 從第3666天到730天的地方。

範例2：S3儲存區生命週期會在ILM之前過期物件

ILM

儲存兩份複本2年（730天）

生命週期

物件在1年內到期（365天）

結果

支援在365天之後刪除物件的兩個複本。StorageGRID

範例3：用戶端刪除會覆寫儲存區生命週期和ILM

ILM

將兩份複本儲存在「Forever」儲存節點上

生命週期

物件在2年內過期（730天）

用戶端刪除要求

於第400天發行

結果

針對用戶端刪除要求、在第400天刪除物件的兩個複本。StorageGRID

範例4：S3物件鎖定會覆寫用戶端刪除要求

S3物件鎖定

物件版本的保留截止日期為2026-03-31。合法持有並未生效。

符合ILM規則

將兩份複本儲存在「Forever」儲存節點上。
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用戶端刪除要求

於2024-03-31發行。

結果

由於保留截止日期仍在2年前、所以無法刪除物件版本。StorageGRID

如何刪除物件

由於S3儲存區生命週期到期或ILM原則要求到期、因此可直接回應用戶端要求或自動刪除
物件。StorageGRID瞭解可刪除物件的不同方式、StorageGRID 以及如何處理刪除要求、
有助於您更有效地管理物件。

使用下列兩種方法之一刪除物件：StorageGRID

• 同步刪除：StorageGRID 當物件接收到用戶端刪除要求時、會立即移除所有物件複本。用戶端會被告知刪除
作業在複本移除之後成功。

• 物件會排入刪除佇列：StorageGRID 當收到刪除要求時、物件會排入刪除佇列、並立即通知用戶端刪除作業
已成功。物件複本稍後會透過背景ILM處理移除。

刪除物件時StorageGRID 、利用最佳化刪除效能、最小化可能刪除的待處理項目、以及最快釋出空間的方法、
來刪除物件。

下表摘要說明StorageGRID 各個方法的使用時機。

執行刪除的方法 使用時

物件會排入佇列以供刪除 當下列*任一*條件為真時：

• 自動物件刪除已由下列其中一個事件觸發：

◦ S3儲存區生命週期組態的到期日或天數已達。

◦ ILM規則中指定的最後一個時間週期已過。

*附註：*啟用S3物件鎖定之儲存區中的物件若處於合法持有狀態、或
是已指定但尚未符合保留截止日期、則無法刪除。

• S3或Swift用戶端要求刪除、其中一或多個條件為真：

◦ 無法在30秒內刪除複本、例如物件位置暫時無法使用。

◦ 背景刪除佇列閒置。

立即移除物件（同步刪除） 當S3或Swift用戶端提出刪除要求、並符合*全部*下列條件時：

• 所有複本均可在30秒內移除。

• 背景刪除佇列包含要處理的物件。

當S3或Swift用戶端提出刪除要求時、StorageGRID 從將多個物件新增至刪除佇列開始、然後切換至執行同步刪
除。確保後臺刪除佇列有要處理的物件、StorageGRID 讓處理器能夠更有效率地處理刪除作業、特別是對於低
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並行用戶端、同時防止用戶端刪除待處理記錄。

刪除物件需要多久時間

物件的刪除方式StorageGRID 可能會影響系統的執行方式：

• 執行同步刪除時、最多需要30秒才能將結果傳回給用戶端。StorageGRID StorageGRID這表示刪除的速度
似乎較慢、即使複本實際移除速度比StorageGRID 將物件排入佇列以供刪除時更快。

• 如果您在大量刪除期間密切監控刪除效能、可能會發現刪除率在刪除特定數量的物件之後似乎變慢。當從佇
列物件移至執行同步刪除時、就會發生此變更StorageGRID 。刪除率明顯降低、並不代表物件複本移除速度
較慢。相反地、這表示平均而言、空間現在可以更快釋出。

如果您要刪除大量物件、而且優先要快速釋放空間、請考慮使用用戶端要求來刪除物件、而非使用ILM或其他方
法來刪除物件。一般而言、當用戶端執行刪除作業時、空間會更快釋出、因為StorageGRID 使用同步刪除功能
時、會有更多空間。

您應該注意、刪除物件後釋放空間所需的時間取決於多種因素：

• 物件複本是同步移除、還是排入佇列稍後移除（適用於用戶端刪除要求）。

• 其他因素、例如當物件複本排入移除佇列時、網格中的物件數目或網格資源的可用度（適用於用戶端刪除和
其他方法）。

如何刪除S3版本控制物件

啟用S3儲存區的版本管理時、StorageGRID 無論是來自S3用戶端、S3儲存區生命週期到期、或ILM原則需求、
均會遵循Amazon S3回應刪除要求的行為。

物件版本控制時、物件刪除要求不會刪除物件的目前版本、也不會釋出空間。相反地、物件刪除要求只會建立刪
除標記作為物件的目前版本、使物件的舊版變成「noncurrent」。

即使物件尚未移除、StorageGRID 但功能上的功能仍然如同物件的目前版本已無法使用。對該物件的要求會傳
回404 NotFound.但是、由於非目前物件資料尚未移除、因此指定物件非目前版本的要求可能會成功。

若要在刪除版本控制的物件時釋出空間、您必須執行下列其中一項：

• * S3用戶端要求*：在S3刪除物件要求（「刪除/物件」版本Id=ID）中指定物件版本編號。請記住、此要求只
會移除指定版本的物件複本（其他版本仍佔用空間）。

• 庫位生命週期：在庫位生命週期組態中使用「NoncurrentVersion Expiration」動作。當符合指定
的NoncurrentDays數量時、StorageGRID 不同時更新的物件版本會永久移除所有複本。這些物件版本無法
還原。

• * ILM *：在ILM原則中新增兩個ILM規則。在第一條規則中使用*非目前時間*做為參考時間、以符合物件的非
目前版本。在第二個規則中使用*擷取時間*來符合目前的版本。*非目前時間*規則必須出現在*擷取時間*規則
上方的原則中。

相關資訊

• 使用S3

• 範例4：S3版本化物件的ILM規則和原則
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