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Edit ILM Rule Step 2 of 3: Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Two Copies Two Data Centers

Reference Time Ingest Time v

Placements & It Sortby start day
Fromday | 0 store | forever v '
Type | replicated v Location || Storage Pool DC1 H Storage Pool DC2 Add Pool Copies | 2 E x

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

- = -~
Retention Diagram @ 7 Refresh
Trigger Day 0
R o v 5 I >
Storage Pool DC2 H
Duration Forewver
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Create ILM Rule step2 of 3: Define Flacements

Configure placement instructions to specify how you want objects matched by this rule to be stored

EC for 53 bucket finance-records

Reference Time Ingest Time A

Placements & 11 Sort by start day

From day 0 store | forever v m

Type | erasure coded v Location | All 3sites (B plus3) »

Copies | 1 Ii *

Retention Diagram & 2 Refresh

Trigaer Day O

All 3 sites

(6 plus 3) ] I >
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it tater as required. Click Simulate to verify & saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Object Starage Policy
Reason for change new propesed policy

Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

[ 4 select Rules |

Default Rule Name Tenant Account Actions
EC for $3 bucket finance-recards (§ Ignore x
L Two Copies Two Data Centers (5 Ignore x
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EC only objects> 1 MB

Matches all of the following metadata:

Object Size (MB) v | | greaterthan vl +

+
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Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click

Simulate to verify a saved policy using test objects. When you are ready, click Activate to make this policy the active ILM
policy for the grid.

Mame | Use EC for objects greater than 1 MB

Reason for change new policy

Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will
be automatically placed at the end of the policy and cannot be moved.

4 Select Rules

Default Rule Name Tenant Account Actions
EC only objects = 1 MB (% = x
v Twa replicated copies (5 — x
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EC image files>1MB

Matches all of the following metadata:

Object Size (MB) v | | greater than |1 + |
User Metadata v | | type equals v | | image + %
+
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Reason for change:
new policy
Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account

EC image files > 1 MB (4 =

2 copies for smallimages 4

Default rule (% v —
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Create ILM Rule step 2 of 3: Define Placements

Configure placement instructions to specify how you want objecis matched by this rule to be stored.

Three Copies Ten Years
Save three copies for ten years

Reference Time Ingest Time
Placements & 11 Sort by start day
Fromday | 0 store | for v 3652 days B
Type | replicated ¥ ekt || DC || De2 || DC3 | Add Pool Copies | 3 +|*%
Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. Ses Managing objects with information lifecycle management for more
information
Retention Diagram € < Refresh
Trigger Day 0 Day 3652
- ]
pcz C] B
o S
Duration 3652 days Forever
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Noncurrent Versions: Two Copies Two Years
Save two copies of noncumrent versions for two years

v

Reference Time Noncurrent Time ]

11 sort by start day

oo [

Placements €

Fromday 0 store | for v 730 days

Type | replicated v Location ‘ DeC1 Add Fool Copies | 2 +

Specifying multiple storage pools might cause data to be storad at the same site if the pools overlap. See Managing objects with information lifzcycle management for more

information.

£ Refresh

Retention Diagram @

Trigger Day 0 Year 2
g wl
Dc2 q "
Duration 2y Foraver
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Configure ILM Paolicy

Create a proposed policy by selecting and arranging rules. Then, save ihe policy and edit it tater as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make ihis policy fhe active ILM policy for the grid.

Mame ILM Policy for 33 Versioned Chjects
Reason for change store 3 copies of current version for 10 years and 2 copies of noncurrent versions for 2 years
Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

| == Select Rules

Default . Rule Name ) Tenant Account Actions
{ Noncurrent Versions: Two Copies Two Years (3 lgnors x
U4 Three Copies Ten Years f_’. Ignore x

The default ILM rule in this policy does not retain objecis forever. Confirm this is the behavior you expect Othenwise, any objects that are not
matched by another rule will be deleted after 3652 days.
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Strict ingest to guarantee Paris data center

Description: Strict ingest to guarantee Paris data center
Ingest Behavior: Strict

Tenant Account: Paris tenant (25580610012441844135)
Reference Time: Ingest Time

Filtering Criteria:
Matches all of the following metadata:

System Metadata Location Constraint (53 only) equals

Retention Diagram:

Trigger Day O
RCLipaa) ] I >
] I
Duration Forever

gl-west-3
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2 Copies 2 Data Centers

Description: 2 Copies 2 Data Centers
Ingest Behavior: Balanced
Reference Time: Ingest Time

Filtering Criteria;

Matches all objects.

Retention Diagram:

Trigger Day O
e )
Dc2 (us) F:] i |
Duration Farewver
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save ihe policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate io make this policy the active LM policy for the grid,

Name Example policy for Sirict ingest
Reason for change Do not store certain objects for Pans tenant in US

Rules

1. Select the rules you want to add to the policy.
2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

| 4 Select Rules
Default Rule Name Tenant Account Actions
Strict ingest to guarantee Paris data center (§ Paris tenant (25580610012441844135) ®
v 2 Copies 2 Data Centers (3 Ignore x
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#i5l6 . EEILM/RA

MRECNERMFEREES TS IL S « O e BRI FFBIILMEE] o

SEFR 2~ S BSRRILMRE (L B E E AR5, 2 StorageGRID | BE{EX R ABIRGE ©
YEJEI:%’WJEP * StorageGRID EFTPHIE 7T —EZ2FHOLE « BEEESERPILMERER] « LEREREFEERIL
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* SEHAYIMFIRIESERE ; A0 - RABERRYHEIRAERFERMT
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ILM Policies

Review the proposed, active, and historical policies. You can create, adit, or delete a proposed policy; clone the active policy; or view the details for any policy.

4 Create Proposed Policy | | Ei Clone | & Edit|| % Remove

Policy Name Policy State Start Date End Date
'®  Data Protection for Two Sites Active 2020-06-10 16:42-09 MDT
! Baseline 2 Copies Policy Historical 2020-06-05 21:48:34 MDT 2020-06-10 16:42:09 MDT

Viewing Active Policy - Data Protection for Two Sites

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Data Protection for Two Sites

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Tenant A
One-Site E Coding for T tA
ne-Site Erasure Coding for Tenant A CJ (49752734300032812036)
Two-Site Replication for Other Tenants (§ o lgnore
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Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy

« Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle managament for more information

Review the rules in this policy. If this is a proposed palicy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Data Protection for Three Sites

Rules are evaiusted in order, starting from the top

Rule Name

Three-Site Erasure Coding for Tenant A 5

Three-Site Replication for Other Tenants (&
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EARBUNIG) BHRISE=@EiL S L EAMERNIRR RMURE o

MRAN  HRARNZ IR S IHERRENS

RAER
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HARE

EEEIR

RERE

RA2 : HERNZIEEEE

RAESR
MATE

HARRA

EEERM

RERE
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(49752734300032512036)
4 Ignore
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Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name =+ S3 ObjectLock @ |+ Region % ObjectCount@® = SpaceUsed @ = Date Created =+

bank-records v us-east-1 0 0 bytes 2021-01-06 16:53:19 MST
1
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Create ILM Rule step 1 of 3: Define Basics

Tenant Accounts (optional)

gEhHIE
FTE7AR | IRTTECEREFBRIECH)H- ABCERTT

ABCER1T

(SR1TACER)

AN (MB) KM
izt : *UbEFISERS R R MBS AR IE A AR 1 MBEL /NI o

Compliant Rule: EC objects in bank-records bucket - Bank of ABC

Uses §+3 EC across 3 sites

Bank of ABC (20770793806808351043)

~ | bank-records

/ Advanced filtering. . (0 defined)
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Edit ILM Rule step 2 of 3: Define Piacements

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Compliant Rule: EC objects in bank-record bucket - Bank of ABC

Reference Time Ingest Time j
Placements & 1 Sort by start day
From day 0 -_-| store | forever j |
Type | erasure coded j Location | Three Data Centers (6 plus 3) j Copies | 1 :I +
Retention Diagram @ 3 Refresh
Trigger Day 0
=Rt ) ——
(6 plus 3) »
Duration Forewver

=1 B ]

S3Y i E FFIRIILMARR2 | RRFSHRAY

AEHILMRR —FR S ERF LREFMEERRNYHESR - —F7% - EGR—OEIKAFBEEERHT
Rt o HALIEFRAIEEA Cloud Storage Pool ~ R AFIEERER « h A B ERERASIHHENREFE
PRI o

RAER #HHE

RATE AEER | ERAERHEFERA

HARA RigE

HFERE RISE ~ BEBERNARMASIMHHEE (EMEREREINEE) N#F
AR RiEE
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Create ILM Rule step 1 of 3: Define Basics

Mame Mon-Compliant Rule: Use Cloud Storage Pool
Description DC1 and 2 for 1 year then move to CSP
Tenant Accounts {optional) @ Select tenant accounts or enter tenant IDs

Bucket Name matches all

/ Advanced filtering. (0 defined)

= (]

RAES HHE

2ERRE FAEN R

FIBAE * EHOX ~ FMEERENREEENFOBIEEFMRNER P02
£365%

*1FR  BR—MERENKEREEERFEFERLH

S3YHFEHERILMIRRI3SE S  TRERARA

LS AILMARR SR EREREIMEEH P ONREEE R o IWAFRBZILMRAIPHTERRR] - EAS
EERESS « NMERIEERNSZRMAE « LA SASYIMHRENREEEX | FEHRELE0R—EREM
BEss ~ /R TRk FR2ERE -

MAES #HIE
RAE R EER | MOBEEAMEERAC
HARA KEE
HEFeRTE KERE
HEPEEDE REE

21



Create ILM Rule step 1 of 3: Define Basics

Name Compliant Rule: Twe Copies Two Data Centers
Cescription 2 copies on SNs from day 1 to forever, reference time is ingest
Tenant Accounts (optional} Selecttenant accounts or enter tenant IDs
Bucket Name matches all |E| Value

/ Advanced filtering. . (0 defined)

RAER #BHIE
2EHE VST

HIEME WHOKREIZE2X « AFREMEERRES | —EEERHO1BHFER
t~ B—EFEERF ORI EEFER L o

Compliant Rule: Two Copies Two Data Centers

Reference Time Ingest Time j

Placements @ It Sort by start day
Fromday @ 0 = store  forever LI Add
Type | replicated j Location “ Data Center 1 || Drata Center 2 Add Pool Copies | 2 :I + | x

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Retention Diagram & 5 Refresh
Trigger Day 0
L 0 I >
Data Center 2 ﬂ
Duration Forewver

SR E ARV SILMIRA
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2. RYEERNRR « SERMFHM LZT —FHMEERYHES - ARR—EVHFERKABRERRH#F
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3. ERFEHR LEUNEERYHERNTERES R (RFEOXRFIXE) o
Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate to make this policy the active ILM policy for the grid.

Mame Compliant ILM policy for S3 Object Lock example
Reason for change Example policy

Rules

1. Select the rules you want io add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule {and any non-comphiant rule without a filter) will
be automatically placed at the end of the policy and cannot be moved.

i + Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC (§ ' Bank of ABC (90767802913525281639) x
Non-Compliant Rule: Use Cloud Storage Pool B Ignare x

o Default Compliant Rule: Two Copies Two Data Centers 5 e Ignare i
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