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Client application saves
object to StorageGRID.

Synchronous placement Dual commit — The method that is
ILM applied later used depends on

@ @ wor how ILM is
WA configured.

= ILM scan Background verification
E — 5‘ Is the object @ Is the object’s
7] placed correctly? data correct?
o
% No
= A 4
= ILM action
8 Make new copy. MOVE: copy.

Delete copy. Repair copy.

Deletion is triggered by ILM or S3 bucket
lifecycle. (Objects in buckets with 53 Object
Lock enabled must have met retention date

and cannot be under legal hold.)

Client application deletes object.
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removal
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No, or Objects are marked as deleted and copies

> are queued for removal.
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All object copies removed.
Space is reclaimed.
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Client application saves
object to StorageGRID

Dual commit Balanced Strict

Interim object copies Can day 0 copies be

Can day 0 copies be

stored. made immediately? made immediately?
“Ingest
successful”
Object queued for ILM Copies created to satisfy
evaluation. ILM.

ILM evaluation l

“Ingest
successful”
Copies created to satisfy
ILM. i

Any interim copies that are

not needed are deleted.
[C1 storageGRID responds to the client.

StorageGRID completes the
actions that were prompted by
the client save operation.
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules, Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate to make this policy the active ILM policy for the grid.

Name Example LM policy

Reason for change Mew policy

Rules

1. Select the rules you want to add to the policy
2 Determine the order in which the rufes will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

I+ Select Rules '

Default | Rule Name Tenant Account Actions
- Rule 1: 3 replicated copies for Tenant A (& Tenant A (568895986524346589742) x
& Rule 2: Erasure coding for objects greater than 1 MB &8 — x
v Rule 3: 2 copies 2 data centers (default) (8 — x
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Create ILM Rule step 1 of 3: Define Basics

Name
Description
Tenant Accounts (optional}

Bucket Name matches all v | Value

/& Advanced filtering... (0 defined)

L]
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Placements & 1 Sort by start day

Fromday | 0 store | for v 385 days
Type | replicated A Location “DC1 || DC2 | Add Fool Copies | 2 |+ | x |

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Type = erasure coded v Location | All 3 sites (6 plus 3) v Copies | 1 1 J + x|
From day 365 store | forever v m
Type | replicated v Location | Archive | Add Fool Copies | 2 Temporary focation | — Optional — v 2 ) |i X
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Two coples at two sites for Tenant A

Description: Applies only to Tenant &

Ingest Behavior: Balanced

Tenant Accounts: Tenant A (34176783492629515782)
Reference Time: Ingest Time

Filtering Criteria:

Matches all objects.

Retention Diagram:

Trigger Day D
St ] I >
Site 2 M
Duration Forever
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Storage Grades

Updated: 2017-05-28 11:22:39 MOT

Storage Grade Definitions e
Storage Grade e Actions

0 Default

1 [aisk 20

Storage Grades e
Data Center 1/DC1-S1/LDR Default P 4

Data Center 1/DC1-52/LDR Default V' 4

Data Center 1/DC1-53/LDR Drefault 4

Data Center 2DC2-51/LDR Default Vg

Data Center 2/DC2-S2/LDR Default i 4

Data Center 2/DC2-53/LDR Drefault V4

Data Center 3/DC3-31/LDR Default 4

Data Center 3/DC3-52/LDR Default V4

Data Center 3/DC3-53/LDR Default P 4

a BEEERENRESR  FENGE P WRRBERIRE -
ORE: =7t
b. EEERSE
B S ARIE FTETRAA B F BB o
3. I S RS AR AT B ©
a. HRESEHFHENLMRIEE | HERRE 2 LiH SRS,
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Storage Grades "4

LDR Storage Grade Actions
Diata Center 1/DCA-S1/LDR IDefauIt ;I f
Data Center 1/DC1-S2/LDR h P 4
Data Center 1/DC1-53/LDR Default V4
Data Center 2/DC2-S1/LDR Default _?
Data Center 2/DC2-52/LDR. Default V4
Data Center 2/DC2-S3/LDR Default _?
Data Center 3/DC3-51/LDR Default V4
Data Center 3/DC3-S2/LDR Default _?
Data Center 3/DC3-S3/LDOR Default V4

Apply Changes .
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— Make 2 Copies (2 sites, 1 pool)

Ry

Site 1 Site 2

- .

}4

|

Storage Node 3

Storage Node 4
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— Make 2 Copies (2 sites, 2 pools)

Site 1, Pool 1 Site 2, Pool 2
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Storage Pools

Storage Pools

A storage pool is & logical group of Storage Modes or Archive Nodes and is used in ILM rules to determine where object data is sfored

| 4 Create || # Edit || X Remove | | @ View Details

Name © 11 Used Space @ 11 Free Space © 11 Total Capacity @ 11 ILM Usage @
* All Storage Nodes 110 MB 10250 TB 102830 TB Used in 1 ILM rule

Displaying 1 storage pool.

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules te store objects outside of the StorageGRID system. A Cloud Storage Fool defines how to access the external bucket or container where objects will
be stored

[+ Create|| # Edt || % Remove || Clear £rror |

No Cloud Storage Pools found.
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Create Storage Pool

= For replication and single-site erasure coding, create a storage pool for 2ach site.
« For erasure coding at three or more sites, click + to add each site to a single storage pool.
» Do not add mere than one storage grade for a single site.

Name
Site — Choose One — v Storage Grade All Storage Modes L +
Viewing Storage Pool -
Site Name Archive Nodes Storage Nodes

=
- BAREERORME—RE o
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Create Storage Pool
= For replication and single-site erasure coding, create a storage pool for each site.

= For erasure coding at three or more sites, select + to add each site to a single storage pool.
= Do not select more than one storage grade for a single site.

Mame All 3 Sites for Erasure Coding

Site Data Center 1 v Storage Grade All Storage Modes v EI
Site Dafa Center 2 v Siorage Grade All Storage Modes v EI
Site Data Center 3 v Storage Grade All Storage Nodes v EI
Viewing Storage Pool - All 3 Sites for Erasure Coding
Site Name Archive Nodes Storage Nodes
Data Center 1 0 3
Data Center 2 0 3
0 3

Data Center 3

You are creating a multi-site storage pool, which should not be used for replication or single-site erasure coding.
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Storage Pools

Storage Pools

A storage pool is 8 logical group of Storage Modes or Archive Nodes and is used in ILM rules to determine where object data is stored.

+ Crea!e| # Edit|| ® Remove i@ View Details |

Name & 11 Used Space @ 11 Free Space @ 1T Total Capacity @ 1T ILM Usage ©
o Al Storage Modes 1.88 MB 280TB 28078 Used in 1 ILM rule
DC1 62177 KB 932.42 GB 932.42 GB Used in 2 ILM rules
DCcz2 675.82 KB 932 .42 GB 932 .42 GB Used in 2 ILM rules
DC3 57895 KB 53242 GB 93242 GB Used in 1 ILM rule
All 3 Sites 1.688 MB 2807TB 280 TB Used in 1 ILM rule and 1 EC profile
Archive — — — —

Displaying & storage pools.

Cloud Storage Pools

You can add Cloud Storage Fools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Fool defines how to access the external bucket or container
where objects will be stored.

m

mor

| 4 Create | # Edit|| % Remove || Clear

MNo Cloud Storage Fools found.
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Storage Pool Details - DC1

Nodes Included ILM Usage

Mumber of Nodes: 3
Site - Storage Grade: DC1- All Storage Nodes

Node Name Site Name Used (o) @ 11
DC1-53 DC1 0.000%
DC1-52 DC1 0.000%
DC1-51 DCl 0.000%
Close
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Storage Pool Details - DC1
Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM policy) use this storage pool

« 3 copies for Account(i1
= 2 copies for smaller objects

1 ILM rule that is not in the active ILM policy uses this storage pool.

If you want to remove this storage pool, you must delete or edit avery rule where it is used. Go to the ILM Rules page (3.

EC Profiles Using the Storage Pool

No Erasure Coding profiles use this storage pool.

() REEEERELMRRITRER - BEEGEBE o

FutEBHIP ~ TFrA3MELS) RESRMAR MG REE - MEFRRILMERRIS « B—EILMIR
g TSRS RENE o

Storage Pool Details - All 3 Sites
Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM palicy) use this storage pool.
« EC larger objects

If you want to remove this storage pool, you must delete or edit every rule where itis used. Go to the ILM Rules page (3

EC Profiles Using the Storage Pool

The following Erasure Coding profiles use this storage pool

Profile Mame Profile Status €
6 plus 3 Used in 1 ILM Rule

@ MRHFFERMAR TRIRRNE RERE « BB EBRZHEEE R o
5. 5(E ~ AIfE* ILM Rules (ILMFRR)) EE* - BEKREERFERRHFERMAEMARA] o
E2R (ILMARBIGERARIA) o
6. IRTREFERMFAERE « AEICRIR o
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CD EEFHMEREBF « [Glacier] E¥sGlacierfEFE 4K HMGlacier Deep Archive#F7E 4k « BEE—18
515k : Glacier Deep ArchiveffZZERAZIEIPFRIZRE o EZIEAEIZEEREE ©

() Google Cloud Platform (GCP) EIseiBit REMGHRAMEMILE « IABITRRE(EE o

Client application

Client stores f Client retrieves object
@ objectin i @ copy with 53 GET
StorageGRID. : Object request.
1
StorageGRID

StorageGRID ILM
moves object to
Cloud Storage

A
I
|
1
1

Pool.
Cloud 5torage Pool
(external S3 bucket) :
I
I
S3 bucket I Client restores a
lifecycle moves : retrievable copy with 53
object to Glacier I POST Object restore
storage. I request.
I
Storage Class: |
—> Glacier or - =

Glacier Deep Archive
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Client application

Client stores f‘ Client retrieves object
@ object in | @ copy with $3 GET
StorageGRID. : Object request.
1

StorageGRID

A

StorageGRID ILM
moves object to
Cloud Storage
Pool.

o

Azure Blob Storage
(external container)

Client restores a

retrievable copy with S3
POST Object restore

request.

StorageGRID
sends request to
Set-Blob-Tier:
Archive.

— - Archive Tier
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Storage Pools

Storage Pools

A slorage pool is a logical group of Storage Nedes or Archive Nodes and is used in ILM rules fo determine where object data is stored.

+ Create || # Edi || X Remove | | @ View Details

Name @ 11 Used Space @ 11 Free Space @ 11 Total Capacity & IT ILM Usage &
®  All Storage Nodes 1.10 MB 102.90 TB 102.90 TB Usedin 1 ILM rule

Displaying 1 storage pool.

[ Cloud Storage Pools

ou can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container where objects will
be stored.

-+ Crea!e!:_/'"Ed‘t:. x Remove:. C.Iéar E“:;r

| No Cloud Storage Pools found.

EFEmHR TCloud Storage Pools (Zinf#fFA) 1 &EEA ~ #EEY* [Create* (BiI*) 1 o

BEENEATRCreate Cloud Storage Pool (RIIEisfA1F:ith) ¥sEHR o
Create Cloud Storage Pool
Display Name @
Provider Type @ v

Bucket or Container @

WA TIIEN :

1L 55

et EERPARRREFE RN ERRENGTE - REILMRAE « FERS
Z A8 o



ki siLPH
HEEmEE TR EANREBREERRERLEERHEFERT

* * Amazon S3 * : #1¥S3 + C2S S38Google Cloud Platform
(GCP) ImRhBERULEEIS o

» * Azure Blob Storage *

“MizE : ECEEHERELE BEmESEHIE TRFRR © T8
81 N MapResEsss) FEEL -

frBEsContainer #»EinfEEF RIS E N Azure B A3 TE o ICTELLIEERIH
B ARFEFENSFREITEEN - TRIBILERFEFIRE RN
FEERHEFERNE  CEEEEIE-

4. IREFOERMERLER « SSRETN TRFSmE « 588 M MEARasERE) BEL o
° 83 . IEE Bk EIRMAEREE s F &R
° C2S S3 : {5 EinfdF B IRtV EEsF &k
° Azure : 15 Binf#F B RN ERE S HAER

S3  IEERinHFE NSRS AR

104 SRR RIKHTF OB « MRRIE AT AR B BRER o (AT
I5E (B2 SAFREBIDNBEEREHE o

CEENER
* & E# ACloud Storage PoolFVEARE ~ Wi&* Amazon S3 *15E A HAEREET o
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Create Cloud Storage Pool

Display Name © | S3Cloud Storage Pool
Provider Type @ = Amazons3 v
Bucket or Container @ = my-s3-bucket
Service Endpoint
Protocol @ HTTP ® HTTPS
Hostname 9
Port (optional) ©
URLStyle @ | Auto-Detect v
Authentication
Authentication Type (7 v
Server Verification
Certificate Validation 9 Use operating system CA certificate
Cancel

* MREERAEFNEIREES « CHAEINESHFENFINERIDN W EFINEE

1. B R IRE 'S ~ "Rt THIER ¢
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a. ERERERIRFEFE NN EERNERIGE

AR ERIHESHTTPS ©

b. #i A Cloud Storage PoolM{F1AR2S I 1444 FEER Pzt o

fugn

{3-aws-region.amazonaws.com)

() somtBaraamEaeE - SITME" BucketsContainer-H{ieR il ABucket 27 -

a. & FEERRE

iR B AERTRRERIR &

Rinf#F BN RERRERE

FEIBA43AMRHTTPS  EIZIB80HMHTTP o

b. N inH#FHHFFEMFENURLER :
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AT E AN

ERIERRTU

BEEA
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FEAEFRTEERRNURLEINHEZR - ERTERURLEBHEESR
TBAN A 4T 2 FBE—305 ~ B30 @ Thitps://bucket-

name.s3.company.com/key-name’| °

FAREERIIURLEFRFEFRE - BEERAURLNGEE S HERSR
78 -~ 590 : Thttps://s3.company.com/bucket-name/key-name’| ©

s | ERIERTIURLEEEX ©

RIBFFIRENEN « EXEHEAEFERNURLER © a0 ~ 1R
fCISE P ~ StorageGRID BIFRRINAER B FEHREHRIIURL ©
EETRANEEFEAWMREEARTUR « 7SS -

2. 7t TERsE) &ER™ « 3EHYCloud Storage PoolifZEFrERIERE4ERY o

IR

22

CAP (C2STEEXA O48uL)

3. WNRECEEIVFENESR

=)

B3

f?: FEXCloud Storage Pool{#7ZEMRF « B EFINEIRIDMMEFEE

&8 A\ EBFE7ZENCloud Storage Pool BRI - NEEFINEEIDMMER
FHEE ©
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IR 55 AA

FEESRID BEAIMNBENLZIRPBIFEEIRID
WEFINER TERABVRL R F AN 88 o

4. 71 MARR=SBEEE) BT « AR TLSERERiR#F N /RENGE !

I8 =R EH

EREERFCAREE ERIEE ARG ZEATERGrid CA/RERREFHEFLE

EHABEF]CAREE EFABsTCARES o ZEEEE New* (FIE) 1 ~ A% L
{EPEM/encoded CA&:E

AN ER S RS AR TLSEARAY/REE M RERET ©

S. EEMRIE o
BRI E#EE Rt StorageGRID ~ THTHAES S FE 2 #1117 :

- BEREENRBBEEEEE « R RS LIRS EIE

* RIZEEREARER - UEHEFEHNAZIREEEIRM - B708FF%% x-ntap-sgws-Cloud Pool -
uuid) HIREZE ©

#NECloud Storage PoolBRiBA B « T EULBISEINE  RAAEBAMAIERE o HILN - MR 4R THE
/EEIJ{E%T?ET?_?_ N+ E‘ggﬁitfﬂé;

@ Error

422: Unprocessable Entity
Validation failed. Please check the values you entered for errors.

Cloud Pool test failed. Could not create or update Cloud Pool. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

s 2 HRVERAA SRR R infH T E RN « BRIERHE - ARBREARFERFHFFERMN

C2S S3 : {EERIRHFE N EREFAER

**zﬁﬁ%gﬁmﬁﬂ&%ﬁ (C2S) S3RFHEBEEmAFEIRMER « (U ERC2STFERA O
uE (CAP) REAERELER! « StorageGRID MU {EESR2AIUERE AT ~ LUEER
HIC2SHR A PIFEXS3IERIF o
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CERBNES
* 8B %iAAmazon S3 Cloud Storage PoolfIEZAE « E1IEARFSIRES ©

* {513 StorageGRID FTEMYURL ~ i fEAILURLIECAPRIARSSEVS & A0 « BRIk IEHC2SR A RIFR
B EMERAPIZH -

* CHEAREENBATRERERA (CA) ZENRARSBCARE © /RG] AREECAPHERSN G
73 o StorageGRIDfEIARZFCAREE WA BIFFIPEEARES ©

s MEEHBEENBATERIEEEN (CA) ZEMNBRIRER o IWEF AR B SN S DA ZCAPER
25 o StorageGRID A P im &5 A BEFRPEEARNE ~ T B BEESEFEIEAIC2SIR B BIHER o

s IEE—ERR B P iR/&ENPEM/encodedfAZ &85 ©
s MRAPHEENIAZRIEENE « B ARSI o

1. 12 TEEsE) @ERAP ~ 1 TERsESRE) THIZUBEHER M CAP (C2STEEADOMEIL) 1 o

IERF & BERCAP CGSEREMRAIL
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Create Cloud Storage Pool

Display Mame

Provider Type

Bucket or Container

Service Endpoint

Protocol

Hostname

Port (optional)

URL Style

Authentication

Authentication Type

Temporary Credentials | (. o o 1 eame

URL

Server CA Certificate

Client Certificate

Client Private Key

€ | C25Cloud Storage Pool

9 Amazon 53 ¥

©

my-c2s-bucket

(2] HTTP ® HTTPS

© | s3-aws-region.amazonaws.com

(2] Auto-Detect v
(2] CAP (C2S Access Portal) v

Q
0 [

Client Private Key

Passphrase (optional)

Server Verification

Certificate Validation

o

0 Use operating system CA certificate =

Cancel




2. RETHER :

a. ¥ EAISEURL” « 5581 AStorageGRID 5TERIURL ~ LUEZEE(EURLAESINECAP ARSI BT & A
52~ BEIEIKAGICC2SIRPRIFTE L EFERAPIZE -

b. E#*AARIBBCARE"  FHEIEN Mg~ - 78 L{EStorageGRID AJ {5558 CAP{RARZSHIPEP-4R
BECARRE ©

C. EA*FRAP RS « AEEACEEE [#718* StorageGRID | ~ A% L {EPEP-RIERRE ~ LUHEERR
ZECAP{alfikrzs ©

d. ERARRMLEER" « HEIEN Mg - 2% LERPREENPEP-RISTAZ R o
MRMZEZREME « AU AEREREEI o (RIRPKCS #8MEMET < )

e. MRAFHMESBEME « AWATIHERBEZ AP HLEEREE o [A - 5Hig AP IRTAZ SR TR
UfREZER °
3. 71 TAlAR33ER:E) BERT ~ IR THIEA ¢
a. BAVRERE BRI ERBITCAKE o
b. BEEYEEEY "New* (i) 1 ~ #A%%_EfEPEM/encoded CAR:E ©
4. FERIF o

E#EFEIRHFEIRNEStorageGRID ~ TAINAER SHEZ T

* BRHFENRBIREESFT - UWRESAIUERTIEENNERKIES

* RIRSCEERARER « UREEFEERAZRFEERM o 57018854 % x-ntap-sgws-Cloud Pool -
uuid) RYHEEE o

gN:RCloud Storage Pool&zza kM « MEUEIFHRAE « REABEERMANRE o FIg0 « R BEERFHERHITIE
EREEFEARNFE  AIAEEREHR o

@ Error

422: Unprocessable Entity
Validation failed. Please check the values you entered for errors.

Cloud Poaol test failed. Could not create or update Cloud Poaol. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

A2 RN R EREEFE RN - BRILRERE « ARBREAREZRHFFERM
Azure : I5E Rinf#EFERNNEREF AR

=G E I Azure Blobf#7E:2 &I Cloud Storage Poolf - #4787 StorageGRID 4h
ZfContainertEE IR P 2 IBMIR A 18 « LUERRBEEDH
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CRENEM

* {EB# A Cloud Storage PoolFJEASE: « WiHE* Azure Blob Storage*i5E & HERLER o *HEZ
R TR o

B
&

/|
~

Create Cloud Storage Pool

Display Mame @ Azure Cloud Storage Pool
Provider Type @& Azure Blob Storage v

Bucket or Container & my-azure-coniginer

Service Endpoint

Ut 8 nittpsimyaccount blob core windows: net

Authentication

Authentication Type @ Shared Key
Account Name @

Account Key ©

Server Verification

Cerificate Validation @& Use operating system CA cerlificate v

* B AR R {#7F B Rt FTFABlobfF A 2R —EIRARITT (URI) o
* BERERFFIRPHNRBNVEER o SO UERAzure A\ BILRSHBLEEE -

1. £ TRFiRRS BRY - ARRFIARER#FER ZBlob#EFRSINA—ERHNT (UR) -

LA HAP—FERIUIEEURI

o https://host:port+
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https://host:port+`

o http://host:port+

MREARISEEIZE « TER G HRIEIRIB443AMHTTPS URI ~ TEZIES0ARHTTP URI © +* Azure Blobfs#
ZContainerfV&EIURI :  Thttps://myaccount.blob.core.windows.net’ |

2. e EEE B AR ~ IR TIUE ¢

a. HtEIRARE" ~ BAGR SNBIRF A 238IBlobfETFIR P iE o
b. #H¥IRFEIR* « BABlobEFIRANMEER o

() #itnzuretsss « U BFALEZSMEE o

3. EMAARESERE B « AR TLSERE iR 2 /REN I -

BRI AR
EREERMKCARE FRRREEEZ S LG CARERIFEFLE LS o
EABICAEE EABTCARES o EAEEY TNew* (HiZ) | -~ SRB _L{EPEP-4RIE

SEE 2
BB o
/CABSZ

Bl G st RN TLSERAY/&REE H R BRsE o

4. iEHRTE o

ERREERFEFERMEStorageGRID ~ TAITHEER EFEZ 81T -

* BREARBNURIZEFT « UREERTU RIS ERIERELR o

* RIRSCERERARS « LWRERR AR REEE R - 55708884 x-ntap-sgws-Cloud Pool - uuidl B9
=E

g0 Cloud Storage PoolBgsE K « EEIREIFHRAR « SRAARERBNER - FIE0 « MR B ERFHFHERNEIS
ERBB[IEE ~ AJRETHREHER

A2 RINREA AR EIRFEEFE R - FRIEEE - ARBREAREFERFEEERM
AR R infEF E IR

{SETMUERECIoud Storage PoolRESBEATE - ARFSIBATELMMAER!  BRMES
ECloud Storage PoolHS3{H#F&E T Azure 23 ©
CEENER
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© AR ERIFEEER o
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IR IR TRE7F 5t E@E o Cloud Storage Pools®R& &% HIRAMICloud Storage Pools ©

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or
container where objects will be stored.

Pool Name URI Pool Type Container Used in ILM Rule Last Error
® azure-endpoint https:/istoragegrid.blob core windows net azure azure-3 4
s3-endpoint https:/fs3.amazonaws.com s3 53-1 v

Displaying 2 pools.

2. EREEIRE Rinf#F &R EEIERE -
3. BEEREE" o
4. RRBETETLE  RIBIHR © BREDEIRERSES X

() rmEreEIsErERnOEEREL  SHEEFERACES -
RASEAT 8T FIRSSSUR S MBS < ATLUREL iR B AT ABRI B AT R R0 -
5. JRBR15" o

B AFEER#EEFEERNEStorageGRID ~ B3E B RN A s MRS int e B FE » UREBHUEREIE
EBFREE R ZKTFRN ©

R Cloud Storage PoolBzE KR ~ BIGRERIERE o U0 ~ MR RGHER  AIsc TR GHER o

A2 RRVERAA R R iR T E RN - BIRIEEE - ARBREARFERRFFERN

BIFE iR HETE RN
TR ABBRILMIRR AR ER B SYHERBN RiR# A o
EEENER

* {THSERE AGrid Manager 2 iEFI4EE2|EE28 o
s REAHSENEERHER o

© CERPSHEEERA TR T EETNE - NRCERBROAMENERIEN RO RES o 5
S0 BRI o

@ E 183211 Cloud Storage PoolfFStorageGRID ~ #ZCIERE A BIZER DS « LUSHE AT
AEIREFM o SBMHEEHA Tx-ntap-sgws-Cloud Pool - uuidl BIFEEE ©

* EEEBIFAISEEAEEAVERILMARL]
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Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or
container where objects will be stored.

Pool Name URI Pool Type Container Used in ILM Rule Last Error
® azure-endpoint https://storagegrid.blob core windows net azure azure-3 +
s3-endpoint https:/fs3.amazonaws.com s3 53-1 v

Displaying 2 pools.

3. BEEBR o

PEENERTFESRE S o

A Warning

Remove Cloud Storage Pool

Are you sure you want to remove this Cloud Storage Poal: My Cloud Storage Pool?

e [ o

4 PR -

b,

i EREIE R o

DR R IR E IR
NRGERE ~ REIMSFZEmFETFORFERHER  SFERELRAI R D BRI GE AR

A o

1\

BEETHEHESR

BoERNIT—RFZHICloud Storage PoolfZ 2k RISE « UEREIRFHFANENEE « MEEELE

H o StorageGRIDUIRE 2R FIGEEANZIME - (EEERN EEN IEnEEERY /80N TBE—E
f8aR) WEER—AHE o

TRETHHESEZRFEFE RN ZMRAHES « TiEHEREEHNREEBAZAXA -
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Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container where objects will be stored.

Pea URI Pest Container Used in ILM Rule  Last Error
Name Type

Endpoint failure: DC2-51-106-147: Could not create or update Cloud Storage Pool. Error from endpoint: RequestError: send
s 53 10.96 106.142-13082 =3 53 v request failed caused by: Get https://10.96.106.142:18082/s3-targetbucket/x-ntap-sgws-cloud-pool-uuid: net/http: request
canceled while waiting for connection (Client. Timeout exceeded while awaiting headers)
8 minutes ago.
http:/ipboerkoe@10.
Azure | 96.100.254:10000/d | azure  azure "4
evstoreaccount1

Displaying 2 pocls

LtE4h ~ MR B2 AT EA RS2 EAEE — NS A EinfHEFhER « BIZ#EE* Cloud Storage Pool
BARTR R LR o MRCWEILE TR EFEHER ~ BRI HEEERANER (EE* ILM > Storage Pools*)
1R TLastidsR) (LEXEERR) WPREERAE ~ MW Ty HHRLER o

BEHRESEHR
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Erasure Coding Profiles @
An Erasure Coding profile determines how many data and parity fragments are created and where those fragments are stored

To create an Erasure Coding profile; select a storage pool and an erasure coding scheme. The storage pool must include Storage Nodes from exactly one site or from three or more sites. If you want to
provide site redundancy, the storage pool must include nodes from at least three sites.

To deactivate an Erasure Coding profile that vou no longer plan to use, first remove it from all ILM rules. Then, if the profile is still associated with object data, wait for those objecis to be moved to new
locations based on the new rules in the active ILM policy. Depending on the number of objects and the size of your StorageGRID system, it might take weeks or even months for the objects to be moved.

See Managing objects with information lifecycle management for important details.

+ Creale| # Rename | | @ Deaclivate

Profile  Status  Storage Pool Storage Nodes Sites  Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy

No Erasure Coding profiles found.

2. EE2* Create (1iI) ©
MEZIECRER ] HEEFRMERAITER -
Create EC Profile
You cannot change the selected scheme and storage pool after saving the profile.
Profile Name & MNew Profile

Storage Pool @ :v

3. A THPR4ENS) RERNME—BTE o

HRRISREE LR AR - IRCEARAREENLE  MEZREEEER - heEERIE
8,

() RIS RERLERMEILMAR B TR N RS o

From day 365 store | forever v

Erasure Coding profile name

Type erasure coded v Location All 3 sites (B plus. 3} v Copies 1 L . X

Storage pool hame

4 EEEAL TRIMGERS REMFTRLNRESRY

MRENERENEES—ENE - TREZERERNEFEERN « FrE#ERSER
BEfERbEe [FrAE ) BFEEER - RMMES "EE ~ ITARIRILLE TR

W5 RERERENR

NRFEEFERORESWMELS - EEAERZRHETFERNRETHRRE - HRAWE
L ENREFERN  RE T RANHERREESE -

®
®
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EIENFHEFEFERANE - o] BNESRBEREE RESRBHFAPN@EFEHRNLS BB mET
Create EC Profile
You cannot change the selected scheme and storage pool after saving the profile.

Profile Name @& 6 plus 3

Storage Pool @ | All 3 Sites v |

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code & Storage Overhead (%) & Storage Node Redundancy Site Redundancy &
s 6+3 50% 3 Yes
2+1 50% 1 Yeas
4+2 50% 2 Yasz

SEFIARIHRREE S A G L THE

° SHEAZTURE | THIRTURVIHERARIS S 50 | Bl R BR+REITRER R ©

c fEEEMA (%) | REAUTRERRESIYMGERKDIRNIRIMEFEE - EEF=-RUTRER KR
BB R R RS -

© REFEIREE | BENRNHEE  EREFEWEERNEENNER A EGEK °
° M EHE | ERNERESE S AR S ERF BRI ER -
AEXRIAHE - MENRFERIARESSELE - SEMSEHE ESRRHTEHR « UAFHEMA

IHEER o HIHN ~ AEEAC+IHBRIEL FRIIRULSHE - FRENREE NSRRI E LD =L
&« BsEiLa=E0A = (EHEFEE

EFIER TEERAR -

© ENNREE RN NRHIESHE - EERNFFERIEST—ENEE - BHELIETIAE -
TR TEILMARB R EEALL TRIBRARES) SREE ~ AR ERRGHATE

Scheme

Erasure Code & Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy &
L 241 50% 1 Mo

The =elected storage pool and erasure coding scheme cannot protect object data from loss if a site is lost

To provide site redundancy, the storage pool must have at least three sites.

© BEIRNREE RO S EMHREE S ZNEX  fll - EENNRFEFERNISSMELSEH
FRHEHIRE TS - MREEEAHRFEBRFEDGER AR BEN—ERFERN - HHRE
—EaNFEFERN - ERA=ZEREZIES -



Scheme

Erasure Code 2] - Storage Overhead %) @ - Storage Node .Redundaﬂq (7] . Site Redundancy &

No erasure coding schemes are supported for the selected storage pool because ft contains two sites. You must select a storage pool that
contains exactly one site or a slorage pool that contains at least three sites.

c AR EE—EiLE - MEKENT EXNHEEE RN - FIEH#ENMIEREITERLSE B8
e NEFEEERM
Create EC Profile
“ou cannot change the selected scheme and storage peol after saving the profile.

Profile Mame EC profile

Storage Pool All Storage Nodes A

3 Storage Modes across 1 site(s)

Scheme

Erasure Code - Storage Overhead (%) Storage Node Redundancy . Site Redundancy

No erasure coding schemes are available for the sefecied storage pool. The storage pool includes the All Sites site, so it cannot be used in an
Erasure Coding profile for a one-site grid.

o FUEEVHIHERIS A RNFEERMZTHS—E TRFRES REEEE -
Create EC Profile

You cannot change the selected scheme and storage pool after saving the profile.

Profile MName & 2 plus 1 for three sites|

Storage Pool € All 3 Sites v

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code {2 . Storage Overh.ead. {“.} (7] Storage Node .Redundancy 9 . Site Redundancy &
@ 6+3 50% 3 Yes
Il 2+1 50% 1 Yes
@ 442 50% 2 Yes

The selected storage pool and erasure coding scheme overiap an existing Erasure Coding profile. Use caution if you apply this new profile fo
objects already protected by the other profile. When a new profile is applied to existing erasure-coded objects, entirely new erasure-coded
fragments are created, which might cause resource issues.

=1
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! + Create | # Rename || ©
Profile- Status St'.orage Pool Storage Nodes Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
DC1 2-1 DC1 3 1 241 50 1 No
DCE22-1 DE2 3 1 2+1 50 1 Na
DC3 2-1 DC3 3 1 2+ 50 T No
®* All'sites 8-3 Deactivated All 3 Sites i 3 B+3 50 3 Yes
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Rename EC Profile

Profife Name EC DC3

Cooes [ o

4. @A TRIRRES) REERME—RTE o
MRS REERBEHIINEILMBRKEETRNR#EFERDSTE

From day 365 store | forever v

Erasure Coding profile name

Type | &rasure coded v Location | Al 3 sites {6 plus 3} v Copies | 1 +_ »

Storage pool name

() HBEmRERLmLERE— - AROEARAREROLE | DERSEHDER
0 BRASER -

S. EEMRTE o
=R ERARIE R ETE
MREATTEBERAMRRERERE - MEBaIREEMAILMARRRERZRENRE ~ ]
LU= AMRARISE TEAE ©
TEENER
* TS (ERE AGrid Manager 2 iER4HE2|EE 28 o

* CHEARERNFEVER o

* CERREARPTEAHSGRBEHEERIFRNEUHZRERER - MRCEE—(FEETHRESEA
PRARES) RENE ~ AEEEERAR ©

RAREIETLIE
EER TRERRRE REER - ZERNSERT MERGEEREE BEEL - BERESYER" -
!+ Creaiei # Rename || @ Deactivate
Profile | Status | Storage Pool Storage Nodes Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
) | DC12-1 ' DE 3 1 241 50 1 No
DC2 2-1 DEg2 3 1 241 50 1 Na
DC3 2-1 | [DC3 3 1 2+1 50 1 Mo
®  Allsites 6-3 Deactivated All 3 Sites 9 3 6+3 50 3 Yes

TEZBERAEER TRHFRRE] REE - BIILMRRNKERETR « FEERERANRERE o CEEEMR
RAENZ B ERE °
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EAE B RIBRILMARR o
EEEABREMEMLMIRL « EREENPEHERFMBEATEREDERINEE ©

Ks
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1. #&##F* ILM > Erasure Coding * ©

MRS EME) BEEMBEAIHIR o TEMa) M [FR) HBESEER -
2. 1gR TIRRE) 18~ EREEEAN TGRS REERBIMERILMRL -

MREEMILMRRI PR TRIERRE) RENE « BIEEERZRERE  FHEFF « ELF—EILMBRRE
FB* 2_1 ECERENE ©
Profile Status Storage Pool Storage Nodes Sites Erasure Code Storage Overhead (%)  Storage Node Redundancy  Site Redund
' 2 1EC Profile Used In ILM Rule Dc1 3 1 241 50 1 No
O Site 1 EC Profile Deactivated DCA1 3 1 2+1 50 1 No

3. MMRFIMRRPEARERE « FEETISHR
a. ¥EE* ILM > Rules * ©
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ILM Rules

Information lifecycle management {ILM) rules determine how and where object data is stored over ime. Every object ingested into StorageGRID is evaluated against the ILM rules that make up the aclive
ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule that is used by an active or proposed ILM policy

Name Used In Active Policy Used In Proposed Policy

' | 2 copy replication for smaller objects +
'®  Three site EC for larger objects <
) | Make 2 Coples

Three site EC for larger objects

Description: 6-3 erasure coding at 3 sites for objects larger than 200 KB

Ingest Behavior: Balancad

Reference Time: Ingest Time

Filtering Criteria:
Matches all of the following metadata:

System Metadata Obiject Size (MB) greater than 0.2

Retention Diagram:

Trigger Day ©

whEs T ——

Duration Foraver
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ii. MEEHITULRRRS ©
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Deactivate EC Profile

Are you sure you want to deactivate the profile "All sites 6-3'7

StorageGRID will confirm that the profile is safe to remove (not used in any ILM rules and no
longer associated with any object data). After this profile is deactivated, you can no longer use it.

5. MIRMEEEFLER « S Deactivate (1) * o
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Regions (optional and 53 only)

Define any regions you want to use for the Location Constraint advanced filter in ILM rules. Then, use these exact names when
creating 33 buckets. (Region names are case sensitive.)

Region 1 us-east-1 (required)

Region 2 us-west-1 + X

2. AEmgE -
a.

FEREART 4 RE—IENAMA -
b. MARISIFFEFREFRNEIHLTE -

EREIHEHNSIHFER - K AERIEYNES LB ERUERGIERTE -
3. BEBMRREANER « FEIMIFRET x
MRECEABRENARERATRRISEZRANESE « BJEHIRERAS -

@ Error

422- Unprocessable Entity

Regions cannot be deleted if they are used by the active or the proposed ILM policy. In use:

us-test-3.

4. SEREEEE  F5EE [Save (ff1F) 1 *o
CIRTERILATE TERILILMARA)) FBER NERSEHE) Emtbs MUBERGH) FEREIELEY - 52
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ILM Rules

Information fifecycle management (ILM) rules determine how and where object data is stored over fime. Every object ingested into StorageGRID is evaluated against the ILM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You
cannot edit or remove an ILM rule that is used by an active or propesed ILM policy.

BN Clone || # £dit || % Remove

Name Used In Active Policy Used In Proposed Policy
®  Make 2 Copies «

Ingest Behavior: Dual commit
Reference Time: Ingest Time
Filtering Criteria: Retention Diagram:

Matches all objects.

Wl [
Forever

@ g02RStorageGRID EStHEESIMHHERERMA T NLMRR Bl - BIESMNRERER
@ - HEBXRESFEER -« FRERRNFATHRE S SRR -

2. ZEE* Create (FiI) o
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EERABRIIG o

T (H3F) | EEEMRMH
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Create ILM Rule step 1 of 3: Define Basics

MName
Description

Tenant Accounts (optional}

Bucket Name matches all ™| Value

/& Advanced filtering... (0 defined)

1. E 2 E RO PR ARRR M —2TE o

BB A1 BI64EFTT ©
2. (TJ#€) 1£* Description (F3BB) *FE&rhEm ARAIBIAIRZRER o
IR AEZREARB AR INAE « LUE H B HEARA

Mame Make 3 Copies

Drescription Save 1 copy at 3 sites for 1 year. Then, save EC copy farever

3. It AT LUEIEE A ILRAIM — S ZES3HSwiftiRAtRA o MMRILRABERIRFAAER « FRILEUEZES °
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NRUCFRAR I IHBRARISE L  SFRE A/ (MB) EREERERS » MR ERA* AN o K/ \EFEESRA
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#1100 MBZ @RV ~ SRR A/ IV REBEREER « ARIEEMEREEHE
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Advanced Filtering

Use advanced fitering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (53 only). When objects are evaluated, the rule is applied if the objects metadata matches the criteria in the advanced filter.

Objects between 10 and 100 MB

Matches all of the following metadata:

|}

Object Size (MB) j greater than or equals -« 10

++
x| (x|

Object Size (MB) j less than or equals j 100 :I

[+]x

fERZEIE E PIR SRR IEH Z LR o E 5 ~ FRAEA IR Brand ASiBrand Bl @R/ 4 4RE
fERAEREBEHENYM - T8 - ILRBMEERR/IT10 MBBYBrand B+ °
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Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

Multiple filters

Matches all of the following metadata:

User Metadata j camera_type equals j Brand A +

+ x|

Or matches all of the following metadata:

User Metadata j camera_type equals j Brand B u
Object Size (MB) j less than or equals j 10 =]

+ x|

TE2 (H3Y) | EEMENE

BIILMBRAEEND 2 (ERRENE) AREERRERT - LURAEMH B #EFR
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Create ILM Rule step 2 of 3: Define Piacemenis

Configure placement instructions to specify how you want chjects matched by this rule to be stored,

Example rule
Two copies for one year, then EC forever

Reference Time Ingest Time v

Placements @ 11 Sort by start day

Fromday | 0 store | for v 365 days m

Type | replicated v Location | Add Pool Copies | 2 El"

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

From day 365 store | forever v m

Type | erasure coded v | Location | DC1(2plus 1) v Copies | 1 + |i
Retention Diagram @ T Refresh

Trigger Day 0 Year 1

s O I

‘Dcz2 q -~

OCcl >

(2plus1) E%ﬁ | L

Duration 1 years Faraver

coms [ om s
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3. 3
a

b

C

BEVERESR:

R THIZUBE S  EEUER -

- 1E MUE) WP SHECEMENSEREEER  EWN EEERN -
MREIIEE—BEAEEZ R « 557 FEStorageGRID ~ TEEAISENHEER L « RAEREMHHN—E

BRIEAR - MREHERE S = (ERFFEHRS « MEERAERESR  AIRERE=HER « SEREFE
RRERF—0EA -

() B rErEROLMKE) BT RREATRERILMRE -

MRTIEEZERFERM « 575258 FHIFRA

* ERBETFANREEROHE
* MREXHESFNHEFERNEE  AISEREEROTEHEE—EMES -

" MRERBNNREEFEENHE « I ETHELSHE—EES - ARRARTRMEGRES « LUR
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 MRFEFERNER (BSHEENRESR)  AMGNMEERRIEREREFEE—ENS
It ~ 3775 E A AIAI Storage Nodef#Z & Bt EftEZE Fith o

Placements @ 11 Sort by start day
Fromday | 0 store | forever v m
Typs  replicated v Location |\001 | All Storage Nodes | Add Fool copies | 2 Ak

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

ERGERFRIRE

ABRHEM - B2 AAFEEREERIER o
Placements © 11 Sort by start day

Fromday | 0 store | forever v m

Type | replicated v Location || Data Center 1 Add Pool Copies | 1 Temporary location  — Optienal - v E

An ILM rule that creates only one replicated copy for any time period puts data at risk of permanent loss. View additional details.
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a. e RA T HITURE R « EECIHERIRS
EBEHEGEEN1 - MRRRILBEREGEIR - FA2B8200 KBEE/ NI ~ AIGHIRES -

Erasure coding is best suited for objects greater than 1 MB. Do not use erasure coding for objects that are 200 KB or smaller, Select Back to return to Step 1. Then,
use Advanced filtering to set the Object Size (MB) filter to any value greater than 0.2.

@ HBRARISRE G A1 MBBYYIMF o 55708 ¥/\it200 KBEY¥) (L FEHERARNS « LUBRE
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HRRISESNRFUERRFEFERNGE  REEE MRRE REERE -

From da 365 store | forever v :
: Erasure Coding profile name

i |—-|-_-::

Type | &rasure coded v Location | Al 3 sites {6 plus 3} v Copies |+
Storage pool name
S HE « B A UEREMUEMNIEFENRR IR ILTRIMNIEZ
° ERUNSRET « FIER—RERAERRERIIZRIMNIES
° JERY TAdd* (i) 1 ~ BAENE RS ERERT
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Fromday | 365 = | store foreverj m

| Example Cloud Storage Pool & |

Type | replicated j Location o copies 1 =]

(Ed:!

Rinl#EF RN « 555E5C TURA

T SEATEE—MERTPENZEZIREEA o Rt « SthEEEERNKE ISR EERCloud
Storage PoolfIf#F&E R o

Type | replicated v Lacation “testpooIE o ”testpool3 o |Add Pool ‘ Copies | 1

If you want to use a Cloud Storage Pool, you must remove any other storage pools or Cloud Storage Pools from this placement instruction.

* RRABETEEA$5EHICloud Storage Pool PEEMIHFII— (R ZS  WRICHRD B R A2 £ ~ 7

THIRERAR ©

Type | replicated v Location | testpool 5 Add Pool Copies 2|

The number of copies cannot be more than one when a Cloud Storage Pool is selected.

Ak

CEARRTEAZRFEFERNPRHEESEMHES - IREAZRFFERNNSERELE
BHEER - AE—HREMENZTERZRFHEEERMN - A FHRERAS -

Placements @ It Sort by start day

Fromday | o store | for v 10 days

Type | replicated b4 Location || csp1 Add Pool Copies | 1 |i| x

Type | replicated v Location || €5p2 £ |Acd Fool Copies | 1 ’E

A rule cannot store mare than one object copy in any Cloud Storage Pool at the same time. You must remove one of the Cloud Storage Poals (csp1, csp2) or use multiple
placement instructions with dates that do not overlap. Overlapping days: 0-10.

To see the overlapping days on the Retention Diagram, click Refresh.

Retention Diagram © 3 Refresh
Trigger Day 0 Day 10
S &y |
e .
Duration 10 days Forever

A AR+ 7272 Cloud Storage PoolF ~ IR R4 4777 4 StorageGRID R {Ei2E XS MIFFER
SRV o i@ ~ ABHIFT ~ BOBREHENREETTES 2T - UESBRANLEIEEERSE
AYBETNEET o
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Placements ©

From day 0 store | for v 365 days
Type | replicated v Location ||DC1 * || DC2 * | Add Pool Copies | 2
Type | replicated v Lacatian |testp|:|{:l2 £5) |_=‘«-.:d Pool Copies | |
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i © StorageGRID

Create ILM Rule step 3 of 3: Define ingest behavior
Select the data protection option to use when objects are ingested:

Strict

Always uses this rule’s placements on ingest. Ingest fails when this rule’s placements are not possible

® Balanced

Optimum ILM efficiency. Attempts this rule’s placements on ingest. Creates interim copies when that is not possible

Dual commit

Creates interim copies on ingest and applies this rule's placements later.
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Configure |ILM Policy

Create a proposed policy by selecting and amranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate to make fhis policy the active ILM policy for the grid.

Mame Example ILM policy

Reason for change Example policy

Rules

1. Select the rules you want o add to the policy
2. Determine the order in which the rutes will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

i &= Select Rules

f
Default Rule Name Tenant Account Actions
” EC for Tenant A Tenant A (91643888913299990564) x
v | 2 copies 2 sites & — b3
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

4 Create Proposed Policy | | Kl Clone | # Edit || % Remove

Policy Name Policy State Start Date End Date
' Baseline 2 Copies Paolicy Active 2017-07-17 12:00:45 MDT

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Rules are evaluated in order, starting from the top.
Rule Name Default Tenant Account

Make 2 Copies (§ v Ignore

Simulate
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93



94

Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active LM palicy for the grid.

Mame

Reason for change

Rules

1. Select the rules you want {o add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

i-+ Select Rules
Default Rule Name Tenant Account Actions

No rules selected.

MREE|RREADEFEA ~ o) BUSERERPFRENSRE LN —ERASEE (SEHHA M)
) o ERFRRAIREARE G KR E B AlIERF IR ©

MName Baseline 2 Copies Policy (v2)

Reason for change
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Select Rules for Policy
Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last. The default rule should retain objects foraver.

Rule Name
2 copies 2 sites (4

Make 2 Copies (§

Select Other Rules
The other rules in a policy are evaluated before the default rule and must use at lzast one filter Each rule in this list uses at least one
filier {tenant account, bucket name, advanced filter, ar the noncurrent reference time).

Rule Name Tenant Account
| | EC for TenantA & Tenant A (91643888913299990564)

(] | 2 copies 2 sites noncurrent time & —

6. BEGRAI BN TESHMER BR ¢ JE2ERANRE -
IEEE A RILMAR R EE R « ZARASEMEL S 2T MEEREDR -

Two-Site Replication for Other Tenants

Description: Two-Site Replication for Other Tenants
Ingest Behavior: Balanced

Reference Time: Ingest Time

Filtering Criteria: Matches all objects.

Retention Diagram:

Trigger Day 0

i w_______ [
DCz H

Duration Foraver
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Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

|+ Select Rules |

Default Rule Name Tenant Account Actions
* Isite ECEH Ignore x
& 1-site EC (§ Ignors ®
+ 2 copies at 2 data centers (§ Ignore x

=3 £

WRFERRAAEXKARED M - AIGHIRES - ZERRENILRRIE - /A
soStorageGRID R ZETERMR AN EIERTTRE MR (FRIFFEFELENERRYF
REBRRERE) o

Default Rule Name Tenant Account Actions
@ * Isite ECEH lgnore x
* 1-site ECH Ignore x
v 2 copies at 2 data centers for 2 years (§ lgnore x

The default ILM rule in this policy does not retain objects forever. Confirm this is the behavior you expecl Otherwize, any objects that are not
matched by another rule will be deleted after 720 days.
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any palicy.

I < Creale Proposed Folicy ' | &I Clone ‘ | # Edit| | ® Remove

Policy Name Policy State Start Date End Date
' Data Protection for Three Sites Proposed
Data Protection for Two Sites Active 2020-09-18 16:01:24 MDT
| Baseline 2 Copies Policy Historical 2020-09-17 21:32:57 MDT | 2020-09-18 16:01:24 MDT

Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy

» Review and carefully simulate the policy. Errors in an ILM policy can cause ireparable data loss
= Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Added a third site

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Tenant A
One-Site E Coding for T ta &
ne-Site Erasure Coding for Tenant A & (20033011709864740158)
Three-Site Replication for Other Tenants & v Ignore

=

aI1E EHEILMRE

FERIE
s HEZILMERRY
* {EAS3YFHEREIRYG

ERUASIYIHIRE 2 REZIUILMRR!

MRERAEESIIHRERTE « MEZURANTREERERE o KX BRERILMERART
BERASIHHENFFEEX -

/u\%ngﬂﬂ
* TSR E A Grid Manager 2 HERI4H S 25

s REARSENEEER o
© RIS HHE R E E R AStorageGRID ~ BRANBEEE AL o

() mEHKRARESINEHTRE « BERN—RITT 2 TRE0ILMEL o

97


https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html

* KERIAABTETESHILMRR « LENEEEZZNERL - REE - EAILIFFEZNERA - B HEHMR
A« ARIREREZNRBLGTIEARR] - 552 REH7 | SSYIHHENRSILMRER] o

8B BELTERILMIRE] FEARIRE o
s R LUSIBERER R ¢ "% F/ | StorageGRID {ILMEREI) "

B
. &2+ LM > Policies * °

~ N

IEEFEEERILM Policies (ILMZRER) B o MR ERME2IESIYIHHEERE ~ B NLMERER) EmZisH
LEILMIRBIRTERE ©

ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

| = Creaie Proposed Policy | | Wi Clone | # Edit || X Remoye
Policy Name Policy State Start Date End Date
'* Baseline 2 Copies Policy Active 2021-02-04 01:04:29 MST

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Rules are evaluated in order, starting from the top. The policy's default rule must be compliant.

Rule Name Default =~ Compliant Tenant Account
Make 2 Copies (§ v v Ignore

Smuiate |
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Select Rules for Policy
Select Default Rule

This list shows the rules that are compliant and do not use any filters. Select one rule to be the default rule for the policy. The default
rule applies to any objects that do not match another rule in the policy and is always evaluated last

Rule Name
! | Default Compliant Rule: Two Copies Two Data Centars
Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, advanced filter, or the noncurrent reference time).

Rule Name Compliant Uses Filter Is Selectabie
@ Ccrr;pllant Rule: EC for bank-records bucket - Bank of AB v v Yes

cg
| | Mon-Compliant Rule: Use Cloud Storage Pool (§ Yes
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Configure ILM Policy

Create a proposed policy by selecting and arranging rufes. Then, save the policy and edit i later as required. Click Simulate to verify a saved policy using test
objects. Whean you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Compliant ILM Policy for 83 Object Lock

Reason for change Example policy

Rules

1. Select the rules you want to add to the palicy.
2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule (and any non-compliant rule without a filter) will
be automatically placed at the end of the policy and cannot be moved.

i == Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC (& "4 Bank of ABC (90767802913525281639) b 4
Mon-Compliant Rule: Use Cloud Storage Pool 6 Ignare x

s Default Compliant Rule: Two Copies Two Data Centers (§ o Ignare x
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delate a propesed policy; clone the active policy; or view the details for any policy

< Creale Proposed Policy | | 4 Clone | | # Edit|| % Remove

Policy Name Policy State Start Date End Date
® Compliant ILM Policy for S3 Object Lock Proposed
' | Compliant ILM Paolicy Active 2021-02-05 16:22:53 MST
Non-Compliant ILM policy Historical 2021-02-05 15:17:05 MST 2021-02-05 16:22:53 MST
' Baseline 2 Copies Policy Historical 2021-02-04 21:35:52 MST 2021-02-05 15:17:05 MST

Viewing Proposed Policy - Compliant ILM Policy for S3 Object Lock

Before activating a new ILM policy

« Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource issues when the new
placements are evaluated and implemented

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or smaller from being
erasure coded. See Managing objects with information lifecycle management for more information

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active
Reason for change:  Example policy

Rules are evaluated in order, starting from the top. The policy's default rule must be compliant

Rule Name Default Compliant Tenant Account
Compliant Rule: EC for bank-records bucket - Bank of ABC (& v {9075?2;;;105522281639)
Non-Compliant Rule: Use Cloud Storage Pool & Ignore

Default Compliant Rule: Twe Copies Two Data Centers (4 4 L4 Ignore
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Before activating a new ILM pelicy

= Review and carefully simulate the policy. Errors in an ILM policy can cause ireparable data loss.

« Review any changss to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource issues when the
new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

Review the rules in this policy, If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change:  Example policy

Rules are evaluated in order, starting from the tap.

Rule Name Default Tenant Account
Tenant A
% -7
ety (94793396288150002349)
PNGs (O Ignore
Two Copies at Two Data Centers (§ + Ignore
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Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucketimy-object-name or my-containerimy-object-name

simulation Results ©

Object Rule Matched Previous Match

photos/Havok.png X-men (8 *
photos/\Warpath_jpg X-men (@ ®
photos/Fullsteam.png PNGs (% *
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Viewing Proposed Policy - Example ILM policy

Before activating a new ILM policy:

* Review and carefully simulate the policy. Errarsin an ILM policy can cause irreparable data loss.
s Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location
might result in temporary resource issues when the new placements are evaluated and implemented.

See the instructions for managing objects with ILM for more information.

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size
advanced filter to prevent objects that are 200 KB or smaller from being erasure coded. Using EC is best suited for
objects greater than 1 MB, See the instructions for managing objects with ILM for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make
the policy active.

Reason for change:
Examiple policy

Rules are evaluoted in order, starting from the top.

Rule Name Default Tenant Account

Two copies, two years for bucket-a G -
EC objects> 1 ME (B =

Two coples, two data centers (4 v —

pg
1. Mg RATREERRZ %  FEECEE -
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Simulate ILM Policy - Example ILM policy

Simulates the active ILM policy or, if there is a proposed ILM policy, simulates the progosed ILM policy. Use this simulation fo test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended

Object my-bucket/my-object-key or my-coniainer/my-object-name
Simulation Results @
Object Rule Matched Previous Match
bucket-a/bucket-a object pdf Two copies, two years for bucket-a (4 ®
bucket-bftest object greater than 1 MB pdf EC objects >1MB (§ ®
bucket-hitest object less than 1 MB pdf Two copies, two data centers & x
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a. TBucke-a/Bucke-A object.pdf] IEHERTSHE—IEiRA ~ AJEFEE Bucke-Al PRV ©
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Viewing Proposed Policy - Demo

Before activating a new ILM policy:

= Review and carefully simulate the policy. Errors in an ILM policy can cause imeparable data loss.
» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
Issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information.

Review the rules in this pelicy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change:  new policy

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
PNGs (F Ignore
Tenant A
X #
|6 (24365814597594524501)
Two copies two data centers (3 v Ignore

Com | e

pg
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Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the propesed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket/my-object-name or my-containerimy-object-name Simulate
Simulation Results @
Object Rule Matched Previous Match
photos/Havok.png PNGs x
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate fo make fhis policy the active ILM policy for the arid.

Mame Demo

Reason for change Reordering rules when simulating a proposed ILM policy

Rules

1. Select the rules you want to add ta the policy
2. Determing the order in which the rules will be evaluated by dragaing and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

| 4 Select Rules

Default Rule Name Tenant Account Actions
L X-men (§ Tenant A (48713995194927812566) x
+* PNGs (3 — x
v Two copies, two data centers — x

B3

d. BEHEMRTF o
4. gEEEh o
ARG S IREERN R ERTE - WERRERER - T8O - TRAWER) W8
T THavok pnpn I IRTEN EX-menFEERIFRA (WNFRHE) o E—fE TEE¥) WEER « PNGsHRBIE AT
RERPBIYIHAEST -
Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucketimy-object-name or my-container/my-object-name Simulate
Simulation Results ©
Object Rule Matched Previous Match
photos/Havok png ¥-men PNGs ®

@ WMREEBRE RERR BE - ARIEETEERENERRR - MAREEMBARR
MBI TE o

#53 | EEHEENILMERE « sAEERE
HEEEHIERBANARER R A ~ IEIERRIPBIRRR] « DURMEESES
FEUEEEAIF ~ *ReE [RAIEERET o IWRAIZR TSHAE [RY=x-men) EREPEFTHIEMG - B -

#t¥ Beastjpg ¥t RIRULRART « AIEEEIFFRAARVER - MR EX-menFEBERIRR « MR SRR
A~ MEEAERREER AL
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Simulate ILM Policy - Demo

Simulates the active ILM palicy or, if there is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILIM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucketimy-object-name or my-container’/my-object-name
Simulation Results @
Object Rule Matched Previous Match
photos/Beast.jpg Two copies two data centers (& b4

EAEH AR P TERRRRB AR ~ S EEE R PRSERE « MIEEEMAEER o

TR

1. SHERAESERA  RIURAISES (ESHEEE) BT  DERIUIARE ¢ EERRINER
EREAIE L o

2. wEIRAIEAIRE ~ 2E R EREFRM o
TEUEEEAF ~ X-meniBRIFHEBE G SEE5R - PEBRMERAS Mx-ment'l ~TIE Mx-meny o

X-men

Ingest Behavior: Balancad

Tenant Account: 06846027571548027538
Reference Time: Ingest Time

Filtering Criteria:

Matches all of the following metadata:

User Metadata series equals ¥-men‘

Retention Diagram:

Trigger Day 0

Al i [

Duration Faraver

Close

3. BEMERIER « FRE TS REERA
° NFRFRAZEZRRN—E  EAILAESGRA « SNZRERBPBERIRA  ARIMLARE -
* NFRFRAZERFRAN—ED « RISAERRREA o SEERESSIRERRRAREA -
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I s A

L i. EE* ILM > Rules * ©

ii. ZERRAFIERERVARAY ~ SABEEEY Clone (18%) * o

ii. SERIERAENR « RBRIEIRET

#E4E* ILM > Policies * ©

EEVEZRNIRA] « ABERRE" o

EEEEERRA o

FERCHTARAIIZEN A R ~ BUBZEURGRRAIRVAZEN S 1R « ABRERER

*o

viil. 3BT o

= = =

<

Vi

Vil.

AREEFRA . BERGEZEMRR - ABEECRRE o

ii. ZEEVIFREIT % EERIRRERIRA « AT
ii. 3ZE42* ILM > Rules * ©

iv. EEVRIERERIFRA « ABIEE4REE o

- EEARERNEN - RBERHE o

vi. EE* ILM > Policies * ©

- GERVEZENRA ~ ARIEEAREE" o

viii. 3EEVEIEBRIFRA] « ZEE TApply) (EHR) -~ ABER TSave" (77
) *o

<

vii

4. BRYITIREE -

@ ARIEERMILMRAEEREERA - FLLer@mANRRY ST BT - MU REME
AHTE -

TEUEEEFIH ~ EIERNX-menfREIREERTS Beastjpg’ s M (1R#E [RF=x-men) ERAEPEEK) -
GNTRHA o

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object
simulation Results ©
Object Rule Matched Previous Match
photos/Beast jpg ¥-men (8 ®
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© THER R ENFEER o

* BEREFELREZEZENILMERE] o
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SHEFIER °

HCREIHHILMERIS StorageGRID « RIMTRERATENM « SIEHRANAERNY
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A Warning

Activate the proposed policy

Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before

activating. Are you sure you want to activate the proposed policy?

NRRANTERRAEE XA RED M ~ WESAEPEHIRET o FEUILEAF - FREEETARRAR
T2 RMIFIM o B AEXFHIRFEA" 2 * « UHESEAAT S REFEMREBYI4StorageGRID
CIRHTE2ERIE TR kR o
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A Activate the proposed policy

Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before activating.

The default rule in this policy does not retain objects forever. Confirm this is the behavier you want by referring to the retention
diagram for the default rule:

Trigger Day 0 Year 2
= [
Dc2 [.11
Duration 2 years Forewver

Mow, complete the following prompt:

Any objects that are not matched by another rule in this policy will be deleted after years.

Are you sure you want to activate the proposed policy?

o f

2. FEETRE o
4+

=]

ERENETAYILMIE Bl B -

* RAJETEILM PoliciesEEMREPEERRAIREESActive o TEEHEER) BB 25t RAIEENAY H RAFNES
fE o

ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

== Create F'roposeGF'olicy”l’i Clone | # Edit | | ¥ Remove
Policy Name Policy State Start Date End Date
#  New Paolicy Active 2017-07-20 18:49:53 MDT
" Baseline 2 Copies Policy Histarical 2017-07-19 21:24:30 MDT | 2017-07-20 18:49:53 MDT

* SERIERTRRAIERET TRAGKRS) & TEE) o TRGBE) M MEREH) BHESEHRAARRHSG
B ~ U ZRANREABER

HERAE N
g6 : BEILMERE]

ERY P EE N E A RERRILMERR!

BENILMIRRIZ % ~ [EZRARMERREEYIHHEEZStorageGRID Z &M H © #HELE
ZATYHFPEER SR « LFEREA S KRR - WREEERIUE -

CRENEM
* CE—EYHERIES ~ AIUE -
° *UUID * : ¥)fRy3E RAME—HAES - A ZEEARRIVUID -
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° * CBID* : StorageGRID #4B9& 4558 Bl BE AL H IS BT UL FEAZEC SR BB YIERICBID - AR KB

CBID ©

° * SIHFERMYIMG IR | BBSINEEBYHE - BREEARENEERARFENYGZBESRKEE

MBI - IRSIEFEBIRAL  MEREERBRFENYGZIRREHSIMHRIFTERE ~ it
WA RRZAID*

° * Swift Containerfl¥){+ 18" | BBSwift Y EEBHE - BRIRRARENEEARTSIYHLBEs

HAEIF A AR

1. S o
2. JEER ILM > i R R B3 o
3. FE MRV IR A BIRAIRE  IEAIMEAUUID « CBID - SITFEMIESIR « SWESMIEL

78 o

4. 5E - BAYHHRRAID (£RS3) °

Object Metadata Lookup

Enter the identifier for any object stored in the gnd to view its metadata.

Identifier sourceftestobject
Version 1D VEJGMkMyQzgtNEY 50COxMUU3LTIMEY R Dky NTAWQKY 51
{optional)

5. BB ¢

BEENER TP E R EAER - KBS THIERER
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° RIFPUEER - BFEYMHID (LUID) - ¥IfEadE ~ Baaid - HARFRIBHID « MIFVEEA) 5

—REIUYHBYBEIFIERRE MR ERIERYHBY B BRFIEGE o

° (AR R B ERE BN SIRERY -

°© WNS3YfF ~ (R Y BRI RS R (ERY o

° ANERIMHES - SEERNBEFEFLE -

© BRLUHRARIENMIHESR - SER RIVBRIFEEUE

° #{}2Cloud Storage Pool FEVH#EZS ~ ¥R E « BIESMNER AT & BB BUME— RIS o

° RO RGNS - ESEEMEBIBMNEN XN EEFE - HitERE100E& R -

S ERETAT100fE&EL ©

° FREYM P EBEFIIRARERENASHERT o ILREPESHEIAMRFEFESY - BAFRER

BITRETHEERE -



TSR EEAMEERRESZSSAEM P EER EHER -

System Metadata

Object 1D ATZE9EFF-B13F-4905-9E9E-453T3FEETDAB
Mame testobject

Container source

Account -1582139188

Size 524 MB

Craation Time 2020-02-19 12:15:59 PST

Medified Time 2020-02-19 12.15:59 PST

Replicated Copies

Node Disk Path

99-97 fvarflocalrangedb/2/p/06/0B/00nMEHSTFEnQQ) CVIE
99-99 ivarflocalirangedb/1/p/12/0A00nMEBHS [ TFEoW2BICXG%
Raw Metadata

“TYRE™ - “ETHNT",
“CHND™: "ALZESGFF-Bl3F-45Q5-9E09E-45373F6ETDAR",
"MAME™: “testobject”,
TCEIDT: "enSB2IDETFECTCIBIIG",
"PHAED" = "FEABAES1-534A-11EA~9FC(D-31FFEACIB056",
"PPTH™: “source”,
"META":" {
"BASE": {

"PAWSS - =27,
6. B RFEEENUERNUE « MBEBERERER

WIREUR (81 A - (AT SR S ORLMYIIE R B A0REHG3E8R - ORLMABHGN A
()  IRHESARMILMMERFRENEN « BR AR A SN B ERRILMERSEE T
R o CABEITIHE - MBHEE - HBR0 BETE LG -

HEREER
* {$FFHS3
* {FEFHESwift

ERILMFARBFIILM/EE
EITILMARBFIILMERR Z % ~ SRl UEEFREEHRA ~ WEREFEE RS ERENELA
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1. 3%842* LM > Rules * °
2. BETEBRZRANRKRIER -
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3. MREEBIFIRAIRECAD  FEACEIRIZIR « AREECIER ©
4. BERRE UREDEERPRILMARR

ILMFRBBERIMIER o
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Viewing Historical Policy - Example ILM policy

Review the rules in this policy. If this is a proposed policy, click Simulat

Reason for change:  new policy

: Rules are evaluated in arder _starfing from the fon

Rule Name
This is a histarical ILM rule.

Historical rules are rules that

2 copies 2 sites) (3 &  were included a policy and then

edited or deleted afier the policy
became historical.

Erasure code la ger abj
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ILM Rules

Information lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
againstthe ILM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule thatis used by an active or

proposed ILM policy.

+ Create | | # Edit | | Ei Clone || » Remove

Used In Proposed

N Used In Active Poli
ame n Active Policy Policy
| Make 2 Copies v o
© PNGs v
“  JPGs
' X-men v

2. BECREARIRR « ARBEECARE"
BERNRHRY T4REHILMARAN) 52 o

Edit ILM Rule step 1 o 3: Define Basics

Name JPGs

Description

Tenant Accounts (optional) Tenant-01 (16229710975421005503) H Tenant-04 (83132053385229508098) ‘

Bucket Name contains % az-01

/& Advanced filtering... (0 defined)

Coocs [ o]

i

3. KERHVDERTTR TAREBILMARA) BEMNEE E7ILMRE § (EREMRGER (RBEME) -
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Viewing Historical Policy - Example ILM policy

Review the rules in this policy. If this is a proposed policy, click Simulat

Reason for change:  new policy

: Rules are evaluated in arder starting from the ton

Rule Name
This is a histarical ILM rule.

Historical rules are rules that

2 copies 2 sites) (3 &  were included a policy and then

edited or deleted after the policy
became historical.

Erasure code la ger obj

ERILMRA]

MERBAREZNILMRAZERFHILMERR] « BIEEREZIRA o eI LUERRE]  WEERAEARETT
NEREE o A%~ MRFBE SR EZENRADEIRRERE « MLERZB IR IR © W0RILMIR
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1. 3E$2* ILM > Rules * ©

LSS EERILM Rules (ILM#ZRAI) EHim o

ILM Rules

Infarmation lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
againstthe LM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule thatis used by an active or
proposed ILM policy.

+ Create | | # Edit | | Kl Clone || * Remove

Used In Proposed

Name Used In Active Policy Policy
| Make 2 Copies v v
| PNGs v
“  JPGs
| X-men e

2. JEVEEMERILMIRR] « ZAEEAT Clone () *
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1. EEERIR -

= M NetApp | StorageGRID Grid Manager

DASHBOARD

ALERTS @ DaShboard
Current

Resolved Health @

Silences @

Rules
Email setup
NODES

TENANTS

M
CONFIGURATION Awaiting - Client

Scan Period - Estimated

MAINTENANCE

SUPPORT

Protocol Operations @

S3rate  Ooperations f second

Swift rate 0 operations / second

Recently resolved alerts (4)

0 objects

0 seconds

B
B

License

Awaiting - Evaluation Rate 0 objects [ second

Information Lifecycle Management (ILM) Q

Available Storage @

DataCenter1 H

Overall B
DataCenter2 &
31 TB
DataCenter3 H
Free
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HEEESIHIHRE ?

MHEETE ) THRER I RERRIRS Z ~ StorageGRID 1#HE i Amazon Simple Storage Service (Amazon S3)
RIS EERE ©
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StorageGRID with 53 Object Lock setting enabled

StorageGRID S3 tenant
Bucket without Bucket with Bucket with 53 Object Lock
53 Object Lock 53 Object Lock and default retain-until-date

'

Objects with
S3 client Objects without LU
application retention settings

Objects without
retention settings
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Grid
Administrator

Review considerations for
53 Object Lock

Is
default rule in
active ILM policy
compliant?

Enable global
53 Object Lock setting

v

Maintain compliant ILM
rules and ILM policy

Create new default rule
that keeps at least two
copies forever

l

Create new proposed
ILM policy and activate

Tenant User

v

Review considerations for
using 53 Object Lock

Is the global 53
Object Lock setting
enabled?

Create bucket with 53
Object Lock enabled

v

Add objects and specify
object-level retention
settings

v

As required, change
retention settings

Contact Grid
Administrator
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Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name = S3ObjectLock @ [+ Region = ObjectCoumt @ = Space Used @ = Date Created =

bank-records o us-east-1 0 0 bytes 2021-01-06 16:53:19 MST
1
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53 Object Lock Settings

Enable 53 Object Lock for your entire StorageGRID system if 53 tenant accounts need to satisfy regulatory compliance requirements when saving object data. After this setting is enabled
it cannot be disabled.

§3 Object Lock

Before enabling 53 Object Lock, you must ensure that the default rule in the active ILM policy is compliant. A compliant rule satisfies the requirements of buckets with S3
Object Lock enabled.

« It must create at least two replicated object copies or one erasure-coded copy.

« Thease copiss must exist on Storage Nodes for the entire duration of each line in the placemeant instructions.
» Object copies cannot be saved on Archive Nodes.

= At least one line of the placement instructions must start at day 0, using Ingest Time as the reference time.
= Atleast one line of the placemant instructions must be "forever”

|- Enable 53 Object Lock

MRIEE EAERRStorageGRID RIZIETHAERI A TE2IERER) RE  IEESE3 MM !

The 53 Object Lock setting replaces the legacy Compliance setting. When this setting is enabled, tenant users can create buckets with 53 Object Lock enabled.
Tenants who previously created buckets for the legacy Compliance feature can manage their existing buckets, but can no longer create new buckets with legacy
Compliance enabled. See Managing objects with information lifecycle management for information

2. JEEV RIS EEE
3. B -

R g HIRMEREEE A1 © IRERICRUASIIHHE R « BEAERZHEER TR o

126


https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/zh-tw/storagegrid-116/admin/web-browser-requirements.html
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/StorageGRID/How_to_manage_legacy_Compliant_buckets_in_StorageGRID_11.5

Enable 53 Object Lock

Are you sure you want to enable 53 Object Lock for the grid? You cannot disable 53 Object

Lock after it has been enabled.
o
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422 Unprocessable Entity
Validation failed. Please check the values you entered for errors.

The default rule in the active ILM paolicy is not compliant.
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@ Error

Unable to update compliance settings because the changes cannot be consistently applied on

503: Senvice Unavailable
(5030R%5

enough storage services. Contact your grid administrator for assistance
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Edit ILM Rule step 2 oi 3: Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Two Copies Two Data Centers

Reference Time Ingest Time v

Placements @ 11 Sort by start day
Fromday @ 0 store | forever v m fleinns
Type | replicated v Location || Storage Pool DC1 H Storage Pool DC2 Add Pool Copies | 2 E x

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

Retention Diagram @ T Refresh
Trigger Day 0
B ) I —
Storage Pool DC2 ﬂ i
Duration Forever

Cance' m m

ILMARRI2 (BIg01) : FERH#FELHNHRRIERERE
KEHILMIRANER TRIFR RIS REEMSEFERFEENREEFEUEMRERE -

RAESR #HHE
IHER RIS EAE * ZEEHFORE—EREFEERN (2E3EKS)
* (EA6+3HRRIE SR

MRS BN S3EI M FEECEAVEC
2EHE VST

RERE HIS3EFER LA Mk WM - 5B1E TMIBRGES REREE
ENfREFEPREIL—(EHRRISEDR - SRRFIES -
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Create ILM Rule step 2 of 3 Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored

EC for 53 bucket finance-records

Reference Time Ingest Time v
Placements & 11 Sortby start day
From day 0 store

forever v m | Al

Type | erasure coded v Location | All 3sites (B plus3) »

Copies | 1 E x

Retention Diagram @

23 Refresh

Trigger Day 0

All 3 sites
e B N >

Duration Forever

=
ILMREE (FI%m1)

FBLRS « EaILEREHERERNILMER] ~ BB EAZBOHILMRAIERASE - StorageGRID

LI BN —RILMERR AR FETFIILMRA :

© FRENEF « FAfEFI6+3IHIRRS - REBINSIHEFENFIANN (%4 TREKER) ) #EEZEBENFPC -

* MRIHEARFEE—EILMRE) « FEARBNERILMARR] (MEERERIWEELFL) ~ BZIHE
KEFEWEERHC (DC1MDC2) ©

Configure ILM Policy

Create a proposed pelicy by selecting and arranging rules. Then, save the poficy and edit it fater as required. Click Simulate to verify 8 saved policy using test
ohjects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Object Sterage Policy
Reaszon for change new proposed policy

Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

= Select Rules

Default Rule Name

Tenant Account Actions
EC for 53 bucket finance-records (§ Ignore »®
4 Two Copies Two Data Centers (5 Ignore x

Ccoes [ o
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A2 : ECYIF AR/ EREBVILMARRIAN R A
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BRA  EREBFA NS RERBTRINERNER -

ILM#FRB1 (FIgn2) : HHYAM MBEYYI4EREC

HEEERILMARRISHER GR AT MBI HARES o
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AUSHERARDE 1 B] o
RAESR #HHE
MATE fEECHIF K11 MB
2EEE VST
VDR E RS BRI RN (MB) KiL1
RERE ERA= B S EII2+1SHBRARIBE A

Matches all of the following metadata:

Object Size (MB) v | | greater than v(|1 +

=

ILMFEB26402 : MEEEE A

LESEFILMARR SR I MEERRER « AR A/ NETERE - IERAIRRRINTERRR] - BRE—ERAY
FEREH AT MBEVFREYM ~ FILILRANEER1 MBS E/ N o

RAER #BHIE
AR TE WmEERES
2EhE 1R EN By ]
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Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click

Simulate to verify a saved policy using test objects. When you are ready, click Activate to make this policy the active ILM
policy for the grid.

Mame | Use EC for objects greater than 1 MB

Reason for change new policy
Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will
be automatically placed at the end of the policy and cannot be moved.

=+ Select Rules

Default Rule Name Tenant Account Actions
EC only objects = 1MB (% — x
4 Two replicatad copies (5 = x

#6513

1R

DILMARRIERA AT A M REIRRIESS

el UMER A FIFRAIFRR BRI MBI AR BETHERRN - MEMEERE

FREBVNRARPRTRIE ©

O
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ILMAEBM14I403 : BECAR A1 MBRIMEE&IE
IEEEHIILMFR BI) {65 R 26 P B as2 AR S 2R P A A1 MBAYBRIGAE o

@ HERARISRIE S A1 MBRVM o 55708/ \it200 KBEYYIM4H L FREHERARES « LUB R EIEIFR /)

AYSHERARDE 1 BR o
RAESER #HIE
MATE ECBREIEAN1 MB
2E6E HREN B
YRR AR RN (MB) KB£1.0
fEREPHEE IR ER T EREPEE AR FIIR G
RERE A= B SR 2+1SHERARIBIR A

EC image files>1MB

Matches all of the following metadata:

Object Size (MB) v | | greaterthan |1 + |
User Metadata v | | type equals v | | image + X%
4

R IR ZRAPHE—FRE « RIEHEREERERTEBRAN A MBHFEA -

ILMARR260U03 © AR A FIERIRGIERE I 2ERERES

UEILMAR B S5 6 FA 2E R BRI ThAE SRIE E AR R BV BIBRIRAE - I RBIFRIE —IRRRIELEH AR MBRIBRE
1 ~ FUIEIEARRERT 1 MBEE/NBYBRIRAE o

RAER #BHE

MRATE 2{PIRIGIEIE S

2ERH VST

fERE PEE R BT fEREPEBENERSZNRGE
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MAES ghHE
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* B—ERBHBRERFAE AT MBRIBRGAEMRES -

* FERAEEILEAREFREENMESEZD (B11 MBRE/NHIRE) o
* ERRAEEREFRARGOYG EMEMIFREGESR) o

Reason for change:
new policy

Rules are evaluated in order; starting from the top.

Rule Name Default Tenant Account

EC image files > 1 MB (4 .
2 copies for smallimages 4 —

Default rule (% v —

2054 © S3ARAEYIHAIILMAR B FI R R

MREMARAEEINFENSFHFRE « S UEILMERRFMAERIEBrRE A2
Z R ERVARA « FEUCEEIEB YIRS o
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RAES #HHE

HEER =ERFFEE - BEUNFENERFBC « 256%4DC1 ~ DC2H
DC3 °

MATE =h+5

2E6E NS T

RERE EHO0X « RE=HHMEAI0E (3+652K) ~ —H7EDCT ~ —fp
7EDC2 « —{A7EDC3 © fE10LEAETRES « FEMIBRYIE MRS -

Create ILM Rule step 2 of 3: Define Flacements

Configure placement instructions to specify how you want objecis matched by this rule to be stored.

Three Copies Ten Years
Save three copies for ten years

Reference Time Ingest Time
Placements & 11 Sort by start day
Fromday | 0 store | for v 3652 days el
Type | replicated v Location || pc1 * |[pez * |[pea * | add Pool Copies | 3 +|*%
Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. Ses Managing objects with information lifecycle management for more
information
Retention Diagram & < Refresh
Trigger Day 0 Day 3652
5 I
pcz C] g
i 5
Duration 3652 days Forever

Next
ILMARRI261404 3 TIESEE AR A A A pEfr 2 4E
AEBHILMRRFEF SR BIMEIF B RIRRA RS ~ Z3HA25F o

FRILMARR 1B AR YIRIFI AR ~ RSB BRI S—ERR « UEFELEMIEB AR - LLARRAIERIE
BRIREERFA2ERE -

FEUEEEHIR « REREFMEIFERIREEVES « MELEESSHEME o

RAER #BAHE
EEEIR WmiEfEFEE - SEMRAERNERTC « 2565 23DC1FDC2 °
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AR JEERATARAS @ MEmMID
2EEE JEERIFFFE
RNERE EHOR (HBHEIRIFERIFRE)  (FRRD ~ YRR A Rl A FE B AR ZASBIAR

—XFtR) ~ RIEERMYIHRAIIMEERESFRE2E (730K) ~—
fE7EDC1 ~ —{ETEDC2 ° fE2FATREF « sAMIBRIFRAThRAS -

Noncurrent Versions: Two Copies Two Years
Save two copies of noncumrent versions for two years

Reference Time Noncurrent Time ] v

Placements € 11 Sort by start day

Fromday | o store | for v | 730 days m ' |
Type | replicated v | | ocation ‘ Dci Add Fool Copies | 2 +| %
Specifying multiple storage pools might cause data to be storad at the same site if the pools overlap. See Managing objects with information lifzcycle management for more
information.

£ Refresh

Retention Diagram @

Trigger Day 0 Year 2
g wl
pcz Cﬁ i
Duration 2y Foraver

ILM/ZR ~ BI4N4 © SIHRASIEHI414
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Configure ILM Paolicy

Create a proposed policy by selecting and arranging rules. Then, save ihe policy and edit it tater as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make ihis policy fhe active ILM policy for the grid.

Mame ILM Policy for 33 Versioned Chjects
Reason for change store 3 copies of current version for 10 years and 2 copies of noncurrent versions for 2 years

Rules

1. Select the rules you want to add to the policy.

2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

| == Select Rules

Default . Rule Name ) Tenant Account Actions
l Noncurrent Versions: Two Copies Two Years (3 lgnors x
U4 Three Copies Ten Years § Ignore x

The default ILM rule in this policy does not retain objecis forever. Confirm this is the behavior you expect Othenwise, any objects that are not
matched by another rule will be deleted after 3652 days.
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Strict ingest to guarantee Paris data center

Description: Strict ingest to guaraniee Paris data center
Ingest Behavior: Strict

Tenant Account: Paris tenant (25580610012441844135)
Reference Time: Ingest Time

Filtering Criteria:

Maiches all of the following metadata:

System Metadata Location Constraint (53 only) equals gl-west-3

Retention Diagram:

Trigger Day D
ol ) I >
[
Duration Forewer
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2 Copies 2 Data Centers

Description: 2 Copies 2 Data Centers
Ingest Behavior: Balancaed
Reference Time: Ingest Time

Filtering Criteria;

Matches all objects.

Retention Diagram:

Trigger Day O
S O ——
Duration — Farever
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save ihe policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate io make this policy the active LM policy for the grid.

Name Example policy for Sirict ingest

Reason for change Do not store certain objects for Pans tenant in US

Rules

1. Select the rules you want to add to the policy.
2. Determine the order in which the rules will he evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
palicy and cannot be moved

| 4 Select Rules
Default Rule Name Tenant Account Actions
Strict ingest to guarantee Paris data center (§ Paris tenant (25580610012441844135) x
v 2 Copies 2 Data Centers 8 Ignaore x
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or deleie a proposed policy; clone the active policy; or view the details for any policy.

4= Create Proposed Policy | | i Clone | & Edit|| % Remové

Policy Name Paolicy State Start Date End Date
'®  Data Protection for Two Sites Active 2020-06-10 16:42:09 MDT
| | Baseline 2 Caopies Policy Historical 2020-06-09 21:48:34 MDT 2020-06-10 16:42:09 MDT

Viewing Active Policy - Data Protection for Two Sites

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Data Protection for Two Sites

Rules are evalusted in order, starting from the top.

Rule Name Default Tenant Account
Tenant A
One-Site E Coding for T tA
ne-Site Erasure Coding for Tenant A (497527343000322812036)
Two-Site Replication for Other Tenants (§ v Ignore
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Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy

« Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle managament for more information

Review the rules in this policy. If this is a proposed palicy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Data Protection for Three Sites

Rules are evaiusted in order, starting from the top

Rule Name Default Tenant Account
Tenant A
Three-Site E Coding for T tA &
Vi DI BRI DU for T (49752734300032812036)
Three-Site Replication for Other Tenants (& 4 Ignore
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Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name =+ S3 ObjectLock @ |+ Region * ObjectCount@ = SpaceUsed @ = Date Created =

bank-records v us-east-1 0 0 bytes 2021-01-06 16:53:19 MST
1
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Create ILM Rule step 1 of 3: Define Basics

MName Compliant Rule: EC objects in bank-records bucket- Bank of ABC

Description Uses §+3 EC across 3 sites
Tenant Accounts (optional} Eank of ABC (20770793806808351043)
Bucket Name equals ~ | bank-records

/ Advanced filtering. . (0 defined)
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Edit ILM Rule step 2 of 3: Define Piacements

Configure placement instructions to specify how you wani objects matched by this rule to be stored,

Compliant Rule: EC objects in bank-record bucket - Bank of ABC

Reference Time Ingest Time j
Placements & I Sort by start day
Fromday | 0 = | store | forever j |
Type | erasure coded j Location | Three Data Centers (6 plus 3) j Copies | 1 :| +
Retention Diagram @ 3 Refresh
Trigger Day 0
it )
(5 plus 3 tfia »
Duration Forewer

B B

S3YFEEEEFMILMARR2 | RFFEHRAY

EHILMIRR A B EHEFEEM _ LREEMEERYHER - —F& - CEH—PELSKAREEZIRHT
B o BRI RAI A Cloud Storage Pool ~ ELERFTFEZERER - A ERERASHIHHEENHER
REYt o

RAESR #HHE
MATE AIEER | ERERFFERN

HARRA KERE

HEFERTE KIEE ~ BEBRNAMASIMMHHEE (NEMREREREINE) NHTF

g ©

HEPE RIS KERE
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Create ILM Rule step 1 of 3: Define Basics

Mame Mon-Compliant Rule: Use Cloud Storage Pool
Description DC1 and 2 for 1 year then move to CSP
Tenant Accounts {optional) @ Select tenant accounts or enter tenant IDs

Bucket Name matches all

/ Advanced filtering. (0 defined)

= (]
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Create ILM Rule step 1 of 3: Define Basics

Name Compliant Rule: Twe Copies Two Data Centers
Cescription 2 copies on SNs from day 1 to forever, reference time is ingest
Tenant Accounts (optional} Selecttenant accounts or enter tenant IDs
Bucket Name matches all |E| Value

/ Advanced filtering. . (0 defined)

RAER #BHIE
2EHE VST

HIEME WHOKREIZE2X « AFREMEERRES | —EEERHO1BHFER
t~ B—EFEERF ORI EEFER L o

Compliant Rule: Two Copies Two Data Centers

Reference Time Ingest Time j

Placements @ It Sort by start day

Fromday @0 = store  forever LI A

Type | replicated j Location “ Data Center 1 || Drata Center 2 Add Pool Copies | 2 :I + | x

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Retention Diagram & 5 Refresh
Trigger Day 0
L 0 I >
Data Center 2 ﬂ
Duration Forewver

SV HE L BRI SILMERER!

AEEVAIANMRERATAAAEYMG (EEERASMHHENFEFERIYMG) NILMERR « MAAENFT S
FREMMHEERRIILMARR] o 2278 - G AR R E 2 ZRRA -

HERAERA
FEUESEHR ~ ILMERRIEZ =EILMARR] « IBFNTF -
1. —BEARRA - ERHERRIERFETEFFEF AN MBI « MEAASIMHHE - MHFERE0OXR
HEFEHFHR L - EEKNERHFEHTHRL -

149
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate to make this policy the active ILM policy for the grid.

Mame Compliant ILM policy for S3 Object Lock example
Reason for change Example policy

Rules

1. Select the rules you want io add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule {and any non-comphiant rule without a filter) will
be automatically placed at the end of the policy and cannot be moved.

i + Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC (§ ' Bank of ABC (90767802913525281639) x
Non-Compliant Rule: Use Cloud Storage Pool B Ignare x

o Default Compliant Rule: Two Copies Two Data Centers 5 e Ignare i
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