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Prepare for

decommissioning
* Review considerations
* Gather required materials
* Ensure no other maintenance
proceduresare in progressor
plnned
* Ensure nao EC repair jobs are

running
v

Navigate to the
Decommission page

v

Select
Decommission Node

Is
decommissioning
possible for the
node?

Resolve the issue

Yes No

OKto
decommission while
disconnected?

Is the node
connected?

Can you recover

the node? Contact technical support

Yes (data loss might occur)

Decommission the
disconnected node

v

Monitor data repair jobs
(Storage Nodes only)

Recover the node

———p| Decommission the node |(d——

Ensure drives are
wiped clean
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root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est/Affected Bytes Repaired
Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359

17359 No

949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359 0
Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359 0
Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359 0
Yes
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Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.
Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.
Grid Nodes
Q
Name v Site It Type It HasADC 1T Health Decommission Possible
BeiADuL b Enbar A Hode o Mo, primary Admin Node decommissioning is
not supported.
Mo, Archive Nodes d issioning i t
DCI-ARCL Data Center 1 Archive Node - ] % AN RECEs CRepiiiissaning B
supported,
[] ocre: Data Center 1 API Gateway Node - (V]
’ Mo, site Data Center 1 requires a minimum of 3
DC1-51 Data Center 1 Storage Node Yes o Storage Nodes with ADC services.
; Mo, site Data Center L requires a minimum of 3
DC1-52 Data Center 1 Storage Node Yes o Storage Nodes with ADC services,
y Mo, site Data Center 1 requires a minimum of 3
DC1-53 Data Center 1 Storage Node es 0 Storage Nodes with ADC services.
D DC1-54 Data Center 1 Storage Node No o
[] oce-aom1 Data Center 2 Adrmin Node (/]
: Mo, site Data Center 2 requires a minimum of 3
DC2-51 Data Center 2 Storage Node Yes 0 Storage Nodes with ADC services.
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Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

A A grid node is disconnected (has a blue or gray health icon). Try to bring it back online or recaver it. Data loss might occur if you decommission a node
that is disconnected.

See the Recovery and Maintenance Guide for details. Contact Support if you cannot recover a node and do not want to decommission it.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Search Q
Name V¥ Site 1T Type IT Has ADCIT Health Decommission Possible
DC1-ADM1T | Data Center 1 Admin MNode - Mo. primary Admin Node decommissioning is not supported.
DC1-ADM2  Data Center 1 Admin MNode - Mo, at least one grid node is disconnected.
DC1-G1 Data Center 1 APl Gateway Node - Mo, at least one grid node is disconnected.
DC1-31 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-52 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-53 Data Center 1 Storage Node Yes Mo, site Data Center 1 requires a minimum of 3 Storage Modes with ADC semvices.
[~ | DC1-54 Data Center 1 Storage Node No @
Passphrase
Provisioning
Passphrase
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A Warning

The selected nodes are disconnected (health is Unknown or Administratively Down). If you
continue and the node has the only copy of an object, the object will be lost when the node is
removed.

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID YWebscale system.

DC1-54

Do you want to continue?

oo o

REREMREE « AT THE) -

B SRR « BT SEMERE  7ERFHR « RAREERNERY « HRaaEnE
R o

Decommission Nodes
@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type 1T Progress 1T stage 3|
DC1-54 Storage Node Prepare Task

- OEHMIREEGT A « 51— T E45EEE* maintenance > System*>* RecoveryEf4* ~ BIRI7ZEY MikiE
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Decommission Nodes

The previous decommission procedure completed successfully.

€ Repar jobs for replicated and erasure-coded data have been started. These jobs restore object data that might have been on any disconnected Storage
Modes. To monitor the progress of these jobs and restart them as needed . see the Decommissioning section of the Recovery and Maintenance Guide.

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes

Search Q
Name v Site It Type It Has ADC 1T Health Decommission Possible
Mo, primary Admin Node decommissioning is
DC1-ADML Data Center 1 Admin Node () nm‘suppm’l’ed &
No, Archive Nodes decommissioning is not
DC1-ARC1 Data Center 1 Archive Node 0 : s
supported.
[ bae Data Center 1 APl Gateway Nade (]
No, site Data Center 1 requires a minimum of 3
DC1-51 Data Center 1 Storage Node Yes 0 SiorasENdes with Achservices
No, site Data Center 1 requires a minimum of 3
DC1-52 Data Center 1 Storage Node Yes 0 Stolrage Nodes with ADCqservices.
No, site Data Center L i ini f3
DC1-53 Data Center 1 Storage Node Yes Q S:::rsalgee N?):esTitjerE;Eqsl::;i:smrmmum i
I:l DC1-54 Data Center 1 Storage Node No Q
[] obcz-aome Data Center 2 Admin Node (V]
No, site Data Center 2 requires a minimum of 3
DC2-51 Data Center 2 Storage Node Yes Q Stc;rage Nodatwith ADCqservices
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The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.

DC1-535

Do you want to continue?
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Decommission Nodes

8 A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedurs is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type 1 Progress 11 stage 11
DC1-35 Storage Node 1 Prepare Task
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Decommission Nodes

The previous decommission procedure completed successfully.

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
. Q
Name v Site It Type It HasADC 1T Health Decommission Possible
DC1-ADM1 Data Center 1 Admin Node : (] ::‘ Z:g';:{;fmi” Nede decommissioning (>
DC1-ARCL Data Center 1 Archive Node - 0 :fps:r:;;e Hodes decorfimissioning s not
[l oaer Data Center 1 APl Gateway Node - (V]
DC1-51 Data Center 1 Storage Node Yes 0 ;];;;i:e ii?;?::::;ii‘;i:;i::i BT OF3
DC1-52 Data Center 1 Storage Node Yes Q g;_:;i; iitgeii:it;:;;Eil;i:\isc:;ninimum of3
DC1-53 Data Center 1 Storage Node Yes 0 :tc;: rsai; ?i?)tjei::it;: :I;Ei:i:;:;ﬂi BiFm GFS
D DC1-54 Data Center 1 Storage Node No Q
[] ocz-apmz Data Center 2 Admin Node - (/]
De2si P L Storage Node Yes Q Mo, site Data Center 2 requires a minimum of 3

Storage Nodes with ADC services.
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Decommission Nodes

€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click 'Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type 1T Progress IT  stage 1
DC1-55 Storage Node Evaluating ILM
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Review considerations

v

Gather required materials

v

Select Decommission Site

Is
Decommission
Possible?

Canyou resolve
the issue?

Select the site -

v

Review the site and

update ILM
Is Start No
Decommission

enabled?

Perform the site
decommission

v

Ensure drives are
wiped clean

BIFLENEE

You cannot remove
the site. Contact Support.
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Decommission Site

o 2 3 4 5 6

Select Site View Details Reviza ILM Remove ILM Resolve Node Monitor
Paolicy References Caonflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo. This site contains the primary Admin Node.
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Decommission Site

070 3 4 5 6

Select Site View Details Revisz ILM Remove ILM Resolve Node Maonitor

Paolicy References Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at
another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixture of connected and disconnected nodes. Before you can remove this site, you must bring all offline
{(blue or gray) nodes back online. Contact technical support if you need assistance.
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Decommission Site

@

o 0
Select Site View Details Revize ILM
Policy
Raleigh Details
Number of Nodes: 3
Used Space: 3.93 MB
Node Name Node Type

RAL-S1-101-196
RAL-52-101-197
RAL-53-101-198

Details for Other Sites

Total Free Space for Other Sites:
Total Capacity for Other Sites:

Site Name
Sunnyvale
Vancouver

Total

Free Space @
47538 GB
47538 GB
950.76 GB

FrE&@EmLe s A& ¢

BNRLEX

Storage Node
Storage Node
Storage Node

950.76 GB
950.77 GB

4 5

Remove ILM Resolve Node

6

Monitor

Referencas Caonflicts Decommission

Free Space: 47538 GB
Site Capacity: 47538 GB

Connnection State

Details

1.30 MB used space
1.30 MB used space
1.34 MB used space

Used Space @ Site Capacity &
397 MB 47538 GB
390 MB 47538 GB
7.87T MB 950.77 GB
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EEStorageGRID
3. TEMEM THhaMFAER ) B ~ sHMEERPEMIL AT AZER o
Details for Other Sites

Total Free Space for Other Sites: 5950756 GE
Total Capacity for Other Sites: 950.77 GBE

Site Name Free Space & Used Space & Site Capacity @
Sunnyvals 475.38 GB 3.7 MB 47538 GB
Vancouver 47538 GB 3.90 MB 47538 GB
Total 950.76 GB 7.87 MB 950.77 GB
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Decommission Site

@ o 4 5 6

Select Site View etai!s Revise ILM Remaove ILM Resolve Node Maonitor
Policy References Caonflicts Decommission

If your current ILM policy refers to the site, you must activate a naw policy before you can go to the next step.
The new ILM palicy:

« Cannot use a storage pool that refers to the site

s Cannot use an Erasure Coding profile that refers to the site

« Cannot use the default All Storage Nodes storage pool or the dafault All Sites site.
« Cannot use the Make 2 Copies rule.

» Must be designed to fully protect all object data after one site is removed.

Contact technical support if you need assistance in designing the new policy.

If you are performing a connected site decommission, StorageGRID will begin to remove object data from the site as soon as you
activate the naw ILM policy. Moving or deleting all object copies might take weeks, but you can safely start a site decommission
while object data still exists at the site.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer fo the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Selact Next to go to Step 4 (Remove ILM
Refersnces).
« Ifone or mara LM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Protection for Three Sites (3

@ The active ILM policy refers to Raleigh. Bsfore you can remove this sile, you must propose and activate a new policy.

Name EC Profiles Storage Pools

3 copies for 53 tenant - Raleigh storage pool
2 copy 2 sites for smaller objects - Raleigh storage pool
EC for larger chjects three site EC profile All 3 Sites

2. NRARFIHAEMFRA  FEIR TS UBES R (BIRILMBE)
T4 BIRILMBE
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever

Rule Name
® 2 copies at Sunnyvale and Vancouver for smaller objects &
|| 2 copy 2 sites for smaller objects (&
Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).

Rule Name Tenant Account
3 copies for S3 tenant (& 53 (61659555232085399385)
| | EC for larger objects —
¥l 1-site EC for larger objects (3 —
Wl 2 copies for S3 tenant (3 53 (61659555232085399385)
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Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active LM policy that refer to the site.

« [fno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM Refarences).
+ [f one or more ILM rules are listed, you must create and activate a new policy that does not use these nules.

Active Policy Name: Data Protection for Two Sites (5

No ILM rules in the active ILM pelicy refer to Raleigh.

oo
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Decommission Site

O—9© 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§ Delete Proposed Policy

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

Previous

a. EECMIPREEARRA" o
b. EMEETHEE S IRPIEEFRE
2. B R E R EARERNILMRRZISZIEE ©
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Decommission Site
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Select Site View Ilf)-&lails Re'-use LM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis
4 |LM rules refer to [aia Center 3 -

This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.
« Delete the rule.

Go to the ILM Rules page (&

Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m

3 copies for 53 tenant — Raleigh storage pool m

2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m

1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted
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Decommission Site

== Lo e
@ 4] 5 6
Select Site View Details Revisa ILM Remove ILM Resolve Node Monitor

Palicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM palicy.

No proposed policy exisis
No ILM rules refer o Raleigh
1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted b4

o |
5. B F—5" o
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.

Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected
« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenancs instructions.

Node Name Connection State Site
DC1-53-99-193 ¢

Type
Administratively Down Data Center 1 Storage Node

1 node in the selected site belangs to an HA group

Passphrase

Provisioning Passphrase @

2. NRAEFEREPEER « AR EEER o
a2 H TEiEStorageGRID MEFHFHEIE <1 MUk THREIRNIZR) o INFEIHE) - SARHE R IR -

3. EBFE EHRENERIVETRRIE LARES « AR RS (BORETRER) B9 THA Groups (HAR¥AE) | @Rk ©
HRFIBFFERARBEREURAE (HA) EFHEREFAIENRS o
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Decommission Site

O—0 0 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

MMERHHAERIERS ~ SFIT FHIEHP—IR ¢

° MREEEER T ENHABHELURRIRERAE o
° BRI S EERIERAIHARE - 552 % &1 StorageGRID IhaEl RIFRAA o
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

- MRCEFHFFAGRESBUHERERR © SFEICRBIUHERE
LEGHHERIRBIA SRS - RFHREX « TE2RIFELAIETEEK « WBEE#ANEHE -

A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
= OC3-51
= DC3-52
« [DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistency o prevent object
metadata from being writtan to the site being removed. Client write and delste operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. wesks, or even months to complete. Select Maintenance >
Decommission to monitor the decommission progress,

Do you want to continue?
for]
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7. BRES - MREEFFHRE « FERUHEE"

EEMPERAERER « FHIR—RIFAR - RIFAVERERRENMEME « LREFAIERE—LERH -

Passphrase

Provisioning Passphrase @

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,

.:-.:n'
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Decommission Site
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QO © © & &
Select Site View Details Revise ILM Remove ILM Resolve Naode Monitor
Palicy References Conflicts Decommission

8 A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to
download it

() #RRTRIREES  URRERN BRI ERIER « RIS -

a. FEEV B hAYELS « 5(38EEY* maintenance > System*>* RecoveryEf4* o
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Decommission Site Progress
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Data Movement from Raleigh
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Node Progress

 FRESEREMBEER « REBBHZ VERME - FEEZHREREFHBGETER

€ Depanding on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate |LM

The progress for each node is displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Name

RAL-51-101-196
RAL-52-101-197

RAL-S3-101-198

¥ Type

1T Progress 11 stage 1
Storage Node & gizgznr[}n;stziuning Reaplicated and Erasure
Storage Node i gizz?rgiizioning Replicated and Erasure
Storage Node l g;;it;r[}n;s;inning Replicated and Erasure
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4. EFTEERENED R BMBRZE  FEFHRILSBUNREFETR

° fE*&1ECassandra *F B + StorageGRID #+¥H{RBIEAIME P ICassandragz EEEI T ERNETE o 174

BPREBRNRFHMBENE « BEEEIERZERRAEANEH o
Decommission Site Progress
Decommission Nodes in-Site Complsted
Repair Cassandra In Progress ':E

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or more,
depending on how many Storage Nodes remain in your grid.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remeove Configurations Pending
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RMRTEZBIAI Storage NodefdFE R &R - A TEAAI Sitesih & ©
° &~ TE TRBRAERS) TR -~ EAHILES REMMNRG2RBENERNEZRIB OB o

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Prefiles & Delete Storage Pools Completed
Remaeve Configurations In Progress :,:f

StorageGRID is removing the site and node configurations from the rest of the grid

S. BRUHZERFTHE - BCHZEELEEERTAIIAE « BRRAAILKABETR

Decommission Site

o 2 3 4 5 6

Select Site View Details Revize LM Remove [LM Reszolve Node Monitor
Palicy References Canflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodes af the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not he able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Sunnyvale 479 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.
FER &
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