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Decommission Site

o 2 3 4 5 6

Select Site View Details Reviza ILM Remove ILM Resolve Node Monitor
Paolicy References Caonflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo. This site contains the primary Admin Node.
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Select Site View Details Revisz ILM Remove ILM Resolve Node Maonitor

Paolicy References Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at
another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixture of connected and disconnected nodes. Before you can remove this site, you must bring all offline
{(blue or gray) nodes back online. Contact technical support if you need assistance.
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Decommission Site

@

o 0
Select Site View Details Revize ILM
Policy
Raleigh Details
Number of Nodes: 3
Used Space: 3.93 MB
Node Name Node Type

RAL-S1-101-196
RAL-52-101-197
RAL-53-101-198

Details for Other Sites

Total Free Space for Other Sites:
Total Capacity for Other Sites:

Site Name
Sunnyvale
Vancouver

Total

Free Space @
47538 GB
47538 GB
950.76 GB

FrE&@EmLe s A& ¢

BNRLEX

Storage Node
Storage Node
Storage Node

950.76 GB
950.77 GB

= 5
Remove ILM Resolve Node
Referencas Caonflicts

6

Monitor

Decommission

Free Space: 47538 GB
Site Capacity: 47538 GB

Connnection State

Used Space @
397 MB
390 MB
7.87T MB
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Details

1.30 MB used space
1.30 MB used space
1.34 MB used space

Site Capacity &
47538 GB
47538 GB
950.77 GB
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Details for Other Sites

Total Free Space for Other Sites: 550 76 GB
Total Capacity for Other Sites: 950.77 GB

Site Name Free Space © Used Space & Site Capacity @
Sunnyvals 47538 GB 3.97 MB 47538 GB
Vancouver 475.38 GB 3.90 MB 475.38 GB
Total 950.76 GB 7.87 MB 950.77 GB
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.
1 disconnected node in the grid Fs

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and

mainienance instructions.

Node Name Connection State Site Type
i
DC1-83-99-193 05 Administratively Down Data Center 1 Storage Node
1 node in the selected site belangs to an HA group v
Passphrase

Provisioning Passphrase @

=3
2. NRBEAIEREPEELR « B HEMELR o
A2 ERIZE" o WIFEWHED  FREHARRIT R
3. EFfBEEFENEMRINENRERIE LR SRS IRS (BURENRLEZE) B THA Groups (HABHH) | BEL o
IERFEPPEIL SR BRERTAE (HA) BHAERERENRS o
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Decommission Site

O—0 0 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected

Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

4. MNRF)BERERR ~ FHIT I EP—IE

° MREEEER T ENHABHELRRIRERAE o
° BRI S EEIERAIHARE - F26) [E3EStorageGRID IhEEl BYERER °
MRFAAEEIIEER - BFrBIEa R A MEANHARE « AR B RECERE R -

o MABRICERBRBATS o
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

- MRCEFHFFAGRESBUHERERR © SFEICRBIUHERE
LEGHHERIRBIA SRS - RFHREX « TE2RIFELAIETEEK « WBEE#ANEHE -

A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
= OC3-51
= DC3-52
« [DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistency o prevent object
metadata from being writtan to the site being removed. Client write and delste operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. wesks, or even months to complete. Select Maintenance >
Decommission to monitor the decommission progress,

Do you want to continue?

=1
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Passphrase

Provisioning Passphrase @

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,
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Decommission Site

o, == . . r—
iy £5 £ A )
QO © © & &
Select Site View Details Revise ILM Remove ILM Resolve Naode Monitor
Palicy References Conflicts Decommission

8 A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to
download it

() #RRTRIREES  URRERN BRI ERIER « RIS -

a. FEEV B hAYELS « 5(38EEY* maintenance > System*>* RecoveryEf4* o
b. F& .zip &2 :

BRIV "IETE FEIEE M o

@ HAREMEEMHER - BAHEHPE IR AIREStorageGRID ZAMEUSERIRINNEZ L 5B

2 o

2. £ TENBE) BX  EEMFERIT B EHMMIG G -
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1

Decommission Site Progress

Ll L . M
Decommission Nodes in Site

in Progress = &

Data Movement from Raleigh
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Node Progress

€ Depanding on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate |LM

The progress for each node is displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Name

RAL-51-101-196
RAL-52-101-197

RAL-S3-101-198

MREIEEEIEE

WLDRIREE A EFHA

R EEREMMERRIEER

LMR&EZEARRE
APREIZTS
SERY

¥ Type

1T Progress 11 stage 1
Storage Node & gizgznr[}n;stziuning Reaplicated and Erasure
Storage Node i gizz?rgiizioning Replicated and Erasure
Storage Node l g;;it;r[}n;s;inning Replicated and Erasure
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4. EFTEERENED R BMBRZE  FEFHRILSBUNREFETR

° fE*&1ECassandra *F B + StorageGRID #H¥H{RBEAIME P ICassandragz EEEIT T ERNETE o 174
HPREFNFEFEERMEME « EEBETRERTESR RN B ARG o

Decommission Site Progress
Decommission Nodes in-Site Complsted
Repair Cassandra In Progress ':E

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or more,
depending on how many Storage Nodes remain in your grid.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remeove Configurations Pending

° £ FRECREREMMRHEFE RN TP « FETTIILMESE !
* ERENENSNHRESREREEEA -
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* A2 REEHREEERNE SR o

FRrEEFEEEEM ( StorageGRID 11.6 RERArZA) th &k - AACER Al
Sites | (FAAILER) WE °

© & 1 [BIRER ZRP - ARG REHMHNTGFS R GEEROEFIOBER o

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Profiles & Delete Storage Pools Completed
Remaeve Configurations In Progress :,:‘E

StorageGRID is removing the site and node configurations from the rest of the grid

o. BRUNZERFTHE - BVHZEELEEERRAIIAE « BRRAVRAILKAEER o

Decommission Site

o 2 3 4 5 6

Select Site View Details Revise LM Remove [LM Resolve Node Monitor
Palicy References Caonflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodas at the site and the site itsalf are parmanantly removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not be able to remove certain sites. For example. you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity © Decommission Possible
Sunnyvale 479 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.

SRR &
FTERIE SBUHEERRFR ~ sFyem FFIIE :

* BRERA S TFIAREF RIS E R B - FRATHENERHAR T RIS « XA BZ2 ISR

21



22

BRI RBYE R o

* MRLEEZT—NZEEIEER « HifStorageGRID MEERAKERUAE—FA (SSO) - FHiltActive

Directory Federation Services (AD FS) PRzt SHIFRBE KBS E1E ©

* EEBISEUHR AR E SRR Z R « SARIRMERRIE RS



RRIEE

Copyright © 2025 NetApp, Inc. FRTEFRE o GEEIR ° IHEREFMB ARASERET » MERARERE T
Eg&ﬁ%ﬁﬁu&ﬁﬂ?ﬁﬁ&ﬁﬁ % (B ~ EFTEm) B8 aiEFH - 8% - REREEEEFRERSR

9 NetApp hRIEERHTHRZ SRS RET FIIIREN REEHHH !

LEEREELA NETAPP TRER) 21 » AREAAREETRAVER » SEEFRNAERESEERREENEREZ
R > LB - RMEAIBERT > EREENRSENEMER EEEZEZIE « BN - MBI « 155k « &
SEFHTEMIRE (BEEFRRENBEMmIBRTE 25K ; £/ - BRSFIE LRRX | NEEEEDE) - &
it £ AL BE R LUE RS TUFREE A ~ BEESRIETS (BB EM) F75HE > NetApp AR
88 IMEERSNAERNIEZEFEZAREMSETRA o

NetApp 7 & FER £ B APt 2 (R R E BRI > -OARS1TEA o NetApp FEERERERAX PRtz EmimE
EREEET » FRIFEFIELEE NetApp EEHFEE - EANBEILLERT A EEREEMEFE « HIEESER
Hth NetApp & =M ERERIIET FERIRME

AFEMAFz EmZE—IE (8) ULRNEEFF - BSNEFISEREFREFFRE

BIRHERIEREE © BUTHRAIRIER « BRI AREEES DFARS 252.227-7013 (2014 £ 2 A) #1 FAR 52.227-
19 (2007 &£ 12 B) mfy TEMTERER) - JEmEIBERL & (b)(3) /N&RFFk Z PR ©

IEEFrE BN EEERN / WEERY (W FAR 2.101 FAER) HERISA NetApp, Inc. FiF © iRIBEA GRS
HBIFRE NetApp FMTERMERSREEBREENE » TEXZHMALERE - ZEBREFHRZERAS
JEERE ~ JFEGE « JFEIRE « 21K - BRARAMIENERER » ERNERBFASHIEERAISAFRAR
2 #E > WEREBITZENZENATER © IRIEAXSBERE » BRIEKRL NetApp Inc. EFIEEFTH » ~F
E1TER ~ 185 ~ ER B~ BITRETZER - ERIBNTE FREIFE 25T ol #F > ZE A DFARS R
252.227-7015(b) (2014 & 2 B) FritER] o

AR E

NETAPP ~ NETAPP 125§ http://www.netapp.com/TM Fr5l| Z {25192 NetApp, Inc. BIFEIE o SXHFRH R RFR
BHMARANERLE  MAHSEMEENERE > REEIE -

23


http://www.netapp.com/TM

	取消委任網站 : StorageGRID
	目錄
	取消委任網站
	移除站台的考量
	當您取消委任站台時會發生什麼事
	連線站台與中斷站台停用程序之間的差異
	移除已連線或已中斷連線站台的一般需求
	資訊生命週期管理（ILM）需求
	連接站台的物件資料考量
	連線站台取消委任的其他需求
	中斷站台停用的其他需求
	移除網站時的一致性考量

	收集所需資料
	步驟1：選取站台
	步驟2：檢視詳細資料
	步驟 3 ：修改 ILM 原則
	步驟4：移除ILM參考
	步驟5：解決節點衝突（並開始取消委任）
	步驟6：監控取消委任


