StorageGRID f#/RH LR
StorageGRID solutions and resources

NetApp
December 12, 2025

This PDF was generated from https://docs.netapp.com/zh-tw/storagegrid-enable/index.html on December
12, 2025. Always check docs.netapp.com for the latest.



Sk

StorageGRID f#R 5 REE R
72X StorageGRID sHHERAERY 5 ER
SERRE
& StorageGRID
BERENR B RAS R
BB IRERERAE KB
StorageGRID 12.0 £&@EEENE = FBRH R
B = HRRFZEB £ StorageGRID NetApp_EE&:%
B =R EBEBStorageGRID ¥4 58 E 5%
StorageGRID ZiEHI IR RR T 5
StorageGRID ZiEMFIREERZR
StorageGRID 11.9 E&:EII IR IR fiRIR 5 28
B = RR T ZEE7EStorageGRID NetApp EE&:S
FB=HRRFEBEBStorageGRID ¥4 58 E s
StorageGRID ZiEMB IR RRAS F
StorageGRID ZiEMEAREIETZI(
StorageGRID 11.8 EgsERV 7 11 BRI iR 5 28
B = HMRRSFZEBEStorageGRID NetApp L E&:%
B = HRRSZEBEBStorageGRID ¥4 88 E 5%
StorageGRID 1B I RRA S F
StorageGRID ZiEHRAREIETZ(
StorageGRID 11.7 B&:& R JI R AR R /5 28
B = HRR S ZEBEEStorageGRID NetApp L E&:E
F=HRRFEBEBStorageGRID ¥4 58 E Esg
StorageGRID iRV IR fRR 5 28
StorageGRID ZiEMEAREIETZI(
IBIBEEEE RIS = 7R 5 % StorageGRID
B = HMRR5ZEBEStorageGRID NetApp L E&:%
B HRRRFZEE B BStorageGRID Y4 $H EER:H
StorageGRID ZiEMIHR IR F
IBIBEEEE RIS = F R 5 % StorageGRID
= AR FZEBEStorageGRID NetApp L E&zE
B = HRR S EBEiBStorageGRID ¥4 4 E &R 5
StorageGRID ZiERVH IR fRR 5 2
IBIBEREERYSE = 5 RIR 75 ZEStorageGRID
B = HRRFZEBEEStorageGRID NetApp L E&:%
StorageGRID ZiEMH NIRRT F
IBIBERFERYSE = 5 RIR 75 ZStorageGRID
B = HRR G ZEBE1EStorageGRID NetApp L E&zE

AR EMHENER TE

S AIEREYGEIBER TE

F RS ENER TE

S AIEREYGEIBER TE

F AEREMHENER TE

AR EMHENER TE

© © © 0 0 O O O O O W W W W N NN -

N ND ND DN A A v vy a2y
N N -~ O O © © 0o 0o N N o o o b~ BADNMNDNMNDN-_2 -~



StorageGRID <iEBI IR AR 5 58 23

IBIBEREE RIS = R 5 % StorageGRID 23
B = HfRRFZEBEEStorageGRID NetApp LE&:E 23
StorageGRID BRI 1B fRIR S % 24

EmIhsERs 26

£/ StorageGRID BIRE RPO : REMZILEEEIER 26
StorageGRID 42& 26
StorageGRIDHYZ RPO E3K 30
BZELL 5 ETRLSEHE 30
B2 IhaEE 31
ZIh B ZHREE 34
ot 35

AAWSE{Google CloudiE 1 Eimf#iFE Rt 36

#Azure Blob StoragefEil EimfAF &R 36

FERERFFERNETED 37

B 7E StorageGRID 2B AR 38
&7 38
EIAUEPIRATE SRS 38
fE£FAAmazon OpenSearchi$ S & ARFS 39
& RS IR EL4E AR 43
HESRORFEAISBELIES 45
T & IRFS ImALAR RS 48
Bucketi SE & ARFSAHAS 50
GG %=t u=6l 54

EELE R 54
ERLENE S 54
ENEAR BN BETR 54

AL EMEEMNIL S SHENEREEER 57
BB SRINEEEIE o7

A BT ER B ONTAP S3 8 E StorageGRID 62
FEiBRY BT ETE ONTAP S3 |E#Z 88 E StorageGRID ~ BIR{EZEAR S3 62
EBRYH B ETER BT ONTAP S3 |EFT8EE StorageGRID ~ BIRMBHEAR S3 62
BB B ETF R AL ONTAP S3 B3 88 E StorageGRID ~ BIR{EZEAR S3 74
FBRY R ETFR BT ONTAP S3 |E#Z8EE StorageGRID ~ BIRMEHAR S3 86
FEiBRYIG BT ETE ONTAP S3 |E#Z 88 E StorageGRID ~ BIR{EZEAR S3 94

TRERERENISmM 100

£ Cloudera Hadoop S3#&1%23StorageGRID $&HCFE A 100
AT EEEAS3ARH I THadoop TIERTZ ? 100
2R TE S3AEEEILUE A StorageGRID Sfor 100
HlE S3AEEStorageGRID SfefJE4R 104

fEAS3cmdiBlst StorageGRID K R&3S31E ST 1B A ERITZEY 107



LTI RERES3cmd 107

FIYR4ERS D ER 107
BEARap <SG 108
Vertica EontE X & kI B {55 FENetApp StorageGRID LAt R ETF & 108
fE7T 108
NetApp StorageGRID #:fit7iE:% 110
fFEon ModeZ2 4 TE AEREPBIRIT A ~ Wi 2 7 L 8 7 StorageGRID Rt 111
AR AT B E M E 121
A FER2 50 8% 121
fE FelkifE EEITELER DM StorageGRID 121
=K 121
HHINESE 122
& 122
& 122
HE&ER 126
fE A Prometheus#l]GrafanazRiE R IEIZ(R & B 127
EMD 127
B8 Prometheus 127
LI K& E Grafana 136
£/ F5 DNS &1 StorageGRID 215 & & T 143
&7 143
F5 BIG-IP Zih#iStorageGRIDECE 143
ihm 158
Datadog SNMP#RRE 158
5% % Datadog 158
&£/ rclone 7£ StorageGRID 388 « iR B IR 161
ZENERTE rclone 161
EARp<H A 170
fEF Veeam {7 EIE R EITEIE R StorageGRID RIEEBEFEMUE 173
HaE 173
Veeam #HAE 173
StorageGRID #B%& 174
BIFER 177
ES¥E StorageGRID 182
AR AR EMER 185
fE£F3 StorageGRID 5&7E Dremio Bkl R 185
%7€ Dremio BRI AIR 185
B 185
NetApp StorageGRID #&#C GitLab 188
YRR EESC Rl 188

EFFAPIEA 190



B5t MR8 StorageGRID A Rz HERIS3NNZEIE
fARR23IHIMNE (SSe)
FRRFIRENERETARSHMNE (SSE-C)
#FEFARBIHMNE (SSE-S3)

B3 I TR&EStorageGRID S3#4F 4 E IHAE
=pcy=]

ERRBIEET
FERRE
AERBREEERRENWG

StorageGRID AREY R B FIHERR
RRIBAENE
R AWS REIES 23
BHAFA] (1AM)

ArEgi=Al

StorageGRID FEY#TER 4 dniEHA
HEREHERRLE
e BEARBSAVAEE
BB AR ERETEE
REE (FERRAME) RERNEBEEARIEEE A
ARSI A TR BY 4 dn B HA SR BR 6 151

+2A
:%l:l off

BATHRE
StorageGRID % fiT#R & 7T
NetApp StorageGRID E1E £ &R
NetApp StorageGRID &£ Z A
% {A3%4#2 StorageGRID REEIBE KL ?
M S3 Mt EEAEERNHEN S Lakeouses : LLERFAZE
Hadoop S3A F3#%
2 Hadoop ?
Hadoop HDFS #1 S3A %58
Hadoop S3A 1Z5EAIK
TR-4871 : f£f CommVault 23 StorageGRID &7 7 ELER
/3 StorageGRID 1 CommVault {53 FRIEE K}
BRAIRNER SRS
StorageGRID FRiEEEI5R
WITERMRETLIE
IEREEKRERE
IR E AR EE
TR-4626 : B & T s
1 7 77 R 7 B2 3 F- 23 F8 B StorageGRID f$
fE A StorageGRID & £ 1725

190
190
191
192
193
193
194
195
196
198
198
200
207
212
214
214
215
217
217
217
221
222
222
222
222
223
224
227
227
227
227
232
232
234
235
237
245
246
247
247
248



BERZYN{AI7E StorageGRID FE{E HTTPS #Y SSL /&% 249

£ StorageGRID & EEENH IR E & & T 1§83 249
BRAH R E TR e & TS 250
BXf# StorageGRID 4AREAYZ(E EFZE 51 253
&35 StorageGRID H#J SSL E48 256
BEfZ StorageGRID FYEERE & # T H13ER 256
TR-4645 : Z&IHEE 257
REVHFREFH StorageGRID BRI 4EE K% 257
BRERZEE 258
MM EERZ2 % 263
RREERZRINEE 265
TAaLRINEE 267
RinES 269
TR-4921 : $hZEERFEHE 269
=& StorageGRID S3 ¥ G Z#HRUBENRE 269
Y EEE R B RERAE AL 270
fERE R AR B B iR A B IR ThAE SR S0 Eh R EN RS 273
FERABEREN IAM FRINRAS SRR RS # RN e 276
RIS RE M 279
TR-4765 : B5#F StorageGRID 280
StorageGRID E5iZf§7T 280
£ GMI B&FRMZKEEIE StorageGRID 281
EARERAKREE StorageGRID 282
StorageGRID HRHEREEEIEIHAE 283
5 StorageGRID Y Curl IZEUEIZE 286
{65/ StorageGRID H#J Grafana f&&RIRIGIRIGIE 287
£ StorageGRID H{FHRE 2R 288
fEFRFEIZE0 87 2R B5#E StorageGRID 291
£/ StorageGRID FERFEZTNIRHTT Splunk 291
TR-4882 : %4t StorageGRID 48 291
L4 StorageGRID 7T 291
224t StorageGRID BN E& M 292
%4 Docker for StorageGRID 301
# StorageGRID ZE{EEIRLAHRRNESE 301
Z4E StorageGRID 1RIKMEFNE S 306
%% StorageGRID #HAEHEZE 306
E{EhStorageGRID TX1EARTS. 308
7E StorageGRID H&%E Grid Manager 308
¥ StorageGRID EHEFAE R 310
ik & ZF StorageGRID 311

7 StorageGRID 35 MBI 4% F 4K 312



%A StorageGRID BIABHR EIES
$5%E StorageGRID FJ NTP {alfR23:¥ 4k}
$5% StorageGRID HJ DNS falfRassF A&+
57 StorageGRID B A ZRHE
1% BI4ERE I SEAY StorageGRID %28t
4K StorageGRID FRI#EHLEREL
TR-4907 : {#F8 Veritas Enterprise Vault 22 StorageGRID
57 StorageGRID 1T RIEHZEMN
5% 7€ StorageGRID #0 Veritas Enterprise Vault
#1¥ WORM f#77:% € StorageGRID S3 #1488 E
5 E StorageGRID it & RIERELUETTKEIRIE
17HY StorageGRID sH&HEREERYH BR
SERA
& StorageGRID
NetApp StorageGRID &B5&1%
NetApp StorageGRID E @&
EEEHA
hRHE
il e
=7
PERAREEL SR
F R A HS

313
317
318
319
320
322
322
323
323
328
332
335
335
335
336
338
339
339
339
339
339
339



StorageGRID f#RF RHEH



Vi

1ZEY StorageGRID :H{HLERRERY L B

AETEAIRE NetApp S1FRY NetApp HEA S ~ S1EBHMEBERR o

sEIRA

1. ERENEEEFIMAE MRS "NetApp 2" o
a. SHFEE MR ERAMBIARAEA ©
b. IIREERKBIRF > FHRELHKRBEA » ABEET—F -

2. BAUSFRIMIIRRS) « RENERREAE NEERR) - BREEM  FR—T "EREEEEEREF
By T 24 o

3. BB THEMRIE (EAERERER o

4. 77 TER) BEAH - BT . THNIRAFEFEHHMILE _ CHEFIMAMIE _ - RBEBERFEITH
StorageGRID sF{HEES © |

a. &5 NetApp RESABRIES « ZABEZRCEFICEESR o

T & StorageGRID

1. R ERGEBBELAIZEZ % - NetApp TEAEBBAEFHEENTEIREEERFBERAE
EXAE o
2. & "StorageGRID FH{L#rpa"

@ HARIZHERERAIN zip 182 o 1EREBFEEEN% StorageGRID-Webscale - <version>
vSphere\NLF000000.txt °

TEHHRER—ERESY - EERNEZEREEER - UNSERENX - A THFREREBE - £/
B RFRIUNRA WRRSIRERA « A SEISEFEUE - BEIRIEFA BN IFIHERE ERERIEX
fracix « AR AEESPREMFIPIERENFREIGE -

@ BRdt MEXIEZERMAE MASHY StorageGRID ~ ERZHMRIAESENIRE o FHXER
*BRIEBERRAMREIENFERE « TRIFRM ;- -

WA Ll ERAIERIRERE ~ sBHf4S StorageGRID.Feedback@netapp.com ©


https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
mailto:StorageGRID.Feedback@netapp.com

At

E%ﬁmﬂ’]hﬂﬁrfﬁf"ﬁﬁﬁﬁﬁm
ESREBNHIBERAS R | 85

NetApp B FZFIRS1EBH S F « ERREE LR A f5ECStorageGRID fEF © sEIRBIAEIRBYEN - BRAZI
LEARFRE BB « LEBEANER FTRUSHMET -

[

BINetAppE FIEE S AR © RBTHAAE  LECRITACBAS « ARBRENNAppRA S RIS
BEB LR AR B

StorageGRID 12.0 KB ENHE = H R

U E=HRRFZECERE T EStorageGRID 12.0 12FEH - + MRECESHMERAZE
KB > BEARIEAINetApp R AR ©

B = HRR 5 ZE7EStorageGRID NetApp_LE&:E
ELEMRFZE MBS ERHERERE -
* EE)

¢ Alluxio

» Apache Kafka

* AWS 4L

 Bridgestor

» Cantemo

* Citrix A B HEEE

* Collibra ( Collibra B E & ERRA 2024.02 )
» CommVault 11.

* Couchbase 2734 2.0

» CTera Portal 6.

 Dalet

» Datadobi

» Data Dynamics StorageX
gt

* HEREEER

* Heh

* BEESRR (BERGEE)
* Emam

* Fujifilm¥)14 5818

* GitHub7EZ{FIAR S


https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become

* IBM FileNet

* IBM 77 {RE

* Interica

» Komprise

* Microsoft SQL ServerE£2& Kl # &%
* fREl9.

* Modzy

* Moonwalki&H

* RyF

* Nasuni

* OpenTextX{416.4

* OpenTextX{§21.4

* OpenText InfoArchive 16 EP7

* fEfCyanGate Cloudi1TOpenTextiEiE E1E16.5%
* 2RI

 PixitMedia ngenea

* BhERIERIE2.0

 Point Storage Manager 6.4

* Primestream

* Quantum StorNext 5.4.0.1

* Reveville v10 build 2207065, #f ik Zs
* RRubrik CDM

* s3a

* SHER

=

* SPECtra Logic on — Prem Glacier
* Splunk Smartstore

« Starburst

+ R

* Trino

* Varish Enterprise 6.0.4

* Veeam 12.

* Veritas Enterprise Vault 15.1

* Veritas NetBackup 10.1.1 & BE#Hr4s
* Vertica 10.x

* HEMOAR



« Virtalica StorageFabric

* Weka v3.108{ E#rhx 2~

B=HRRAFHEEBEEStorageGRID ¥4 EERE « I EARSWHHNIBER TE
LA H REEERESEB R o

* CommVault 11Z5ERRZS26

* IBM FileNet

* IBM f#TF{RE

* OpenTextX{421.4

* Rukrik

* Veeam 12.

* Veritas Enterprise Vault 15.1

* Veritas NetBackup 10.1.1 & B #Hras

StorageGRID Z 3RV /IR fRIR S 2
BLERRAZEEBEAE o

* ERIEERAS

* Axis 383l

* —Et 360

« DataFrameworks

* EcoDigital Diva £ &
* Encoding.com

* Fujifilm#{4+ 5518

* GE Centricity Enterprise Archive
* Gitlab

* Hyland Acuo

* IBM Aspera

© BREREAMR

* OnSSI

* REACH 5%
SilverTrak

SoftNAS

+ QStar

e Velasea



StorageGRID ZiEHIRIR BT
BLERRSREBBA -

* Entrust IIZZ&2F 5 v10.4.5
* Entrust KeyControl 10.2.
* Hashicorp Vault 1.20.2

* RELEIBESIEEES 2.20

StorageGRID 11.9 Es:8 RV I i iR 5 =

TIB A RRE R R E@BEE « FIEAC StorageGRID 11.9 £/ ° +MIRIGESIKAVAE
RIEERYE « BHHEERINetAppE A K ©

B =R ZEE £ StorageGRID NetApp LE&&:E
A R D AR A (B AR o
* EE

¢ Alluxio

» Apache Kafka
* AWS ZHEEL
 Bridgestor

» Cantemo
* Citrix R A HEEE

* Collibra ( Collibra BE¥}ER{KhRZS 2024.02 )
e CommVault 11.

* Couchbase 27347 2.0
» CTera Portal 6.

 Dalet

» Datadobi

» Data Dynamics StorageX
gt

* HEREEER

-

* BHESRER (BFERERE)
* Emam

* Fujifim¥{4 88 1E

* GitHub7EZ{FIAR S



* IBM FileNet

* IBM 77 {RE

* Interica

» Komprise

* Microsoft SQL ServerE£2& Kl # &%
* fREl9.

* Modzy

* Moonwalki&H

* RyF

* Nasuni

* OpenTextX{416.4

* OpenTextX{§21.4

* OpenText InfoArchive 16 EP7

* fEfCyanGate Cloudi1TOpenTextiEiE E1E16.5%
* 2RI

 PixitMedia ngenea

* BhERIERIE2.0

 Point Storage Manager 6.4

* Primestream

* Quantum StorNext 5.4.0.1

* Reveville v10 build 2207065, #f ik Zs
* RRubrik CDM

* s3a

* SHER

=

* SPECtra Logic on — Prem Glacier
* Splunk Smartstore

« Starburst

+ R

* Trino

* Varish Enterprise 6.0.4

* Veeam 12.

* Veritas Enterprise Vault 15.1

* Veritas NetBackup 10.1.1 & BE#Hr4s
* Vertica 10.x

* HEMOAR



« Virtalica StorageFabric

* Weka v3.108{ E#rhx 2~

B=HRRAFHEEBEEStorageGRID ¥4 EERE « I EARSWHHNIBER TE
LA H REEERESEB R o

* CommVault 11Z5ERRZS26

* IBM FileNet

* IBM f#TF{RE

* OpenTextX{421.4

* Rukrik

* Veeam 12.

* Veritas Enterprise Vault 15.1

* Veritas NetBackup 10.1.1 & B #Hras

StorageGRID Z 3RV /IR fRIR S 2
BLERRAZEEBEAE o

* ERIEERAS

* Axis 383l

* —Et 360

« DataFrameworks

* EcoDigital Diva £ &
* Encoding.com

* Fujifilm#{4+ 5518

* GE Centricity Enterprise Archive
* Gitlab

* Hyland Acuo

* IBM Aspera

© BREREAMR

* OnSSI

* REACH 5%
SilverTrak

SoftNAS

+ QStar

e Velasea



StorageGRID ZiEHIRIR BT
BLERRSREBBA -

* Entrust iIZ%Z2F & v104.5

* Entrust KeyControl 10.2.

* Hashicorp Vault 1.15.0

» Thales CipherTrust Manager 2.0

» Thales CipherTrust Manager 2.1.
* Thales CipherTrust Manager 2.2.
* Thales CipherTrust Manager 2.3

» Thales CipherTrust Manager 2.4.
» Thales CipherTrust Manager 2.8

» Thales CipherTrust Manager 2.9.
* Thales CipherTrust Manager 2.10
* Thales CipherTrust Manager 2.11.
» Thales CipherTrust Manager 2.12.
» Thales CipherTrust Manager 2.13
» Thales CipherTrust Manager 2.14
* Thales CipherTrust Manager 2.15
* Thales CipherTrust Manager 2.16

* RELTBEEEERSS 2.20

StorageGRID 11.8 B8V /I s iR 5

T IS RS R B @RS « nJHEEC StorageGRID 11.8 A o +
MRRYNHECESHHIERTS E ~ sBHH4E SR NetApp BERLE ©

B=FHRRF5ZEEEStorageGRID NetApp L35
BLEMRAA R ABASEBHHERRAR -
* EH

¢ Alluxio

» Apache Kafka

* AWS Z5ERE

* Bridgestor

» Cantemo

* Citrix A A HREI1EE

* Collibra ( Collibra BE#}mmE &{EhRkZs 2024.02)



10

CommVault 11.

CTera Portal 6.

Dalet

Datadobi

Data Dynamics StorageX
EE

ALYy

Ebs

BMHESRE (BIEREE)
Emam

Fujifilm¥) {4 E51E
GitHub1E 2 {AIAR 2%

IBM FileNet

IBM {77 {R:E

Interica

Komprise

Microsoft SQL ServerEE2 & Fl#E
Litle)

Modzy

Moonwalkz& H

{353

Nasuni

OpenTextX{416.4
OpenTextXf#21.4

OpenText InfoArchive 16 EP7
£ CyanGate Cloud#1TO0penTexti# 58 E1£16.5%
2B

PixitMedia ngenea
RLERIERE2.0

Point Storage Manager 6.4
Primestream

Quantum StorNext 5.4.0.1
Reveville v10 build 2207065 E#fhk s
RRubrik CDM

s3a

Bk



*EBR

* SPECtra Logic on — Prem Glacier
* Splunk Smartstore

* Starburst

© R

* Trino

* Varish Enterprise 6.0.4

* Veeam 12.

* Veritas Enterprise Vault 15.1

* Veritas NetBackup 10.1.1 K& E#Hr4s
* Vertica 10.x

* MEMOAR

« Virtalica StorageFabric

* Weka v3.108{ B3Rk

B HRRFEEEEStorageGRID ¥4 #HTEEE « I EASWHENBERTE
LR FEE MBS EBHERERE -

* CommVault 11I8ERR 426

* |BM FileNet

* IBM f#1E{RE

* OpenTextX{421.4

e Rukrik

e VVeeam 12.

* Veritas Enterprise Vault 15.1
* Veritas NetBackup 10.1.1 & B #Hxr4s

StorageGRID X EHI IR R E
BLERRHRTEBA -

* ERIEERES

* Axis 3851

* —E% 360

» DataFrameworks

* EcoDigital Diva £ &
* Encoding.com

* Fujifilm¥{4- 5718



* GE Centricity Enterprise Archive
* Gitlab

* Hyland Acuo

* IBM Aspera

© BREEAR

» OnSSI

* REACH 3|%

* SilverTrak

» SoftNAS

» QStar

* Velasea

StorageGRID ZiEMRIREIERER
BLERRRS Z BB o

* Entrust KeyControl 10.2.

* Hashicorp Vault 1.15.0

» Thales CipherTrust Manager 2.0

* Thales CipherTrust Manager 2.1.
* Thales CipherTrust Manager 2.2.
» Thales CipherTrust Manager 2.3

» Thales CipherTrust Manager 2.4.
» Thales CipherTrust Manager 2.8

* Thales CipherTrust Manager 2.9.
* Thales CipherTrust Manager 2.10
» Thales CipherTrust Manager 2.11.
» Thales CipherTrust Manager 2.12.
» Thales CipherTrust Manager 2.13
* Thales CipherTrust Manager 2.14

StorageGRID 11.7 B858RI I i iR 5 =

ToB I RRE R R E@BEE « FIfEAC StorageGRID 11.7 £/ © +MIRIGESIAAE
RAERYE « BHHEERINetAppE AR ©

B =F AR ZEEEStorageGRID NetApp L&
B EERIENA (FB AR -
* EE

12



* Alluxio

» Apache Kafka

* AWS 5L

* Bridgestor

» Cantemo

* Citrix A B HREI1EE

* Collibra  ( Collibra B faE & ERRZs 2024.02 )
» CommVault 11.

» CTera Portal 6.

 Dalet

» Datadobi

» Data Dynamics StorageX
=

* IR EEN

* B

* BHESRER (BFERERE)
* Emam

* Fujifim#{4E51E

* GitHub1EZ{FIAR S

* IBM FileNet

* IBM Spectrum Protect Plus

* IBM fEfF{RE

* Interica

» Komprise

* Microsoft SQL ServerE£2& Kl # &%
* fREl9.

* Modzy

* Moonwalki&E

* Ry

* Nasuni

* OpenTextX{$16.4

* OpenTextX{§21.4

* OpenText InfoArchive 16 EP7
* fEfCyanGate Cloudi#1TOpenTextiEiEE1E16.5%
* 2B

* PixitMedia ngenea



* RAERIERIE2.0

» Point Storage Manager 6.4

* Primestream

* Quantum StorNext 5.4.0.1

* Reveville v10 build 2207063, E#fhik4s
* RRubrik CDM

* s3a

* S8R

*BhR

* SPECtra Logic on — Prem Glacier

* Splunk Smartstore

* B

e Trino

* Varish Enterprise 6.0.4

* Veeam 12.

* Veritas Enterprise Vault 14

* Veritas NetBackup 10.1.1 K E#Hxkas
 Vertica 10.x

© AEIAL

« Virtalica StorageFabric

* Weka v3.108{ E#hR 7

F=HHRSFEEBStorageGRID ¥HFHTERE  AIE R IWFHAER T
BEMRH RO EBAHRR -
* CommVault 11L5ERRZS26
IBM FileNet
* IBM fEfF{RE

* OpenTextX{§21.4
* Rukrik

* Veeam 12.

* Veritas Enterprise Vault 14.2.2
* Veritas NetBackup 10.1.1 K& E#Hras

StorageGRID Xz IR RR

BT R TR o

14



* REwREE

* Axis 85Tl

* —EM% 360

» DataFrameworks

* EcoDigital Diva &
* Encoding.com

* Fujifilm#{4 5718

* GE Centricity Enterprise Archive
* Gitlab

» Hyland Acuo

* IBM Aspera

© BRRMASR

» OnSSI

* REACH 5%

* SilverTrak

» SoftNAS

+ QStar

* Velasea

StorageGRID ZiEHIRREIEIER
Ltbﬁg/;lﬁ?%e BB o

» Thales CipherTrust Manager 2.0
» Thales CipherTrust Manager 2.1.
* Thales CipherTrust Manager 2.2.
* Thales CipherTrust Manager 2.3
» Thales CipherTrust Manager 2.4.
» Thales CipherTrust Manager 2.8
» Thales CipherTrust Manager 2.9.

1B EREE RV S8 = 5 fi# 7R /5 % StorageGRID

T?‘Jk*_ﬁﬁﬁﬁlfj‘ Z B iEi1B% « FI#&fcStorageGRID £/ ° +HIREESIHHERAE
R ~ BEHEIERINetAppE AR ©

5= AR5 EEStorageGRID NetApp LEi:%
B R D BB A (EB LR o



16

W)

Alluxio

Apache Kafka

Bridgestor

Cantemo
Citrix N B FREIE2E
CommVault 11.

CTera Portal 6.

Dalet

Datadobi

Data Dynamics StorageX
EE

MR E Sk

2

Emam

Fujifilm¥{4E71E
GitHub1 5 {FIAR 23

IBM FileNet

IBM Spectrum Protect Plus
Interica

Komprise

Microsoft SQL ServerEE2 & l#E
Litle)

Modzy

Moonwalkz&H

{3’53

Nasuni
OpenTextX{4+16.4

OpenTextX{421.4
OpenText InfoArchive 16 EP7

£ CyanGate Cloud#1TO0penTexti# 38 E1£16.5%

2 kAT

PixitMedia ngenea
RLERIERIE2.0

Point Storage Manager 6.4

Primestream



* Quantum StorNext 5.4.0.1

* Reveville v10 build 2207063% E# R4S
* RRubrik CDM

* s3a

* SHEE

*BhR

° SPECtra Logic on — Prem Glacier
* Splunk Smartstore

- B

* Trino

* Varish Enterprise 6.0.4

* Veeam 12.

 Veritas Enterprise Vault 14

* Veritas NetBackup 8.0

* Vertica 10.x

* AERNAR

* Virtalica StorageFabric

* Weka v3.108{ E#hR 4

B=HRRFEEEAStorageGRID ¥4 #HTEEGE « I EASWEHHENBER TE
FELMA SR EERESEBERERA o
* CommVault 11I8ERR 426

* |IBM FileNet
* OpenTextX{§21.4

* Veeam 12.

 Veritas Enterprise Vault 14.2.2
* Veritas NetBackup 10.1.1 K& E#Hras

StorageGRID Xz BRI RR A R
ELERAFREEBAIRE o

* ERIEERES

* Axis @:H

* —E% 360

» DataFrameworks

* EcoDigital Diva &



* Encoding.com

* Fujifilm#{4+E51E

* GE Centricity Enterprise Archive
* Gitlab

* Hyland Acuo
* IBM Aspera
© BREMARK
» OnSSI

* REACH 3|%
* SilverTrak

+ SoftNAS

» QStar

e Velasea

BiEEREE R SE = R R 5 2 StorageGRID

'F?'J""_Tiﬁﬁﬁlfi EJRR L

B Hﬁﬁ%latE’JNetApp%ﬁ ﬁi’% °

« A[{&#CStorageGRID fEA+I1E

E=HRRFZE D EStorageGRID NetApp LE&:E
ELERR S ZE BB S ER A RNAIR

* EE

e Alluxio

 Bridgestor

» Cantemo

* Citrix A BRI
+ CommVault 11.

» CTera Portal 6.

* Dalet

» Datadobi

« Data Dynamics StorageX
E S

* Interica

» Komprise
* Moonwalk:&
* 1ReF

e Nasuni

18

T2

SRR ER



B=ERTTEEEiBStorageGRID ¥ HERRE « IR SVHHRIIBER T

OpenTextX{4+16.4
OpenTextX{421.4
OpenText InfoArchive 16 EP7
£ CyanGate Cloud#1TO0penTexti# 58 E1£16.5%
2B

RLERIERIE2.0

Point Storage Manager 6.4
Primestream

Quantum StorNext 5.4.0.1
RRubrik CDM

s3a

Bk

Splunk Smartstore

Trino

Varish Enterprise 6.0.4
Veeam 11.

Veritas Enterprise Vault 11
Veritas Enterprise Vault 12
Veritas NetBackup 8.0
Vertica 10.x

32Ul N

Virtalica StorageFabric

BEMAL BB EBHHRRE -

OpenTextX{421.4

Veeam 11.

StorageGRID Xz /IR ER G %

BLERASROEBA -

ERiEERES

Axis 38z

—2M% 360
DataFrameworks

EcoDigital Diva &

19



Encoding.com

Fujifilm¥{4 88 1E

GE Centricity Enterprise Archive

Gitlab
Hyland Acuo
IBM Aspera
BEMARY
OnSsl
REACH 5|%¥
SilverTrak
SoftNAS
QStar

e Velasea

28

B =R ZE B EStorageGRID NetApp LE#:5
ELEAR ZEEERSER R -

20

B EREE IS = 5 /R /525 StorageGRID

T?‘Jk*_ﬁﬁ@/?fiwai_i_ %% « Alf5HCStorageGRID fEA+I1E
FH ~ FBEHAR R HINetAppE ALK ©

ML)

Bridgestor

Cantemo
Citrix N B HREIEZE
CommVault 11.

CTera Portal 6.

Dalet

Datadobi

Data Dynamics StorageX
&

Interica

Komprise

Ry

Nasuni
OpenTextX1416.4
OpenText InfoArchive 16 EP7

TEs

VAR FR



* fECyanGate Cloud#1TOpenTextiEiEE1E16.5%
* 2B

* BLERIERIE2.0

 Point Storage Manager 6.4
* Primestream

* Quantum StorNext 5.4.0.1
* RRubrik CDM

* HER

* Splunk Smartstore

* Varish Enterprise 6.0.4

* Veeam 9.5.4

* Veritas Enterprise Vault 11
* Veritas Enterprise Vault 12
* Veritas NetBackup 8.0
 Vertica 10.x

* AEIAL

StorageGRID < RHIW /I MREA#R T 52
BEMARZEEEEAA -

* BRSNS

* Axis 2851l

* —Ei% 360

» DataFrameworks

* EcoDigital Diva &
* Encoding.com

* Fujifilm¥)14 5818

» GE Centricity Enterprise Archive
* Hyland Acuo

* IBM Aspera

© BREMARS

» OnSSI

* REACH 5%

* SilverTrak

* SoftNAS

» QStar

* Velasea



%

B = HRR 5 ZEEStorageGRID NetApp_LE&:E

B EREE S = 5 7R /325 StorageGRID

§|Jkk_ﬁﬁ@/;1H§ELL%§EE + AT E4StorageGRID NetApp 11.312FE2(EH o +IN5RS
IR ITHINetApp R AR ©

RYBER TG RS

BEMRRSFCEERMSERHHERE -

22

P

Bridgestor
Cantemo
Citrix N B HREIEE
CommVault 11.
CTera Portal 6.
Dalet

Datadobi

Data Dynamics StorageX
T

Interica

Komprise

{353

Nasuni

OpenTextX{4+16.4

fEFCyanGate Cloud#1T0penTextiEia &

B

RLERIERIE2.0

Point Storage Manager 6.4
Primestream

Quantum StorNext 5.4.0.1
RRubrik CDM 5.0.1 P1-1342
5%

Splunk Smartstore

Varish Enterprise 6.0.4
Veeam 9.5.4

Veritas Enterprise Vault 11
Veritas Enterprise Vault 12
Veritas NetBackup 8.0

1#16.5%

/|\
NN

SE=



* HEMAL

StorageGRID X3RRI IR AR T 5
BERRSTRTEBA -

* BREwREE

* Axis @B

* —EM% 360

» DataFrameworks

* EcoDigital Diva &
* Encoding.com

* Fujifilm¥{4 5718

* GE Centricity Enterprise Archive
* Hyland Acuo

* IBM Aspera

© BREEAR

» OnSSI

* REACH 5%

* SilverTrak

» SoftNAS

» QStar

* Velasea

BB EREEHYSE = BR 7R 75 2 StorageGRID

TIIE=ZHRRAECEERSE  AIFEACStorageGRID FRA+INREESHIIERAER
HIH ~ EHARIERINetAppE AR ©

= R A 5 B £StorageGRID NetApp L 5&:%
ELEAR ZEEERSER A HRAR -

* EE

* Bridgestor

» Cantemo

* Citrix W B REIFE
+ CommVault 11.

» CTera Portal 6.

* Dalet

23



» Datadobi

» Data Dynamics StorageX
*EBE

* Interica

* Komprise

* Ry

* Nasuni

* OpenTextX{$16.4

* f£ACyanGate Cloud#1TOpenTextiAS E1%£16.5%
* 2R

* BhERIERE2.0

* Point Storage Manager 6.4
* Primestream

* Quantum StorNext 5.4.0.1
* RRubrik CDM 5.0.1 P1-1342
* FH8E

* Splunk Smartstore

* Varish Enterprise 6.0.4

* Veeam 9.5.4

 Veritas Enterprise Vault 11
* Veritas Enterprise Vault 12

* Veritas NetBackup 8.0
* MEHNEL

StorageGRID B I RR T
BLEMRAS R OB, o

* ERIEERES

* Axis @31l

* —2% 360

* DataFrameworks

* EcoDigital Diva £ &

* Encoding.com

* Fujifilm¥){4 &5 18

* GE Centricity Enterprise Archive
* Hyland Acuo

* IBM Aspera

24



© BREMARS
» OnSSI

* REACH 5%
* SilverTrak

* SoftNAS

» QStar

* Velasea

25



Ennlﬂﬁb =JE=

f£F StorageGRID EIFZ RPO . REMZILEESIERE

AR E 2 s SR E EStorageGRIDEBIRES » U7E LB S E MR EIREREE
1Z (RPO) BZ o sz X4 s¥4H/ 48T StorageGRIDM R TESREIEIE » B11E S ILEEFE S 1E RN
LR IEF L ER o CRIEY{IRE StorageGRIDE N EMEIAEIE (ILM) K& » WUHERF
BZEMENERIFAMFTI RN o I » ZREERE T REEE £ ~ BIESSMIRETR
12 LAERTFREETME R EE - AXENBEERIREHERAES » UERENMEEILITE
EHFERIERT » BUBMAR B E—E > A2 BRSMES BRI’ o

StorageGRID 42E

NetApp StorageGRID @B UHF R » TEEFRIZEER Amazon Simple Storage Service ( Amazon S3)
API o

StorageGRID TEZ B BRHE—mBZER » WIRIRSAEBERERFRR (ILM) RETRFBIERFER o
BELEE BN SN EERNEREE M BRPH#EELE -

StorageGRID 1R AIREMTAE » UREEAENMIEEIS S ARARZRHENNTHE - ERTHNEN
EEAMEBEREAREY » BEMNESELEREHAFFENEEN AZIRARTS > FI%0 Amazon Simple

Notification Service (Amazon SNS) ~ Google Cloud ~ Microsoft Azure Blob ~ Amazon S3 Glacier
» Elasticsearch % ©

StorageGRID #&%

B/)\#9StorageGRIDEE B IF—EEIRENEEM 3 BEEFER > MAIRE—ELEEA - BE—EKRRZ A LEEREE) 220
{ElEEL  StorageGRIDRIIAERE A E—iuhEh » o] LUBEREE] 16 {EuhEs o

EEMHMEIEENE « 1515 B5CEpOR » THEEStorageGRIDTTHHRVACE - BIEHRNER I AN S3
API T‘H&E’J;éAE\%Z:FﬁI%% °

StorageGRIDAJ 2P E A 4LERAE ~ VMware ISR EHNEARME o
T ES

* ETEMNERMRACYHEE
* EEEFMAHRER - ZACYHER
HEETERNYHREFEIRS - SRSt BN =R

SERFHARESMAIURERES PB RE > ARNYAERH > KMAE—mATEESHE PBHNEE -
StorageGRID173 S3 API #21FR I T —(ERSEMMRNE S A H TS o

26



Delivery paths for any workload
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each site Storage Nodes
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"Version": "2012-10-17",
"Statement": |

{

"Effect": "Allow",

"Principal":

{"AWS": "arn:aws:iam:: nnnnnn:user/xyzabc"},
"Action": "es:*",

"Resource": "arn:aws:es:us-east-1l:nnnnnn:domain/sgdemo/*"
by

{

"Effect": "Allow",

"Principal™: {"AWS": "*"},

"Action": [

"es:ESHttp*"

I
"Condition": {
"IpAddress": {
"aws:SourcelIp": [ "nnn.nnn.nn.n/nn"

]

I

"Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

}



Fine-grained access control

Fine-gr asned aoens controd peovides numeroun featre to help you keep your dats secure Featuees include documens-level secusity, feld-
bevel vecurity, read -only usen, and OpenSearch Deahboandh/Kibana ternent. Fine-grained accen control regueres 2 master user. Learn more

=z

Enable fine-grained access control

SAML authentication for OpenSearch Dashboards/Kibana

SAML puthentiaton Lot you ute your erating identey provider for wngle ugn-on for OpenSearch Dahboant/M2una Learn meore [

@ Touse SAML authentication, you must first enable fine-grained access control.

Amazon Cognito authentication

Enable to uwe Amaron Cognito suthentication for OpenSearch Dashboardu/Xibana Amazon Cognita supports a variety of identity providen
for viername -panword authentication Lesm more B

Enable Amazon Cognito authentication

Access policy
Acurus poticeey control whether a request s sccepted or repected when it resches the Amazon Openfearch Sermce domain Hf you spedity an
SLeoUnt, uier, of role in this policy, you Mmunt g your reguests. Learn more [

Domain access policy
Only use fine-grained access control

Allow open sotEs 1o the domuan

Do not set domain level access policy
Al reguests to the dorman will be dersed

© Configure domain level access policy

Visual editor Import policy

Access policy
j- “tatesent”; | -
& |
L | "Lffece”: "Allow",
L5 “Principal”: {
? T T e L Ry, em—
L b
L “Action®: “es:tt,
ie “Resource”: 'jrn:hu:cl:ui‘clll.!:dm:mth}l'ﬁiﬁt"
1 ).
2. {
13 "Iffect”: "Allow",
18+ TPrincipal”: {
13 e
18 Y
17= “Action™: |
18 “es:lDerpe*
19 *
8= “Coadition™: {
1= “Ipaddress”™: {
3= “bwi:tourcels®: |
i3 TALG . —
i ]
% }
~ G .
:: ) Rasogree®: “am M:n-.n-un-l.-:“:doum.'lﬂm!' -
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Console

History Settings Help
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1 PUT sgmetadata D[ il v ;
2 acknowledged” : true,
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4 "index" : "sgmetadata”
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Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @
.J'.‘-.'E--O,‘:,‘E."Ii-':éafc:'u
URI @
https://search-sgdemo-/ | i -co50-]e

URN ©

r

sestus-east- 1 ——— 0200 sgdemo/ sgmetadata/_doc

3. HE7FElAmazon OpenSearch sgDomain ~ i5E1E [FENEE) (FAREEE « A% # A Amazon S37ZEY
RNV EEE - GEEAT—E * 55%—T TContinue (#48) 1 o

44



Create endpoint

@ Enterdetalts — Select authentication type @ Verify server

e’

Optional "  Optional

Authentication type @

Select the method used to authenticate connections to the endpoint.
Access Key v
Access key ID @
AK | | O

Secret access key @

Previous Continue

4. BEERRIREL « FAEEE rﬁﬁﬁf’ﬁﬁ%ﬁCA,mu R BRI IREE ) o WNSRESRERLTY ~ B g REREELI T EIRY
InEhE M o MNREFERM ~ 55 WE&I.‘*%J&EE’JURN@ M/<index>//_doc' » ﬁ'ﬁEAWST?EYEﬂE*D* HEi8
HBIEFEHER ©

Platform services endpoints

A platform services endpoint stores the information StorageGRIC needsto use an external resource as a target for a platform service (CloudMirror replication, notifications, or search integration . You must
configure an endpoint for sach platform service you plan to use

1 endpoint Create endpoint

Cisplay rame a Lasterror a Type &

s ur @ = UrH @ =
L e e
A5 sk hitps://search-sedermn - ——————— - araws Es us-east-
carc
cpansearch Lez.amazonaws.com/ 1 ki 1 0310/ sgdemio sgmetadata/_doc

EESEARBEAISNEREES
RSB MESRE

A2 R 2 RIS E N EREBE Elasticsearch#Kibana Using Docker ~ {&1#38I:8 2 B3 - W3R Elasticsearch
HKibanafAiRZF ETZETE ~ sRAITELERS ©

1. FHBREULFSER "DockerZ 42 =" W LdtDocker ° FFIER "CentOS DockerZ4EiZ =" LR EF ©

K3
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sudo yum install -y yum-utils

sudo yum-config-manager --add-repo
https://download.docker.com/linux/centos/docker-ce.repo
sudo yum install docker-ce docker-ce-cli containerd.io
sudo systemctl start docker

© EEEENREEEEDocker ~ FFWA TGS !

sudo systemctl enable docker

° #& TVM.max.map_count'] {Ez&%262144 :

sysctl -w vm.max map count=262144

AEAEMRKRFRERTE « FRA TGS !

echo 'vm.max map count=262144' >> /etc/sysctl.conf

. eEMKER EMESIREAFERE" BREEREE « ANZEKR#TTElasticsearchfKibanaAIB{RE o 7EILLEEF

s ML T8.1RR ©

5C FElasticsearchFr2 i BE & B/ ISFIEN  [EEEE LB MKEE Kibana Ul
#0StorageGRID Esplanim2t5zss o
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Elasticsearch Service || Self-managed

install and run Elasticsearch
1. Install and start Docker Desktop.

2. Run:

VWhen you start Elasticsearch for the first time, the following security configuration
occurs automatically:
s Certificates and keys are generated for the transport and HTTP layers.

* The Transport Layer Security (TLS) configuration settings are written to
elasticsearch.yml.
* A password is generated for the elastic user

= An enroliment token is generated for Kibana.

You might need to scroll back a bit in the terminal to view the password

wore and enrollment token.

3. Copy the generated password and enrollment token and save them in a secure
location. These values are shown only when you start Elasticsearch for the first time.

You'll use these to enroll Kibana with your Elasticsearch cluster and log in.

F:] If you need to reset the password for the elastic user or other built-in
h-reset-password tool. To generate new

NOTE Users, runthe elasticsearc
enrollment tokens for Kibana or Elasticsearch nodes, run the
-create-enrollment-toksn tool. These tools are available in

B e
TadolLliloid

the Elasticsearch bin directory.

Install and run Kibana

To analyze, visualize, and manage Elasticsearch data using an intuitive Ul, install Kibana.

1. In a new terminal session, run:

docker pull docker.elastic.co/kibana/kibana:3

docker run --pname kib-81 --net elastic -p ! docker.elastic.co/fk

When you start Kibana, a unique link is output to your terminal.
2. To access Kibana, click the generated link in your terminal.
a. In your browser, paste the enrollment token that you copied and click the
bution to connect your Kibana instance with Elasticsearch.
b. Legin to Kibana as the elastic user with the password that was generated

when you started Elasticsearch.

47



3. Kibana DockerA23EiE % « TIEATEERURLEL Nhttps://0.0.0.0:5601"1 o LLURLAAI{EIARESIP{IHEER
0:0:0:0¢

4. ERERE%TE TElasticy MElasticfERi—1{ED B ELMNZIEE AKibana Ul ©
S. BREAR « SAEERIRECIERE L - =E B1788) - {IhseRT « ENEESHETH o

6. £Dev Tools Console (R TEFHER) EEL - WA THE<index>'] ~ EAIUEEHPFERAILES| K
77StorageGRID ¥ Hh4EE Kl o TEILEEEFIP « FKMIEAZRSIBTE TshgmetaB Kl o #H—T/N=ARFFHLUH
TPUTER S o TERRSE R 2B REARIERLE ~ M7 SEHHEERFR ©

& elastic

— . Dev Tools Console

Console Search Profiler Grok Debugger Painless Lab sera

History Settings Help

1 PUT sgmetadata 2 1~
2 "acknowledged” : true,
3 "shards_acknowledged” : true,
4 “index” : “"sgmetadata”

& R FS imra 4H RS
EERETARBNRE « HEETIISH -

1. FHAEERENF « AIEEERE (S3) >TalRFines

2. ##—7T [lCreate Endpoint (Ririm%:) J ~ WATIAR « A%Z—T lContinue () |
© EEmiEEsg) ¢ TEMEE)
° URI : https://<elasticsearch-server-ip@hostname>:9200'

=K

° urn: Turn:<soes>:es::::<se-unibe-text>/<index-name>//_doc' ~ Efhindex-name & EKibanaE£#E &
FAR94a%8 o &) © Turn:local:es : : sgmm/sgmadm/_do'
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Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

elasticsearch

URl @

Attps: /10 ——— . ()

URN ©

urn:local:es::sgmd/sgmetadata/_doc

3. FEENEAHTTPEAE AR « i AFAELTE lelastic) FElasticsearchZEZFELEMNZRNE c BERITE

T—E - 5% —T Continue (44) 1 -

Authentication type @

Select the method used to authenticate connections to the endpoint.
Basic HTTP W
Username @
elastic

Password @

[ — ®

Previous

4. 3% HY Do Not Verify Certificate and Test and Create Endpoint (REG:E/REFAIR IR IIHEE) | LIERR IR
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B o YNRERSEALT) ~ BIFRETARL T ERIRIRAIRFER o MNREFFRM « 55HEEIURN « URIFIERE S
1B NETR B IEFE R o

Platform services endpoints

A platiorm senvices endpoint stores the nformation StorageGRID needs to wse an external rescurce as a target for a plathorm service (ClowdMmor replicateon, notifications, or search integration ). You must

configure an encpoint for cach platform senvice youplon to use,

2endpoints Crante endpolnt

Lant wer
P @ @  umig = upn @ =
§ gl search-sgdemo -Tw 22 3holpelzcanpw 3 3rte Tius-east- ETGANSCE LU
aw t Search
1 es amaronanws.com/ |"|'1"|il'I11["L‘\'rlll"lllll'.'._.:llJ oy sgmetadata;_doc
elasticceareh Saarch e L 1) umticcat esssgmd, sgrmetadatal_coc

Bucketi$ SE SRTZ4ARE

BIUTERFIRZE - TP BAERRERRRELRE « UEEYAHEIL » MIERSERM RS SRCE
R R E MBI E EHRRIRR o

&R LAfEA Tenant Managerii§ B5] StorageGRID HIIIBEXMLE B EfFE « URTEESES ~ WITFFR ¢

1.
2.
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HHEFEEREPR  BfERETRE (S3) >R

¥—T [Create Bucket (GEM#EFE) | ~ WARKTFERLTE (HU0 shgmadmadgtest-test] ) ~ ABIES
FE:%H) Tus-east-1) &g o

B—T THE > T8 T{F&E) -

L ERET Bucket Overview) (EI42%) HME - 5BiE— FEISLTE ~ ABIEE TPlatform Services] (F
VAN
DHE%&:) ©

E TRRESEEG) BRI - HRMBIXMLG RS ~ AR FHAMERXML

SEERERAIURNKZART SIS E &RV T S BRFSInRS ISR RS —ERIER RS 11RE « WEFEGRE A E1EE
I~ WIEE HRBITF B IRFF IR RURN ©

TELEEEHIR « HFVRBERARER - KTLFEEFERSENHFNFEENTSEXEAER

HYElasticsearchifmzf o



<MetadataNotificationConfiguration>
<Rule>
<ID>Rule-1</ID>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>
<Urn> urn:local:es:::sgmd/sgmetadata/ doc</Urn>
</Destination>
</Rule>
</MetadataNotificationConfiguration>

6. fEFAS3BI TR UStorageGRID AR FEVHIEZ S HEREYMREE  HAEYH LEE IExERE) #7F
& - WAFARECE BE] PHEE RS EYH o

i 53 Browset 9.5.5 - Free Verion (for non-cemmercial uss only) (Adminkstrater) - $g6060-platfarm-zervice — | 4
Becounts Buckets Files Tools Upgradeto Pro!  Heip Mew vernon svailable
l{’fl-ﬂtw bucket B Plll\:: iII S B YT
i sgmetadata-test | | File Size Type LastModfied Storage Class

| 25168 | JPG File AN92022 123952 AM | STANDARD

& Lighthouse jpg 4812 KB JPG File INS2022 123952 AM STANDARD

test] bd 45 bytes Tex Documnent 31972022 123952 AM  STANDARD

| st 35 bytas Text Document INSA22 122952 AM STANDARD
‘;':jr Upload = ‘E_MMnm _ ﬁnum ' '&I New Felder E:l‘fﬂrfrtsh LI (TR e e e

Tasks (14) Permissions Hip Headers 7385 Propedies Preview Versions Evenflog

URL:  https://10.193.204.106: 10445/ sgmetadata-test/Koala. jpg (3 Copy
[ Key Value

date 01-01-2020

cwnear lesiuser

project test

type PG

dpadd | S Ede Deiste | Dafault Tags ¥ Apply changes i Reboad

7. {EFKibana UIZRER B PEE R BT E & AsgmetalyZ&E5| ©

a. fEThpERT ~ EINEES-RETA -
b. REH BRI AN TIEAER - ARE—T=ZATFREURITES

THISEAERINEE PR E M BHGERETNECE - ERHETFEFRIGEERSR -
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GET sgmetadata/ search

"query": {
"match all": { }

& clastic
=89

Console Search Profiler Grok Debugger
Histery  Settings  Heip
GET sgeatadats) search P

Orw Tools = L

Painless Lab s

=5 alsa
cass ful”
5 3 o,
a (1]
La
aliw £
alat 1 +
n 1.0
*h
Lt
wiadata-test testl. txt
L
"Bucket”™ “sgmetadata-test”,
Y o 1L B o
AL COUR iy 7 440 TN 1 1
" -
¥ Saltar figaTin] fo
] ALY
2! sdat
...... 0
. G 505 1 Qa7 fdrbrdd o a & 51
tags™ 1
e EeStuser”
AroiELT “TRAT

4 26 101 ibetafl™
“tags
“date” Bi-01-102",
T "Lesluse
project” “Tes
e ¥ g

T ERBNERPRE#2EHER

BT MERCHES Tpg) AIECEE



GET

sgmetadata/ search

"query": {
"match":

{

"tags.type":
" query"

}

{
"jpg"

}

— . Dhe Tocila Carriacls
Cansolo Search Profiler Grok Debugger
Mty  Batbings  Haip

I-_n gt acatal i

sy
mitch i :
¥E e i Ll e
[
e &

Painless Lab

BT

fCellabiolBL

cchefRSi o a5 iS4

SFLCEDMGDAL2A el bat

fapalfaideerd”

wiafi”
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* "HFEE Kl StorageGRID"

_ & © Angela Cheng _

II“E*E%
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MREREE

ERSEREMAIRA AR BRI LUEITRAMTER « 1EINA 8 IRF StorageGRID MAENEIRT 7% © BIRGHER
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° #£SG56603,SG5760FE A BN ASG6060EALEE R « 5T 2 SG5X605601EAA ShAEE « SG60602
B58{ER AR o

* TERIEFHE - fIRENEFERRFARBRERER o MRTIHARA HMERBESR « AP imARFSAI5E

BSEE -
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DDP8.

SG5612/SG5712/SG5812 — 1E{A

R EERE ATBRARRYE STBRAIRIE 10TBRARE 12TBRARE 16TBRARE 18TBRARE 22TBHAME
K K AR BRI BRI AR BRI
10Gb 1K 2K 25K 3X 4K 4.5% 5.5K%
25GB 1R 2X 25K 3X 4K 45K 55K
SG5660 — SG5760/SG5860
RN EERE ATBRERRNE STBRAIREIE 10TBRARE 12TBRARE 16TBRALE 18TBRARE 22TBRAME
K K AN BRI PR PR BRI
10Gb 3.5% 7x 8.5% 10.5% 135 * 15,5 *18.5
x* x* x*
25GB 3.5% 7K 8.5% 10.5&% * 135 « 15,5 185
x* x* x*

SG5660 — SG6060/SG6160

PR HEIRE ATBUETENE STBHAFEIE 10TBHAIE 12TBHAIE 16TBHLIE 18TBHAIE 22TBHAE
K/ KN BRI AR MR BRI AN

10Gb 2.5% 4.5% 55X 6.5K% 9x 10K s 12K+

25GB 2K 4K 5% 6% 8% 9K 10X

SG5760/SG5860 — SG5760/SG5860

AR EERE ATBRARRIE STBRAIRIE 10TBRARE 12TBRARE 16TBRALE 18TBRARE 22TBHAME
Kh K BRI BRI BRI AR BRI
10Gb 3.5% 7K 8.5% 10.5K&% 135 « 15,5 *+18.5
x* x* x*
25GB 3.5% 7K 8.5K% 10.5&% * 135 « 155 *« 18.5
x* x* x*

SG5760/SG5860 — SG6060/SG6160

PN ERE ATBIEFENE STBHAFEML 10TBRAIE 12TBRAHE 16TBRLRE 18TBHLRE 22TBHLRE
K/ KN TR BRI BN TR HEAN
10Gb 25K 45K 55X 6.5% 9% 10K * 12K+
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MR T ERE ATBHAHRE STBHANRYE 10TBHLER 12TBHIE
R R\ PR PR
25GB 2K 3.5K 45K 55X

S$G6060/SG6160 — SG6060/SG6160

PR EIRE ATBHERE STBRAREIE 10TBRARE 12TBRARE

K K/ = WaUN BN
10Gb 2.5% 45K 55% 6.5%
25GB 2K 3% 4K 45K
DDP16

SG5760/SG5860 — SG5760/SG5860

PR T EIRE ATBERENE STBHATEIE 10TBHAE 12TBHARE
KN KN TR BRI

10Gb 35K 6.5X 8K 9.5%

25GB 3.5% 6.5% 8% 9.5%

SG5760/SG5860 — SG6060/SG6160

MR T ERE ATBHAHRE STBHANRYE 10TBHLER 12TBHIE
R R\ PR PR

10Gb 25K 5K 6X 7.5X

25GB 2X 3.5K 4K 5K

S$G6060/SG6160 — SG6060/SG6160

MR TERE ATBHEHRE STBHANRLE 10TBHLER 12TBHIE
R R\ PR PR\

10Gb 3X 5K 6X &S

25GB 2K 3.5%X% 45K 5K

R (HERREMAERE LHSEHE « #iEE) SG6060/SG6160 LA L)
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R TERE ATBHATRYE S8TBRAREE 10TBHARR 12TBHLSE 16TBHLHE 18TBHAIR 22TBHARR
R R/ AR/ AR/ AR/ AR/ AR/

10Gb 3.5K 5K 6X X 9.5K 10.5K * 12X*

25GB 2K 3X 4K 45X 6k X 8.5K

_{F& . Aron Klein_
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IEMERBBE S I S ERE (I StorageGRID ih&WEFNER o LETEBEMAELLE
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S BB PR ENRLRYIP(IL"

BB S RIRIE E51R

* SR 558D « FRAENRGIETE 156 RA_LAR « LUB%E Cassandra BRIEER ©
" EF R ERE R EER15X"

* MREHXRBIFAEEM ILM BRI CERBERAVERITA - MRFRAETIE S EME (HRREESYHRA
Grid ~ FAEBRHEER T HNEEA -
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* EREZA AR ERFERARERAESHEA head ESAEENYIH - MRZE ~ ARITE—R4EES
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Editing: Hode IP/subnet and gateway

Ose up arrow to recall a previously typed wvalue, which you can then edit
Use d or 0.0.0.0/0 as the IPfmask to delete the metwork from the mode

Ose g to complete the editing session early and return to the previous menu
Press <enter> to use the wvalue shown in square brackets

Site: LONDON

=2

LONDON-ADMI Grid IP/mask
LONDON-51 Grid IP/mask

L45.74.14/2¢6
45,74, 16/2¢6

45.74.248/26
E5.74.26/26

ol e O o B

o aaa

ol o e B
=2

bt bt Bt bl

LONDON-52 Grid IP/mask .45,74,.17/26 0.45.74.27/26
LONDON-53 Grid IB/mask .45.74.18/26 0.45.74.28/26
LONDON-ADM1 Grid Gateway [ 10.45.74.1 ]:

LONDON-51 Grid Gateway [ 12.45.74.1 ]:

LONDON-52 Grid Gateway [ 12.45.74.1 ]:

LONDON-53 Grid Gateway [ 12.45.74.1 ]:

Site: OXFCRD

OXFCRD-ADM1 Grid IF/mask [ 10.45.75.14/26 ]:

OXFCRD-51 Grid IF/mask [ 10.45.75.16/26 ]:

OXFCRD-52 Grid IF/mask [ 10.45.75.17/26 1:

OXFCRD-53 Grid IF/mask [ 10.45.75.18/26 ]:

OXFCRD-ADM1 Grid Gateway [ I 45:759:1 1:

OXFCRD-51 Grid Gateway [ I.45.75:.1 ]:

OXFCRD-52 Grid Gateway [ I.45.75:.1 ]:

OXFCRD-53 Grid Gateway [ 10.45.75.1 ]:

Finished editing. Press Enter to return to menu.l

Site: LONDON

LONDON-ADM1 Grid IP
LONDON-51 Grid IP
LONDON-52 Grid IP
LONDON-53 Grid IP
Fress Enter to cuntinuel

10.45.74.,14/2¢6
10.45.74.16/26
10.45.74.17/26
10.45.74.18/26

e
I
I
I

Mom oM m

c. Y 10 UBHHREAEE o
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Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

1: SELECT HCDES to edit

2: EDIT IP/mask and gateway

3: EDIT admin network subnet lists

4: EDIT grid metwork subnet list

5: SHOW changes

[ SHOW full configuration, with changes highlighted
T: VALIDATE changes

8: SAVE changes, so you can resume later
GS: CLEAR all changes, to start fresh

10: APPLY changes to the grid

0: Exit

Selection: lGI

d. AZATEULD BRAIESE ~ PR * o

Validating new networking configuration... PASSED.
{Checking for Grid Network IP address swaps...

Applying these changes will update the following nodes:

LONDON-ADM1
LONDON-51
LONDON-52
LONDON-53

The following nodes will also reguire restarting:
LONDON-ADM1
LONDCOH-51
LONDCON-52
LONDCON-53
Select one of the following options:
apply: apply all changes and automatically restart nodes (if necessary)
stage: stage the changes; no changes will take effect until the nodes are restarted

cancel: do not make any network changes at this time

[apply/stage/cancel]> stagel

e MR LMEFLEZTEZERMHE  FRA "A UFBEFRB T2 EIRMRS



EP 10.45.74.14 - PuTTY

Validating new networking configuratci
Checking for Grid Network IP address

Sh.e.. EA
SWAPS...

Applying these changes will update the following nodes:

LONDCN-ADHL
LONDCN-51
LONDON-52
LONDON=53

The following nodes will also require restarting:

LONDON=-RDM1
LONDCN-51
LONDON=52
LONDCN-53

Select one of the following options:

apply: apply all changes and automatically restart nodes (if necessary)
stage: scage the changes; no changes will take effect until the nodes are restarted
cancel: do not make any network changes at this time

[apply/stage/cancel]> stage

Generating new grid networking description file..

Running provisioning... PASSED.

Updating network configuration on LONDON-S1..
DON-52. .

Updating network configuration on LON

Updating nectwork configuration on LONDON-33.

Updating network configuration on L(}NDON-am{l

Finished staging network changes. You must mnaally restart these nodes for the changes to take effect:

LONDON-ADM1 (has IP 10.45.74.14 until restart)
LONDON=51 (has IP 10.45.74.1€ until restart)
LONDON-52 (has IP 10.45.74.17 uncil rescarc)
LONDON-53 (has IP 10.45.74.18 until restart)

Importing bundles...

..................................................................

ol IMPORTANT

* A new zecovery package has been generzated as & result of the *

configuration change. Select Maintenance > Recovery Package

in the Grid Manager to download it.

Hetwork Update Complete. Primary admin restart required. Select 'continue’ to restart this node immediately, 'abort' TO restart manually.

Enter a to abort, ¢ to continue [a/c]

f. ¥ ENTER #:R[0] - —EIhA

>

EXR

SABHER change-IP 77 ©

Network Update Complete. Primary admin restart required. Select "continue' to restart this node immesdiately, '"abort' to restart manually.

Encer a to abert, ¢ to continus [a/c)

> a

Restart aborced. You must manually restart this node as soon as possible

Press Enter TtO reTturn to the previous m.em:..

3. 1t Grid Manager TEFHIMEEH  * Grid manager* > * Maintenance * > * Recovery package*
BT VLAN  ;F2F—H [EMAEE VLAN €8 -

S. FARAuE S EMFREERREAN / SHAEFRAEE  MERFITEC / BPRIZIRN - EIE ~ S EEFBE) o

6. MNRTTELFTEIRMEE P/ A/ G VLAN 1P (it ~ el U EEME BB RITESE o

4. MR StorageGRID [EREEEE

FEFR4LE VLAN &8

TR F BRI LURIHIFEY StorageGRID FEAREEMEIE S oA P IR - LUBIERMITEE o

P

1. FARAFEREEE Z Al
" EmBE AR o

2. {FFA2IER77EY StorageGRID FEREE

83238 GUI https://<admin-or-client-network-ip>:8443 o —H5

FItEE AR « RUIEIE(ER Grid IP 135(?%.8&/%%8’]% Grid IP ©
RRIHEREFIEREE - BRlEZEERAP I VLAN ~ a7

3. % Grid ,.\H%E’J VLAN o #N8
BErEE

=]
AN
/1L,\IE

s
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https://<admin-or-client-network-ip>:8443

4. SSH EFERKE « MfEMA T hutdoown -h now | FERAENEY

S. TERMTARLL AT RS E 218 557N StorageGRID BB LHEFET{ GUI https:/<grid-network-
L%>:8443 o {3 GUI FRRY ping/nmap T A - HERM#FRBEINREMRS « T RAE MBS ERIEITHERE

6. MRAELEAL AR IP ~ EAIUTELLFEREER PG VLAN o FRGAER EARIAE  BRIEGEHEN
SERREA change-ip TEEHARIHAER IP o

7. 4ERAMEEET o 1€ Tthe Some Appliance Installer] StorageGRID #EHY NERE>*EHEILIEHI28* ) « JABE
B ME#FAi%ZEStorageGRID *| ©

8. EBFEEREREREIER Grid REEGEER « IAKE - FHEMA change-ip ZREFNEALRE B
FA P i o

Y BYEIF L1 ONTAP S3 28 E StorageGRID
BRI R ETZR B ONTAP S3 |E#Z28 E StorageGRID ~ BIR1EH4R S3
EIBR R HETESRAETE ONTAP S3 B8 E StorageGRID ~ BIR{BZEAR S3

BETEE

BB EREMETEEY ONTAP S3 B8 E StorageGRID HITES
FRBYEH R EFREIE ONTAP S3 |[B¥5128 % StorageGRID ~ BIR{%4K S3
FEB Y B E1F R HB1E ONTAP S3 | B#572E = StorageGRID ~ BIR{IZE4K S3

4% ONTAP

ATERTAR - ZFIFEL SYVM MIHRHEFERRSS « €A% - 840  BFERNFEFE -

BILfHF RS

7 ONTAP System Manager A ~ BIBZE{#1Z VM ~ ABIIEETF VM o
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https://<grid-network-ip>:8443
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= [ ONTAP System Manager

DASHBOARD clustert

INSIGHTS
Health

STORAGE

Overview

Volumes

LUNs 4 SIMBOX
Consistency groups [ |
NVMe namespaces

Shares

Buckets

Qtrees

Quotas

Storage VMs

ZEEY TRYAE S3 1 A0 TRRA TLS 1 #ZEXA1R ~ ABRE HTTP (S) EiFE - &K IP ~ FHARES - LERRH
BENEREYN MRCPRBEFREAERILE) -
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Add storage VM

STORAGE VM NAME

svm_demo

Access protocol

(%) SMB/CIFS, NFS, S3 SCS f NVMe

[ ] Enable SMB/CIFS
[ enable NFS
B Enable s3

S3 SERVER NAME

s3portal.demo.netapp.com

B enable TLs

PORT

‘443@

CERTIFICATE
(© use system-generated certificate (i )

O Use external-CA signed certificate

[] use HTTP (non-secure)

PORT

‘ 8080 B

DEFAULT LANGUAGE ()

cutf 8

NETWORK INTERFACE
Use multiple network interfaces when client traffic is high.

onPrem-01

IP ADDRESS SUBNET MASK GATEWAY BROADCAST DOMAIN AND PORT V74

Add optional gateway

192.168.0.200 24| Default v

Storage VM administration

[_] enable maximum capacity limit
The maximum capacity that all volumes in this storage VM can allocate. Lea

[ Manage administrator account

kave

23 SVM BYBREH  REZEIUEAE - THILERER S3 LIMIRAFRE °




Added storage VM

STORAGE VM 53 SERVER NAME
svm_demo s3portal.demo.netapp.com

User details

USER NAME
sm_s3_user

iy The secret key won't be displayed again. Save this key for future use.

ACCESS KEY

34EH21411SMW1YOV3NQY

Download

EEII SVM Z 18 ~ E4REE SVM L #7IE DNS RE °

Services

NIS Name service switch

Not configured Services lookup order @
HOSTS
Files, then DNS

GROUP
Files

NAME MAP
Files

NETGROUP

DNS

Not configured




E# DNS &M IP °

Add DNS domain

DNS domains

demo.netapp.com

Name servers

192.168.0.253

#2137 SVM S3 FEE
IREFRPIRTURE S3 EAEMBFAE - 4R%E S3 :RE °
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Protocols

NFS

Not configured

NVMe

Not configured

HIBERE -

2 @& SMB/CIFS

Not configured

S3

STATUS

() Enabled

s
Disabled

HTTP
Enabled
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Storage VMs

~+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT

Disabled 443

HTTP HTTP PORT
Enabled 8080

root

sm_s3_user 34EH21411SMW1YOV3NQY

WACRELENZREEE -

Storage VMs

+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT
Disabled 443

HTTP HTTP PORT
Enabled 8080

root

sm_s3_user 34EH21411SMW1YOV3NQY

THEERIHERERN S3 TiF -

Valid forever

Valid forever




Added user

USER NAME
demo_s3_user

ACCESS KEY

3TVPI142)JGE3Y7FV2KCO

SECRET KEY

75a1QqKBU4quA132twl4g4iC4Gg5PP30ncy0sPES

KEY EXPIRATION TIME
Valid forever

/\ The secret key won't be displayed again. Save this key for future use.

Download iflq:pse

#2311 SVM S3 B4H
£ SVM S3 R T8H4H) REIRH L  MERA LIMBRT 2 EAEM STRER EIRBVREH
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Add group

NAME

demo_s3_group

USERS

demo_s3 user x

POLICIES

FullAccess x

H1I SVM S3 f#E&
BEE TE}) B ARE—T [+ 38 &l

70



= [ ONTAP System Manager

DASHBOARD Buckets

INSIGHTS +~d
STORAGE

Overview

Volumes

LUNs

Consistency groups
NVMe namespaces

Shares

Buckets

Qtrees
Quotas
Storage VMs

Tiers

WAL - A8« WEUHEN RABERMEFEFN ... 0 ZEUTHE - ARE—T IESEE) %if -




Add bucket

NAME

bucket

CAPACITY

100@”&3 v|

|:| Enable ListBucket access for all users on the storage VM “svm_demo®.

Enabling this will allow users to access the bucket.

fMore options

£ TEZEE BRP EN TRBRARE) ZIGHR - RAEE—T T &if-
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Add bucket

NAME

‘ bucket

FOLDER (OPTIONAL)

Specify the folder to map to this bucket. Know more

CAPACITY

‘100 = ‘GiB v‘

[ | Use for tiering

If you select this option, the system will try to select low-cost media with optimal performance for the tiered data.

. Enable versioning

Versioning-enabled buckets allow you to recover objects that were accidentally deleted or overwritten. After versioning is enabled, it can't be
disabled. However, you can suspend versioning.

PERFORMANCE SERVICE LEVEL

Extreme

Not sure?

SEIEFTETE _FEHEFEE « EREARERTE - MARE - HiTEE 1 WASEE « WEUHER TEA
ListBucket fZHX ... | ZEXAGIR « 2ABIG—T 7 $#%if o

73



Add bucket

NAME

ontap-dummy

CAPACITY

1OOHHGiB v|

|:| Enable ListBucket access for all users on the storage VM "svm_demo”,

Enabling this will allow users to access the bucket.

_ {£# : Rafael Guedes # Aron Klein_

FEB Y B AT ETE ONTAP S3 |E#ZF282E StorageGRID ~ EIR{%E4K S3
F R B (EFR A ONTAP S3 EZTEEE StorageGRID ~ BIR{E4R S3

'IJ

#4% StorageGRID

EEETILRERVAERS « RFIRGEILER ~ £AE ~ KERHE « BHERRBIFITHEE -

VRIS
REE MEA) RH ~ RRE—T N2 %Kik
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= N NetApp | StorageGRID Grid Manager

DASHBOARD
no @ v Tenants
NODES
View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the
TENANTS ter

v r3a .

CONFIGURATION

Name @ % Logical spaceused @ & Quota utilization @ % Quota @ 2 Objectcount @ 2 Signin/Copy URL @

MAINTENANCE

SUPPORT

No tenants found

IR IRMHEIA S LBAVGEAAE R - 2E S3 T’E%Fﬁ}i miaA « NEEEEE - EEENTSIRFEI A S3 &
Y o IRe] LUEIEER B C B D BIRIR o 5R7E root Zh5 ~ REIR—T5Ei%d o

B— TP ABLUSRIBRFHAER  * CHEREEEF ID ~ FiRHEBRE * < &—T BA) &t - 55F
CHEEIEP ADMIEE A o [#7F URL DUHKRRER -

Tenants

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the
tenant name
Name @ = Logical spaceused @ = Quota utilization @ = Quota @ = Objectcount @ = Sign in/Copy URL @
enant_demc 0 bytes 0 =) [E]
)
1

EERIECHREAAOMEIEEA © #7F URL BUERREER « 2B A root EREE
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C A No
Q LabStatus @ Pow

StorageGRIDi Tenant Manager

Recent Optional v
Account ID 27041610751165610501
Username root

NetApp

Password | seeeees|

Sign in

BifERE

REE [MERAE RBRULEINERE -

N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (S3) ~ U Se rS
My access keys
View local and federated users. Edit properties and group membership of local users.
Buckets

Platform services endpoints 1user m

ACCESS MANAGEMENT A

Groups
Users
Username FullName 3% Denied 3% Type =
Identity federation
Root Local
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Enter user credentials

Create a new local user and configure user access.
Fullname @

Demo S3 User

Username @

demo_s3_user

Password

serennes

Confirm password

Deny access

Do you want to prevent this user from signing in regardless of assigned group permissions?

BIUMEREZR AR —TERAERBURRMEREFEER

WIHBEFEHEN URL EEERE ID
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etApp | StorageGRID Tenant Manager

Demo S3 User

~
Overview
Full name: @ Demo S3 User /'
endpoints
Username: @ demo_s3_user
EMENT A
User type: @ Local
Denied access: @ Yes
Access mode: @ No Groups
Group membership: @ None
Password Access [r\r Access keys Groups

Change password

Change this user's password.

AERI S3 &R - AR —TERERE -

= N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (S3) A U S e rS
My access keys
View local and federated users. Edit properties and group membership of local users.
Buckets

Platform services endpoints 2users m

ACCESS MANAGEMENT A

Groups
Users
Username % FullName 32 Denied < Type <
Identity federation
Root Local
N D user Demo S$3 User v Local

EH [FEER) REIRE - ABR—T TBRUSR) 12l - TREXE IR - T8 S3 &% - BA—EM
FARE ~ MEEE RIS -

78



Create access key

@ Choose expiration time a Download access key

Download access key

To save the keys for future reference, select Download .csv, or copy and paste the values to another location.

0 You will not be able to view the Access key ID or Secret access key after you close this dialog.

Access key ID

TCT7L1XSMIOS091E86TR @1

Secret access key

RIJNCSN5SFX9RSWgFdj6SQ7wMrfRZYuSbQLANQTOC FD
o}, Download .csv
BiuzeMiEa

REFBE T8 BEIEIEHE -
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Create group

° Choose a group type @ Manage permissions @ SetS up policy

Choose a group type @

Create a new local group or import a group from the external identity source.

Local group Federated group

Create local groups to assign permissions to any local users you defined in StorageGRID.
Display name

Demo S3 Group

Unique name @

demo_s3_group

(&)
A
T

Continue

IEHEREIRER E AMEE - B Ul R ~ T3k S3 #IR -
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@ Choose a group type - . e Manage permissions -

Manage group permissions

Select an access mode for this group and select one or more permissions.

Access mode @

Read-write @ Read-only

Group permissions @

Select the permissions you want to assign to this group.

Root access

containers) in this account.

DKC“OUS m

Manage all buckets Manage endpoints
Allows users to change settings of Allows users to configure
all S3 buckets (or Swift endpoints for platform services.

Select whether users can change settings and perform operations or whether they can only view settings and features.

Allows users to access all administration features. Root access permission supersedes all other permissions.

Manage your own S3
credentials

Allows users to create and delete
their own S3 access keys.

S3 #FRAEFAERER (1AM [RB) 5] o REHERARERBE] « A% json [RAIREEI SRS o LLRAIARLE
EEREREYHE P RIATES « WERA [ Bucket | RIRTEEE® A [ Bucket | RYFERIZRPHIT(EM S3 1F

=<
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"Statement": |

{

"Effect": "Allow",

"Action": "s3:ListAllMyBuckets",

"Resource": "arn:aws:s3:::*"
by
{

"Effect": "Allow",

"Action": "s3:*",

"Resource": ["arn:aws:s3:::bucket","arn:aws:s3:::bucket/*"]
}

Create group

Choose a group type - Manage permissions ——— Set S3group policy ———— it
g g 4 -

Set S3 group policy @

An S3 group policy controls user access permissions to specific specific S3 resources, including buckets. Non-root users have no access
by default.

No S3 Access

"Effect": "Allow",
Read Only Access "Action": "s3:ListAlIMyBuckets",

"Resource": "arn:aws:s3:::
Full Access h

@ Custom "Effect": "Allow",

"Action": "s3:"",
"Resource": ["arn:aws:s3:::bucket”,"arn:aws:s3:::bucket !|

(o]
v

B m

&~ REREMEEREL T

82



Create group

@ Choose agrouptype ——— @ Manage permissions ——— @ Set S3 group policy ——— o Mdumm

Add users

Select local users to add to the group Demo S$3 Group.

Username $ FullName £ Denied $
demo_s3_user Demo S3 User v
Previous Create group

= N NetApp | StorageGRID Tenant Manager

DASHBOARD

STORAGE (S3) A B U C kets

My access keys
Create buckets and manage bucket settings

Buckets
Platform services endpoints 0 buckets Create [jycket

ACCESS MANAGEMENT A

Groups rental $3 Console [
Users
Name 2 Region % ObjectCount @ SpaceUsed @ 3 DateCreated 4
Identity federation
No buckets found

Create bucket

EHEAThe RN & o

83



Create bucket

. Manage object settings
o Enter details "‘( =l

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

bucket]

Region @

us-east-1 v

TEUEE —(EHEFE LR BIRARTE

Create bucket

@ Enter details a hf?nége object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

Previous Create ~_am:l«et

WERYE _EREFE « EREARAREHE
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Create bucket

- Manage object settings
° Enter details @ . . -

Enter bucket details

Enter the bucket's name and select the bucket's region.
Bucket name @

‘ sp,dummy{

Region @

us-east-1 v

sRDTELL S —E#FE L RURRARE ©

Create bucket

@ Enter details a N‘l‘a.\lnag‘e object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

’hc reate bucket

_ {F%& . Rafael Guedes # Aron Klein_
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FB Y B E1F 5B 1E ONTAP S3 B8 % StorageGRID -~ EIR{ZE4K S3
FEB Y B ETF R HB1E ONTAP S3 B3 28 = StorageGRID ~ BIR{IZE4K S3

1IHEAZKIE Bucket
gﬁﬂ’ﬂﬂ%-‘%%#ﬁik%ﬁ ONTAP BTREH o FMA&(HER S3 BIEIFEITILRE « B UFEREAEHENT

fEFE LA IIHT ONTAP fEF#E S3 8 ~ i S3 BIBEIRTEAELRE ONTAP 247 ©

o Add New Account -_ O X

Add New Account online help

‘% Enter new account details and click Add new account

Display name:

{Buckel (onginal and post-migration)

Assign any name to your account

Account type:
S3 Compatible Storage v
Choose the storage you want to work with. Default is Amazon S3 Storage
REST Endpoint

s3portal.demo.netapp.com:8080

Specify S3-compatible API endpoint It can be found in storage documentation. Example: rest server.com:8080

Access Key ID:
3TVPI142JGE3Y7FV2KCO

Required to sign the requests you send to Amazon S3, see more details at https://s3browser.com/keys

Secret Access Key:

{..'..'..................................

Required to sign the requests you send to Amazon S3, see more details at https://s3browser com/keys

[C] Encrypt Access Keys with a password:

Tum this option on if you want to protect your Access Keys with a master password

[[] Use secure transfer (SSL/TLS)
If checked, all communications with the storage will go through encrypted SSL/TLS channel

<7 Add n%ccount @ Cancel

-4 advanced settings
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REERFIR—EAER L EERB R RFE

Q S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) = ’ 2‘ %
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
& New bucket & Add external bucket == Refresh Path:
Name Size Type Last Modified Storage Class

«~{__| ontap-dummy

@ [.g:w
@ Upload folder(s)

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

% Upload vl 1 Download % Delete m New Folder [ Refresh

Task Size %  Progress Status Speed
Q S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (oniginal and post-migration ] ‘
(] open X
| 1+ -‘ > ThisPC > Downloads v O Search Downloads pel
Organize New folder =y @ @
& Downloads # # Name 3 Date modified Type Size
Documents: # [ ] 9141P1_q imagetgz 3/22/20241:225AM  TGZ File 2,641,058 KB
[&] Pictures * cluster1_demo_s3_user_s3_user.bdt 3/23/2024 11:04 PM  Text Document 1KB
[ This PC cluster]_svm_demo_s3_details (1).txt 3/23/2024 11:03PM  Text Document 1KB
—j s cluster]_svm_demo_s3_details.bt 3/23/2024 11:01 PM  Text Document 1KB
ye 2 his.exe 3/22/2024 124 AM  Application 2121 KB
i Cousthiagen 1] hotfix-install-11.6.0.14 3/23/202411:55AM 14 File 717,506 KB
[ Desktop 7P putty 7/18/20206:39PM  Shortcut 2KB
)] Documents ¢4y s3browser-11-6-T.exe 3/23/2024 12:36 PM  Application 9,807 KB
4 Downloads
D Music
[&=] Pictures
B videos
‘aa Local Disk (C:)
v
: e
File name: | "s3browselemo_s3_user_s3_user.txt" 'cIusterl_svm_demo_sB_E\gails (1).bt" "cluster]_svm_demo_s3_details.tbt" "hfs.exe" "putty” V|
o
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Q S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) EERE i
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
s New bucket & Add external bucket %2 Refresh Path:
‘;1 ontap-dummy Name Size a Type Last Modified Storage Class
- _ clusterl_dem.. 157 bytes Text Document 3/23/2024 11:23.25PM  STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM STANDARD
_; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM  STANDARD
[F]putty.exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
[1hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#5s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM STANDARD

R

N

ﬁ' Upload ~ Download Delete @ New Folder l %,Rehesh
5]

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
REERMERPEL — YRR
fRIERAESE -

Q‘::EVC‘ZE!‘ 0 - rre ersion (for non-commercial use on - bucket (onginal and post-migration @ ' i g
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket & Add external bucket 2 Refresh Path:
{:J ontap-dummy Name Size - Type Last Modified Storage Class
] bucket El clusterl_dem_. 157 bytes TextDocument  3/23/2024 11:23:25PM STANDARD
El clusteri_svm.. 211bytes TextDocument 3/23/2024 11:23:25PM  STANDARD
E clusteri_svm.. 211 bytes Text Document 3/23/2024 11:23:25PM STANDARD
[# putty exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
(i hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM STANDARD

Confirm File Delete

N\ N N ; ;
% Upload ~ & Download % Delete C@ New Folde 0 Are you sure to delete "putty.exe’?

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog 5
|f z | o
Task Size %  Progress Status — s

LEEEFERITETRESR « RIEREREHELS  RREIMRE
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& s3sro

ee Ve -c ercial use g 0 ] 7
53 Open X
1 & > ThisPC > Downloads v &  Search Downloads P
. Storage Class
Organize ¥ New folder
» W STANDARD
‘ Downloads # » Name Date modified Type Size N STANDARD
* s . 2 A - 2> £41 058 K W STANDARD
Documents | | 9141P1_g_image.tgz 3 AM  TGZFile 2,641,058 KB
& Pi 3 . . W STANDARD
[&] Pictures * || cluster1_demo_s3_user_s3_user.bt 3 1:04PM  Text Document 1KB K et
s ] cluster_svm_demo_s3_details (1).b¢t 24 11:03PM  Text Document 1KB
& This PC d =T i m
= . || clusterl_svm_demo_s3_details.bdt 202411:01PM  Text Document 1KB
) 3D Objects — 5
#2 hs.exe 3/22/20241:24AM  Application 2,121KB
Cloud Storage o 3 T — - e
- 9 [ hotfix-install-11.6.0.14 202 14 File 717,506 KB
[ Desktop ;? putty Shortcut 2KB
] Documents ¢y s3browser-11-6-7.exe Application 9,807 KB
4 Downloads
D Music
[&=] Pictures
B videos
‘s Local Disk (C:)
v
File name: | hfs.exe V|
==
-y =l (=7
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
N = A -t
£ S3 BB « MFIRTLUERBIZ LAV HFRRES o
[ 3 Browser 11.6.7 - Free Version (for ial use only) - 2nd post-mig R A - 4
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
b New bucket o Add external bucket %2 Refresh Path: ws/s/BTYR
2 ontap-dummy Name Size Type LastModified Storage Class
2] bucket [ clusterl_dem.__ 157bytes TextDocument  3/23/202411:2325PM STANDARD
[ clusterl_svm... 211bytes TextDocument  3/23/2024 112325PM  STANDARD
F clusterl_svm... 211bytes TextDocument  3/23/2024 112325PM  STANDARD
[hfsexe 207M8 Application 3123/2024 11:2336PM  STANDARD
[¥Is3browser-11.. 958M8B Application 3/23/2024 11:2326PM_ STANDARD
éuulud - Download Delete ENmFuldel %,_Reﬁesh S s (11,85 M8) i O fokiars
Tasks (1) Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://bucket.s3portal.demo.netapp.com:8080/ [ copy
Key LastModifed ETag size Storage Class Owner Versionld
] cluster!_demo_s3_user_s3_userx
revision # 1 (curent) 32312024 11:2325 PM acHc95436976f3678b2b6ed6a60e The 157 bytes STANDARD Unknown (Unknown) MzgOMiQIMDAWL
[ cluster1_svm_demo_s3_details (1) bt
revision # 1 (current) 32312024 112325 PM 407753646a6cfe19de71eeMSH04 211bytes STANDARD Unknown (Unknown) NDgOMiQTMDAW.
(] cluster1_svm_demo_s3_details.txt
revision #: 1 (curent) 32312024 112325 PM 17d20651856/480a567af3%feccc 1062 211bytes STANDARD Unknown (Unknown) NTU2NZIOMDAWL.
[Fhfs.exe
revision #:2 (current) 32312024 112336 PM 9285576982d1269372f0ace91d63477 207M8 STANDARD Unknown (Unknown) NZQ1OTE4MDAW.
revision #: 1 32312024 11:2325PM 9e8557e98ed1269372f0ace91d63477 207M8 STANDARD Unknown (Unknown) Njk20DI3MDAwLN
[Eputty.exe
revision # 2 (deleted) 3/23/2024 11:2331PM Unknown (Unknown) NjMzMDAWMC52
revision #: 1 3/23/2024 112325 PM 54cb91395cdaad9d47882533c21fc0e9 83405KB STANDARD Unknown (Unknown) NZE2NzEyMDAWL
[@s3browser-11-6-7.exe
revision # 1 (current) 32312024 11:2326 PM 2636/09705#47829626937c5cl08200-2 958 M8 STANDARD Unknown (Unknown) NDY20DcwMDEU...

BIERRR

SERFIRIAIEE R ONTAP {82 E StorageGRID ©

£ ONTAP R EESH ~ BIEE [F:E / #iad,

3R T StorageGRID | ©

=

oM THEE E

IR

~ RBIE—T TEE) %8R
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= “ ONTAP System Manager Search actions, objects, and pages Q Q

Lets you select specific volumes for protection if you Lets you select which volumes you want to be backed up ‘ Lets you protect a consistency group with a zero
DASHBOARD e don't need to protect entire storage VMs. to a cloud destination. ‘ recovery time objective.

INSIGHTS
(@ Netapp SnapCenter software simplifies backup, restore, and clone management for the applications hosted across ONTAP enabled platforms. Use NetApp SnapCenter for application-consistent

STORAGE

NETWORK

Bucket protection
SnapMirror (local or remote)
PROTECTION | 2 of the 2 buckets aren't protected.

EVENTS & JOBS

Relationships Back up to cloud
2 of the 2 buckets aren't backed up to the cloud.
HOSTS

CLUSTER

Protect buckets

Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

(—%SmrageGRlD o
Il oness

aws Amazon S3 o

=
{5 others plicate data or metadata to the cloud target. A valid data container must be created with the object store provider. This assumes that the user has valid
bject store provider to access the data bucket.

+add v

RMEBIEA URL ATURE A StorageGRID Bfl (A& fEA Path-styl URL) ¥4 FREHERES §
Storage VM | ©

Add cloud object store

NAME

sgws_demo

URL STYLE

Path-style URL

OBJECT STORE SCOPE

O Cluster () storage vM

useey @@

O SnapMirror (©) ONTAP $3 SnapMirror

SERVER NAME (FQDN)

192.168.0.80

NRCERARIZ SSL ~ SATEILERE B & T s imsb BB « I1E StorageGRID Inki/&sEHER o TR 5
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HIZEY SSL 7518 ~ 2ARFEULTA HTTP inRhERIE o

¢ bt B R9hAY StorageGRID #HAE#A A StorageGRID & S3 £IRMHERZTE o

ACCESS KEY

JCT7L1IX5MIOS5091E86TR

SECRET KEY

C L T e YT

CONTAINER NAME ()

bucketl

Network for cloud object store

NODE IP ADDRESS SUBNET MASK BROADCAST DOMAIN GATEWAY

onPrem-01 192.168.0.113 24 Default 192.168.0.1

[ ] use HTTP proxy

REEREBMBR - RFIFTLUREBRNRARE - B [SHRAKRE) - 2AREN F5E) -

I ONTAP System Manager Search actions, objects, and pages

Back up to cloud

DASHBOARD 2 of the 2 buckets aren't backed up to the cloud.

INSIGHTS

STORAGE

NETWORK

EVENTS & JOBS Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

PROTECTION

~ Local policy settings @
Relationships
HOSTS

Protection policies = Snapshot policies =2 Schedules
CLUSTER

Applicable when this cluster is the destination Applicable when this cluster is the source or wh...

At0,5,10, 15,20, 25, 30, 35, 40, 45, 50, and 55 minutes past the
hour, every h

At'S minutes past the hour, every hour 3 Schedules
. e AL12:15 AM, 06:15 AM, 12:15 PM and 06:15 PM, every day

No schedules o sthcias AL02:15 AM, 10:15 AM and 06:15 PM, every day

o Mhais PR —

AREFTERR ~ MR MREREER) & T 1)\ 885 T38) -




Policies Protection overview

Protection policies

Policy type

Continuous (Al

Continuous Policy for S3 bucket mirroring. Continuous Cluster

THROTTLE RECOVERY POINT OBJECTIVE
Unlimited 1 Hours

IBERFIRI LR E SnapMirror RIEEETRE o

SnapMirror create -source-path SV_DEMO : /bucket/bucket - destination-path sgws_demo : /objstore -
policy Continuous

@ clusterl-mgmt

IR ET BB TR (ReE RV EE R BB P RE R E IR AT 5 ©
Buckets

Lifecycle rules  Capacity (available | total)

0 100 Gi8 100 Gi8

0 100GiB 100 GiB

MNRBAEEETREN A ZE [ SnapMirror ( ONTAP T Eim) 1 2% - HFIEEEEF SnapMirror EFTHEARRE ©
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bucket

ru SnapMirror (ONTAP or cloud)

Destination Relationship health State

sgws_demo:/objstore t (© Healthy (© Mirrored

ERFEER

BPIIRTEE BRI ETEERE ONTAP 1R&Z| StorageGRID ° (EBFERENABZME ? HFPIHZRIRF BRIt ER
EhRAERVETHE - BRRE B R R IR A ? MIRFLFIEA S3 BIEREE StorageGRID f#1FE ~ M IR
BARSLRES « MERBFRIGHREFE - DA EEZWMAHIMBRRE o RPIERBYIMHE StorageGRID f#
FERRE 1 Bk

[ 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp)

- 8 x
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket o Add external bucket 2 Refresh path:[ 7 | 7 8 Y 3
“ bucket Name Size Type LastModified Storage Class
sg-dummy cluster_dem.. 157bytes TextDocument  3/24/2024 121353 AM  STANDARD
clusterl_svm.. 211bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
207MB Application 3/24/2024 121353 AM | STANDARD
[s3brdyser-11.. 958MB Application 3/24/2024 121353 AM  STANDARD
Upload ~ | o Download Delete 1] New Folder Refresh
x Sul ;
Tasks(1) Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [ copy
Key LastModified ETag Size Storage Class Owner Version Id
[ hfs. exe
revision #: 1 (current) 3242024 121353 AM "9e855798ed1269372f0ace91d63477" 207MB STANDARD tenant_demo (27041610751 NjUSRDhCNDIRT

TEFFIET ONTAP fEZER ~ BRFIRFThRZAHTIE ERAIEAEEMG ~ MREHERTI -
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[ 53 Browser 11.6.7 - Free Version (for

I use only) - and post-mig = Wi - 8 X
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
b New bucket s Add external bucket wsL/ BT D
] ontap-dummy Name Sze Type LastModified Storage Class
& bucket clusterl_dem.. 157bytes TextDocument  3/23/2024 11:23:25PM  STANDARD
J clusterl_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
cluster]_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
[ putty.exe 83405KB Application 3/23/2024 11:2325PM  STANDARD
fs.exe 207MB Application 3/24/2024 121452 AM - STANDARD
#s3browser-11.. 958MB Application 3/23/2024 11:2326 PM STANDARD

Upload + Download
™

Delete ] NewFolder

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

URL:  http://bucket.s3portal.demo.netapp.com:8080/

Key
cluster]_demo_s3_user_s3_user
revision #: 1 (current)

] cluster1_svm_demo_s3_details (1)xt
revision # 1 (current)
cluster!_svm_demo_s3_details txt
revision #: 1 (current)

[hfs exe
revision #: 3 (curent)
revision|, ;2
revision #: 1
[@putty.exe
revision #: 1 (curent)
[#s3browser-11-6-7.exe
revision #: 1 (current)

YR F9E StorageGRID —f8]

WIRRRES ©

LastModified ETag
3/23/2024 112325 PM
3/23/2024 11:2325PM
3/23/2024 11:2325PM
3/24/2024 121452 AM 9855

3/23/2024 11:23:36 PM
3/23/2024 112325 PM

3/23/2024 112325 PM

3/23/2024 112326 PM

[ 53 Browser 1167 - Free Version (for non-commercial use only) - Bucket (Migration Temp)

HPI B EERFEFER R 7R

s Refresh
5.

0 folders

Size Storage Class Owner Version Id
acf4c9543e97ef3678b2bbed6able 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMjQTMDAWL.
407753b646abcfef19fde 71eefb5f04 211 bytes STANDARD Unknown (Unknown) NDgOMjQTMDAwW.
17d20651856f480a587af3%feccc 10e2 211 bytes STANDARD Unknown (Unknown) NTU2NzIOMDAWL.

ed1269372Maced1 463477
9e8557e98ed1269372f0ace9d1d63477 207mB Unknown (Unknown) NzQ10TE4MDAwW.
9e8557e98ed1269372f0ace9d1d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAwWLN.
54cb91395cdaad9d47882533¢c21fc0ed 834.05KB STANDARD Unknown (Unknown) NzE2NzEyMDAWL.
2e36/b9705f4782962d6937c5df082f0-2 958 MB STANDARD Unknown (Unknown) NDY20DcwMDELu.

{B7E SnapMirror B{&Z Al ~ AMERD

- o
» 7
Accounts Buckets Files Bookmarks Tools UpgradetoPro!  Help
& New bucket offs Add external bucket 2 Refresh w s/ 08
] bucket Name Size Type LastModified Storage Class
& sg-dummy clusterl_dem.. 157bytes TextDocument  3/24/2024 121353AM STANDARD
cluster]_svm.. 211bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
T puty.exe 83405KB Application 3/24/2024 121428AM  STANDARD
[Ehfs.exe 207MB Application 3/24/2024 121456 AM  STANDARD
[#s3browser-11.. 958MB Application 3/24/2024 121353AM  STANDARD
4 Uplosd - | g Downlosd | g Delete ( ] New Folder b Refresh 1fie (20200
Tasks (1) Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [P
Key LastModified ETag Size Storage Class Owner Version Id
[¥hfs.exe
3/24/2024 121456 AM e8557e98ed1269372f0aced Tk rTLM 207MB tenant_demo (27041610751..  OEMR{Y4NDgIRT.
revision #: 1 3/24/2024 121353 AM "9e3557esaad125937Mac391 tenant_demo (27041610751... | NjUSRDhCNDIRT

_FE

EBR R #TR
BB EETR

94

ONTAP SnapMirror S3 2R 2E BB RIARES ©
~ LU B BYih o 554k StorageGRID FLAE4E

Rafael Guedes # Aron Klein_

St ONTAP S3 |[E#5#54E StorageGRID ~ BIR{
11 ONTAP S3 |E#3#58E StorageGRID ~ BIRiE

EYIHRIRRASEAZECER ©

I3 AFI7E StorageGRID I#iEIL T —{ERRZS

X4k S3

4k S3



%8 S3 &8

BT « KEB RIS EEAEMNRE « MRS RS HTHI528 - StorageGRID 12{1 AP
<Al S3 SREABREE o

Z A StorageGRID BI2 Ul (MIEEEEIES Ul) -~ BEIEL TAPI ) BIESEm -

= N NetApp | StorageGRID Grid Manager

DASHBOARD

s @ . Dashboard

NODES

Health @
TENANTS

[ v Overall st

CONFIGURATION

MAINTENANCE

JER MES) &R « L [ POST /GRI/account-enable — s3-key-import 1~ #—T T Tryitout s (A) #&
$7 ~ SA1BIR—T lexecute 1 (¥117) %8R o

accounts Operations on accounts o

o ¢-enable-s3-key-import ENADIES the Import S3 Credentials feature on this node. Warning: Enabling this feature allows Grid Manager users with Change Tenant Root Password permission o
/grid/account-enable-s3-key-import ;o fyll access to tenant data. This feature should be disabled immediately after use

Parameters

No parameters

HEEE MRA) TABTHEEZE [ POST /GRID/accounts/{id}/user/{user_id}/s3-access-keys |
BPSTELLE A LI ERTEE ID MIERAEIRE ID © 557F json HIRHIEA ONTAP EAEMMAIMEE o &

AL EEBENEAR ~ 5#kk T~ Expires 1 (FJHAH) @ 123456789 - #A%&¥—T [ execute (1T
) 1 °
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m /grid/accounts/{id}/users/{user_id}/s3-access-keys Imports S3 credentials for a given user in a tenant account
\'

‘ Parameters

Name Description
‘d * required
string ID of Storage Tenant Account
(path)

27041610751165610501
user_id " reavired
steing ID of user in tenant account
(path)

ebc132e2-cfc3-42c0-a445-3b4465cb523c
body * required

Edit Value Model

(body)

{

“accessKey": "3TVPI142)GE3Y7FV2K(CO",

“secretAccessKey”: "75a1QqKBU4quA132twI4g41C4GgSPP30ncyOsPES"™
}

SHRFFEERESREAR - LEZEA MREI T POST /GRI/account-disable-s3-key-import | FIHI&IRE
ATHEE

m /grid/account-disable-s3-key-import Disables the Import S3 Credentials feature on this node. ™
‘ Parameters Capgel

No parameters
‘ Responses Response content type [ application/json v ]

MRBRFEEFEES U FEERERERF « MEEINSREME -
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Users > Demo S3 User

Overview
Fullname: @
Username: @

User type: @

Denied access: @

Access mode: @

Group membership: @

Password

Manage access keys

Add or delete access keys for this user.

Access key ID

Demo S3 User /'
demo_s3_user
Local

Yes

Read-only

Demo S3 Group

Access keys

Expirationtime $

---------------

BRI

WRITHEZETRENE ONTAP ;X A5 E StorageGRID

StorageGRID ~ BREZIRTEIE B4 RIBERVIFEF o

7£ ONTAP R EIEEH

S3 f#FE °

N

None

None

FILTELLAER - SIREZNE ONTAP S3 BEE

4548 S3 BHAEMIEH S TE S [ ReadOnlyAccess | ° EfEFLIEERAEBEA ONTAP
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Edit group

NAME

demo_s3_group

USERS

demo_s3_user x

POLICIES

ReadOnlyAccess x

FITH R EHE DNS RE AT ONTAP #EE15A StorageGRID iRk o s5ME Ein /K8 EMERR - WRTHEEE
BRAERINER « $51F StorageGRID H#TIL in 48N 18
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Endpoint Domain Names

Virtual Hosted-Style Requests
Enable support of S3 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com,

s3.example.co.uk, s3-east.example.com

Endpoint 1 s3portal.demo.netapp.com +

S A FIRR BEEE SR TTL :BHA - 250 DNS LRI EH AL - WEAR—TIREEEEE - A THWRZ
BIETFIAR AR StorageGRID ERMZEVRIVIAE 77 S3 £88 (MIEEARIEIE) - #B& SnapMirror BREL ~ 1L
Fe#5B% ONTAP Bk} o

_1E& : Rafael Guedes # Aron Klein_
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THEEERIENIEmMm

fEFCloudera Hadoop S3:&#23StorageGRID &L F
_ % : Angela Cheng _

Hadoop —EREFEILIR—E R EHIFIZE KRS © Hadoopr] FIARGERIZINR 2448 « EZEBMEEZHS
RUBRIZABIERIE - HadoopHVar st AIEE — RSB =R T 2014 2R - SEKSEEA MY ERTNHTFRE
A EEERASIAZKHNITHadoop TIFAE ?

BEEHEBRERRBNR - A8 CrERNRFRERMEHSENG ZEFNERE - RERETSERRER
BRNEEERRB I Em AR E o

75 T RIS EEDREY ~ Hadoop S3AF il TSI HRTF R IR HEEENO - EASSAE fFHadoop TIFAAZ
BRI RERFEEFENRETE - W ERRFFEREDR - EMEIIETERLRERE - DHER

BT AR EENERRAZELF - TREEHNENANMEHETE o FIE - SR LUEEHadoop T
{ERIZREERETCO ©

R ES3AEEZ2I LU F AStorageGRID Sfor

FoIRIEE
* BRI Hadoop S3AEARAIFAISSIHELURL « FHAS3ITFINE RS 8 o StorageGRID
» EErhEETEMIClouderaZ E MrootTH SudotEfR ~ BRI R ZEE JavaElf o

HE2022F48%A1E ~ Java 11.0.14¥2fCCloudera 7.1.7 2@ StorageGRID Iz ~ AIHBEEAREA - 1THZRs
B ~ JavalRAs4Rmsk Al SEB FAARE ©

ZitJavaEH

1. 35 E "Clouderasz 12 5 EER" LIEVE R IERIJDKARZS ©

2. T& "Java 11 xEMH" FHClouderaFz EEE R MR o BILEHEREIZENNSEEH o 7EILEF
B~ rpmEH B CentOS ©

3. Klroot& et BB SudotERIIIRF EASE T - TEETHLENIT TSR
a. REEM:

$ sudo rpm -Uvh jdk-11.0.14 linux-x64 bin.rpm

b. @& JavalIZEME  NRZKT ZERE « AR ZENRARBTER !
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https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://www.oracle.com/java/technologies/downloads/
https://www.oracle.com/java/technologies/downloads/
https://www.oracle.com/java/technologies/downloads/
https://www.oracle.com/java/technologies/downloads/
https://www.oracle.com/java/technologies/downloads/

alternatives —--config java

There are 2 programs which provide 'java'.

Selection Command
+1 /usr/java/jrel.8.0 291-amd64/bin/java
2 /usr/java/jdk-11.0.14/bin/Jjava

Enter to keep the current selection[+], or type selection number:

C. BUEITHINIEE letc/profile) 4R o BN S EMUEERIRR :

export JAVA HOME=/usr/java/jdk-11.0.14

d BT TIE< « REEAEEN :

source /etc/profile

(U1

Cloudera HDFS S3#H#E

1. #tCloudera Manager GUIAR ~ BN ER &> HDFS ~ AR BEENAERE o

2. 7 TCategory ($8H!) 1 & ~ #EHX TAdvanced CE&ME) 1 ~ AERE THEBILINE Cluster-wide Advanced

Configuration Snsetting (Z%R]) for core site.xml| (EESHEARMERLBLEREE (£2/H)
3. #—T (+) T3k~ REIE THERH o

18 BE
fs.s3a.access.key _<FAS3FENESR A1 StorageGRID SURE>>_EW{Z

fs.s3a.secretkey  <ff B S3AIIEE £ B StorageGRID It

fs.s3a.connection.s [trueiiR] (MNRER/DILIER ~ 855 Ahttps)
se.enabled

fs.s3a.lm B < StorageGRID 45 S3um2t @ EiFIE>

fs.s3a.impl org.apache.Hadoop ° fs.s3a.S3AFileSystem
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B2y L
fs.s3a.path.1% [trueZk{R] (WNRER/DILIEE - TR A ER ETHE)

z.access

EHIHREER
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Cluster-wide Advanced HOFS (Service-Wide) O Undo @ “
Configuration Snippet (Safety View as XML
Valve) for core-site.xml

MName [ fs.s3a.endpoint l E®

©f core_site_safety_valve

Value

sgdemo.netapp.com:10443 l

Description [ StorageGRID 53 load balancer endpoint l

Final

Mame [ fs.53a.access key l BE®

Value [ OM st & AN l

Description [ SG CDP 53 access key l

Final
Mame fs.53a.secret key l BE®
Value [ mapziimmhehitmiihhRetaReeEERNaE O fc I

Description [ SG CDP 53 secret key l

Final
Name fs.s3a.impl l HE®
Value org.apache hadoop fs.53a S3AFileSystem l
Description [ l

Final
Mame [ fs.s3a path.style access l E®
Value [ true l
Description [ l

Final

“luster-wide Advanced Configuration Snippet (Safety Valve) for core-site.xml ‘ Save Changes(CTRL+S)

AR—F TREEFEE) %5 o (EHDFSINAERFERARAERET « £ T —HENEMREBRARTS « A%
BEEVIL BN EATRRED ©
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CLOUDZRA - R
m Manager CDP Cluster

search | @ HDFS  ctons-

Stale Configuration: Client
Status  Instances  Configu configuration redeployment
needed

]
|

ile

Bt S3AELStorageGRID SfefyiE4LR

BITEAEF AR
Z AClouderagg SRRV ELA—ER 14 « A% EIA Hadoop FS -Is s3a : //<stucke-name>/] °

THIERE AR EsyletE TR FERIHDF SRS EF R AR -

[root@ce-nl ~]# hadoop fs -1s s3a://hdfs-test/

22/02/15 18:24:37 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties, hadoop-
metrics2.properties

22/02/15 18:24:37 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/02/15 18:24:37 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/02/15 18:24:37 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

Found 1 items

—rW-rw-Irw- 1 root root 1679 2022-02-14 16:03 s3a://hdfs-test/test
22/02/15 18:24:38 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/02/15 18:24:38 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/02/15 18:24:38 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

SEREHFAR

M

i1
fEFAHTTPS 47 StorageGRID #4178 « MAEERF 155888 UK EI Tshipee_fusel $EERE o
*REA : *EERRJRE/JDK, EABRF A Z BN TLSZIBEE & 47 StorageGRID EISAHEA o

RN S & A
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[root@ce-nl ~]# hadoop fs -1s s3a://hdfs-test/

22/02/15 18:52:34 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties, hadoop-
metrics2.properties

22/02/15 18:52:34 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/02/15 18:52:34 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/02/15 18:52:35 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

22/02/15 19:04:51 WARN fs.FileSystem: Failed to initialize fileystem
s3a://hdfs-test/: org.apache.hadoop.fs.s3a.AWSClientIOException:
doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: Received fatal alert: handshake failure: Unable to
execute HTTP request: Received fatal alert: handshake failure

1ls: doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: Received fatal alert: handshake failure: Unable to
execute HTTP request: Received fatal alert: handshake failure

*EITEE | SARERE B2 ERIDK 11 XS ERhRAS ~ Wi JavafZRERATERIE © H2HE ZikJavaE EEIUEY
EZHEM -
M2 :

AR StorageGRID EVZHRAE MEEHEIBMATHRBREEERNER) AITHEE

JRE . StorageGRID A% Javat2 N E1E* 21k SS3imri AR 2 /&R5E ©

EHEZRAS -

A
=
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[root@hdp6 ~]# hadoop fs -1s s3a://hdfs-test/

22/03/11 20:58:12 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties, hadoop-
metrics2.properties

22/03/11 20:58:13 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/03/11 20:58:13 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/03/11 20:58:13 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

22/03/11 21:12:25 WARN fs.FileSystem: Failed to initialize fileystem
s3a://hdfs-test/: org.apache.hadoop.fs.s3a.AWSClientIOException:
doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: PKIX path building failed:
sun.security.provider.certpath.SunCertPathBuilderException: unable to find
valid certification path to requested target: Unable to execute HTTP
request: PKIX path building failed:
sun.security.provider.certpath.SunCertPathBuilderException: unable to find
valid certification path to requested target

FERTTEE | NetApp R EREBMAH/RERZREEMZENARS&E « URRERELEER - &
B5]CASRIAREZ/&EMIE EJavalZEFKE ©

ST FEUSFER ~ ##StorageGRID —E5=E B B5]CASFARES SEFILE EJavalFEEFNHE ©
1. #HIRANTERJava cacertstEZE o

cp —ap $JAVA HOME/lib/security/cacerts
$JAVA HOME/lib/security/cacerts.orig

2. & StorageGRID S3imEh/R:EE AJavalEEFHE ©

keytool -import -trustcacerts -keystore $JAVA HOME/lib/security/cacerts
-storepass changeit -noprompt -alias sg-1lb -file <StorageGRID CA or

server cert in pem format>
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SREEBEARTLER
1. 1 NNHadoopst &k B AR AT TIEEE ©
'B& B HadoopiRs2##F2 = Hadoop root * logger ={&$E + Console '
2. AT ~ LAFEEREE 5| Eerror.log ©

lHadoop FS -Is s3a : //<stucke-name>&>error.log |

_1F#& : Angela Cheng _

fEFS3cmd;iziStorageGRID K &3S37E 218 A ERYTZEY
_{E#& © Aron Klein_

S3cmdEREMNHLH TEMB RIS « BRAMRS3EE o e UFEAs3ecmdflst StorageGRID Bon&3S3EX#E
ZEY ©

LI KR ES3emd

EEETIFILSFEARSS L %8ES3cmd ~ sAE T &L "fh < FIS3F Fin" o S3cmd B 85 %87 StorageGRID &EX
IBRVENEL | ~ A RRHHHENTA -

FIYaAERE D B
1. s3cmd --configure
2. (BRMIFINEEMsecret&if « HER D RIRETERME ©
3. EAMEMEEEERAETE ? [yn] (B/E) n (BHEAE - BRAEHERK)
4. [REEFRE ?[YIN]y
a. #AREEEFEE Mroot/.s3cfgl
5. 7£.s3cfgH ~ #&host_baseflhost_bucketiE I BN "=""fF5E 2% :

a. host_base =

b. host bucket =

@ WRITIE L ERAFIEEhost_basefllhost_bucket » B REETECLIFEH—hostRIEE ImEh ©
#if

host base = 192.168.1.91:8082
host bucket = bucketX.192.168.1.91:8082
s3cmd 1ls s3://bucketX —--no-check-certificate
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https://s3tools.org/s3cmd
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https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
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2= %N 4 e
© BIIfETERE
M3cmd MB S3 : //s3cmd bucket -host=<4%4E Bb>:<port>-ner-ne-checksds% |
* BIHFrE L
M3cmd Is --host=<if; Bi>:<port>---un-checksR:% |
* BIHFEEFEREANS !
F3cmd la -host=<#%4% E>:<port>-no -check’&zE 1
* FBSEHFERNYHE
M3cmd Is S3 : //<bucket >-host=<#%%4% Bh>:<port>-no -check/&:% |
* MIBR—{EH :
M3cmd rb s3 : //s3cmd bucket -host=<£#%4% Bh>:<port>-ne-ne-checks?:8 1
* REMHY
M3cmd PUT <file> S3 : //<bucket >-host=<#&%% 2f>:<port>-no -check/&:% J
* B
M3cmd Get S3 : //<bucket >/<object>-host=<#%4% Bh>:<port>-no -check/&:% |
* MRS -

M3cmd Del S3 : //<bucket >/-host=<#%4% Bh>:<port>-no -checks3:% |

Vertica EontE &l EE (i FINetApp StorageGRID IhsEf# 4t
FRf#FR 15

_ &% : Angela Cheng _
Z$5raERBATENetApp StorageGRID 2R _Ei211 BB 2 AfEFER Vertica Eon Mode BRI ERTZER ©

Gy

Vertica@ D ITEREEEEHE - ER—FMHREETES - BAREAEENMR « EERNEERIESD - 172
HIBRIRAIEEIRYAE © VerticaB kI BRI, 2 —#11T © EonsiEnterprise B MUIE NP EE s Bk EEE M
fEET o

EonfllEnterprisei2 N EFEEFERNUE EFEBFAR -

* Eon Mode BRI EE R AR REFRERFEFER o 52 VerticatEER) o
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* EERABHETRHENRFFESRNERNED  FEEERENENRIERRAT -

Eon ModeZ21#

Eon Modef$ EHE REE R BRI RFHEFEEIRRRK « EERMMHFREIC5 72 FET - Eon Moded
HVertica#SiB R E(L « TRARKELFRH « BEABUNERAREFERR LRI

Eon Mode &R BRHHAFEBA ABREFRENLAYAREER  SIREEFEZEAEEEHAmazon S3 LR

o
depot
I_.-" ..'\_
/

'
SPHIER

Eon Mode A EEAKFFER « MEERE—HRREFUERFEFMEENNERE (PEEN) - 2BREER
BRENENSEPNRHFIUE - JEENESRZEHEA -

]/'

LRFEERERETIIEMK

* DinABEHEDHRETFRETH2BAFREREELERS - MERRREEREREMERERERV A
B R a3 _E AR _ERYETFRBRG/ ) o

* (EAIERERR LB R E B AE R B E A EIREEREY

* RETZEHRL LR ZEREARE
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* ARERENU LR A IVEE - BILERILEEH R RS - UREBRSREMER - MRELHEEFEMAAR
£~ BIFRE SIS FRENREET - FEEMBZERBAREEF « 7ERERMEERRHERR L « SRR
AUERRL L o

HEIEFRI

NRRBERFENREEZ— « ERE - RHAZERIRMEFIERFRE LA EIEERENIE © It - MRFFZE
RFIRIE 2 R EENER  AERELRFEEREFIETMAME - 2T HEERFECEE « Eon Mode
BRERRER S EEAHERRE - HRRERNES T8 o WTEAR - Mg RERrENERES L
REFEFES - IRZ - MEEAENNAHERTRES - IRENFEREET - T2 RFEEFRAERN
B iR ERRFERHEFES -

NetApp StorageGRID F1iii&:%

Verticald EREBERHFFEMHHTE « EAET (HHEER) ERGEMH (BRISEMHFIA/NZ200
E500MB) - EEAERITEREERRE - VerticaG A (I THEEEGeth T Y « (5 LB+ T 1THEEX P EER
BilEE - SETEHEERGet KAI738KB °

F10TBEREEHNERE TR AR « S7E1X4 ~ 000E10 ~ 0001EGet ({iT4HEEEIGet) EREAIE o
fEFISG6060FEFIEE B ITILRIGERF « AT EEAEEHMNCPUEAE%RE (8920%FE30%) ~ 182/3
MICPUE BRI E S I/OTESGF6024_ EERZRE/OZFM B D EERE (0%ZE0.5%) °

M NOPSERS RIEERTRIBE (FHIEEI0.0170) - NetAppiZi#iS SFG6024 B HRETFARTS ° W1RE
ESGSOGOHEE‘EEE?F"%“kﬂ’\]ﬁﬂ@kd\ » BREAVerticaR FEIRSEREEMRRIE - UETBEHRNER

HRBSIBHMEFAPIREEE, « R ELMEASG1005(SG1000 o BEIBEECAM LT EREA/NWEREEHE
KREE - MEBFRREFERBHREEHTELS - NetAppEZFREBN A FHRREESNERTKIEE
& o UNFEStorageGRID FHERE - :5/85NetAppE A BEIFX ©

HthStorageGRID FYITHAEARRSEZREIE !

* WNBIEEE © SBR/ISGF6024 A FE — BB ELL LN EMFEFRAEEMIVER - MRICRFEASG60602K
RMRIAERIERE « SHRFSGF6024 AEBHEMREH T HR—ERBETHNENENRBIEEG (BIR0E
BEUAE) B BURFAREE - ER—ELSESERNERENERAEE « SRS S RITIRMEE

* BRRE o fEfAReplicate A UREF R L E - 7R ERPHEREERHEIRREN - FRAILUERHERR
SR REAREEIFERPERE o

* TEUFRMERERE o VerticaB BB ~ BEFEEVMHRET - RAEBBEASE—THEREEAE -t
BAIERHE LT A S B RIRLAE

* *HTTPEEHTTPS S3inghEMR" o EEAEAIEHAR « RPIHRRIERHTTP SIERE Verticazz &
%|StorageGRID Es& & FH#23ImRERF « SUAEIRAAI5% © IWEEIRERIBEFINZ 2B RMIE

Vertica#HREAVZRBLHE :

* HEGER(EE - SRR VerticaBRHETARIVERRE (E=1) ° NetAppi#fNEZRECRIAELEEMRE
LUSRFHRASE ©

* FRBRRE - MFEMERSFMEER  F2R— FASERRS -
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#Eon ModeZ & ASSBIRIEF « WA FR#EFREZLEEStorageGRID [FEith
LU & EiERBB#EEon Mode ZEETE NEFEPBIRIE A  Wid AR HTFRE LI 7E StorageGRID [FHIAIFERS ©
IPEPEE S FERTS (S3) A HERENER « BVerticatsmPHIEREL ?‘W“K:.B%faiﬁqﬂtc
EEon ModeEHHE" o

THIRERRINEERR !

* £%511.4.0.4 StorageGRID
* Vertica 10.1.0

* =ERERMMES (VM) $BBECCentOS 7.xX1EXE R4 « AliEVerticafi AR EEE o ILREEBFBENIFERE - &
FEAM VerticalE L IEE BRI EHEE o
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awsauth = MNVU40YFAY2xyz123:03vuO4M4KmdfwffT8ngnBmnMVTr78Gu9wANabcxyz

awsendpoint = s3.england.connectlab.io:10443
awsenablehttps = 1
awscafile = /etc/custom-cert/grid.pem
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admintools -t create db -x sg auth.conf --communal-storage
-location=s3://vertica --depot-path=/home/dbadmin/depot --shard
-count=6 -s vertica-vml,vertica-vm2,vertica-vm3 -d vmart -p
'<password>"'

*E?Féﬂlﬁﬁ’]ﬂ” R~ BIMERERZEDENRRE - F—REIBHNER - R GRTTERRE
a4

amY

BN ~ FFE2RTIIRERERERNM create db]ap<

[dbadmin@vertica-vml ~]$ cat sg auth.conf

awsauth = MNVU40YFAY2CPKVXVxxxx:03vuO4M4KmdfwffT8ngnBmnMVTr78GuIwAN+xXXX
awsendpoint = s3.england.connectlab.io:10445

awsenablehttps = 1

[dbadmin@vertica-vml ~]$ admintools -t create db -x sg auth.conf
--communal-storage-location=s3://vertica --depot-path=/home/dbadmin/depot
--shard-count=6 -s vertica-vml,vertica-vm2,vertica-vm3 -d vmart -p
19:4:9:9:6:0:0:0: 4
Default depot size in use
Distributing changes to cluster.
Creating database vmart
Starting bootstrap node v_vmart node0007 (10.45.74.19)
Starting nodes:
v_vmart node0007 (10.45.74.19)
Starting Vertica on all nodes. Please wait, databases with a large
catalog may take a while to initialize.
Node Status: v_vmart node0007: (DOWN)
Node Status: v_vmart node0007: (DOWN)
Node Status: v_vmart node0007: (DOWN)
Node Status: v_vmart node0007: (UP)
Creating database nodes
Creating node v_vmart node0008 (host 10.45.74.29)
Creating node v_vmart node0009 (host 10.45.74.39)
Generating new configuration information
Stopping single node db before adding additional nodes.
Database shutdown complete
Starting all nodes
Start hosts = ['10.45.74.19', '10.45.74.29', '10.45.74.39"]
Starting nodes:
v_vmart node0007 (10.45.74.19)
v_vmart node0008 (10.45.74.29)
v_vmart node0009 (10.45.74.39)
Starting Vertica on all nodes. Please wait, databases with a large
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catalog may take a while to initialize.

Node Status: v_vmart node0007: (DOWN) v _vmart node0008: (DOWN)
v_vmart node0009: (DOWN)

Node Status: v_vmart node0007: (DOWN) v vmart node0008: (DOWN)
v_vmart node0009: (DOWN)

Node Status: v_vmart node0007: (DOWN) v vmart node0008: (DOWN)
v_vmart node0009: (DOWN)

Node Status: v_vmart node0007: (DOWN) v vmart node0008: (DOWN)
v_vmart node0009: (DOWN)

Node Status: v_vmart node0007: (UP) v _vmart node(0008: (UP)
v_vmart node0009: (UP)
Creating depot locations for 3 nodes
Communal storage detected: rebalancing shards

Waiting for rebalance shards. We will wait for at most 36000 seconds.
Installing AWS package

Success: package AWS installed
Installing ComplexTypes package

Success: package ComplexTypes installed
Installing Machinelearning package

Success: package MachineLearning installed
Installing ParquetExport package

Success: package ParquetExport installed
Installing VFunctions package

Success: package VFunctions installed
Installing approximate package

Success: package approximate installed
Installing flextable package

Success: package flextable installed
Installing kafka package

Success: package kafka installed
Installing logsearch package

Success: package logsearch installed
Installing place package

Success: package place installed
Installing txtindex package

Success: package txtindex installed
Installing voltagesecure package

Success: package voltagesecure installed
Syncing catalog on vmart with 2000 attempts.
Database creation SQL tasks completed successfully. Database vmart created
successfully.
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R (LTEAR)
615"

€145)

€146)

(40)

€145)

ll34ll

€41)

"61 il'_;-E"

€131)

EHY IR TR

l's3

. /IVertica/051/026d63ae9d4a33237bf0e2c2cf2a794
a00a0000s000021a07/026d63ae9d4a33237bf0e2c2c
f2a794a00a0000a21a07_0_0 0 0.DFS'y

l's3

. IVertica/2c4/026d63ae9d4a33237bf0e2c2cf2a794a
00a000021a3d/026d63ae9d4a33237bf0e2c2c2a794a
00a0000a21a3d_0_0.DFs

s 3

. IIVertica/33C/026d63ae9d4a33237bf0e2c2cf2a794
a00a0000s000021a1d/026d63ae9d4a33237bf0e2c2c
2a794a00a0000a21a1d_0_0.dfs]

l's3

. /[/Vertica/382/026d63ae9d4a33237bf0e2c2cf2a794
a00a0000s000021a31 /
026d63ae9d4a33237bf0e2c2cf2a794a00a000021a31
0.0 _0.DFs|

l's3

. IVertica/42f/026d63ae9d4a33237bf0e2c2cf2a794a
00a0000s000021a21/026d63ae9d4a33237bf0e2c2c2
cf2a794a00a0000a21a21a21a21_0 0 0 0.DFS'J

l's3

. /Vertica/472/026d63ae9d4a33237bf0e2c2cf2a794
a00a0000s000021a25/026d63ae9d4a33237bf0e2c2¢c
f2a794a00a000021a25 0 0 0.DFs]

l's3

. /IVertical/476/026d63ae9d4a33237bf0e2c2cf2a794
a00a000021a2d/026d63ae9d4a33237bf0e2c2c2cf2a
794a00a000021a2a2d_0_0_0_0.DFs

ls3

. IIVertica/52A/026d63ae9d4a33237bf0e2c2cf2a794
a00a000021a5d/026d63ae9d4a33237bf0e2c2c2a794
a00a0000a21a5d_0_0.DFs

ls3

. /IVertica/5d2/026d63ae9d4a33237bf0e2c2cf2a794
a00a0000s000021a19/026d63ae9d4a33237bf0e2c2c
2a794a00a0000a21a19_0 0 0.DFS'
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l's3

. IIVertica/5f7/026d63ae9d4a33237bf0e2c2cf2a794a
00a0000s000021a11/026d63ae9d4a33237bf0e2c2c2
a794a00a0000a21a11_0_0_0.DFS'

l's3

. /IVertica/82d/026d63ae9d4a33237bf0e2c2cf2a794
a00a0000s000021a15/026d63ae9d4a33237bf0e2c2c
f2a794a00a0000a21a15_0_0 0.DFs]

s 3

. /IVertica/9a2/026d63ae9d4a33237bf0e2c2cf2a794
a00a0000s000021a61/026d63ae9d4a33237bf0e2c2c
2a794a00a0000a21a61_0 0 0.DFS'J

l's3

. //Vertica/ACD/026d63ae9d4a33237bf0e2c2cf2a794
a00a0000s000021a29 /
026d63ae9d4a33237bf0e2c2cf2a794a00a000021a29
0.0 _0.DFS']

I's 3 : //Vertica/b98/
026d63ae9d4a33237bf0e2c2cf2a794a00a000021a4d
/026d63ae9d4a33237bf0e2c2c2a794a00a0000a21a4
d 0 0.dfs]

's 3

. /[/Vertica/db3/026d63ae9d4a33237bf0e2c2cf2a794
a00a0000s000021a49/
026d63ae9d4a33237bf0e2c2cf2a794a00a0000a21a4
9 0.0 0.DFS']

s 3 : /[Vertica/lEBA /
026d63ae9d4a33237bf0e2c2cf2a794a00a0000s0000
21a59/026d63ae9d4a33237bf0e2c2cf2a794a00a000
0a21a59_0_0_0.DFs]

l's 3 :/Nertica /H4E
©H/VMart/Archites/026d63ae9d4a33237bf0e2c2c2c2a
794a00a00002152/026d63ae9d4a33237bf0e2c2c2a7
94a00a0000a0000a0000a2152.tar

l's 3 :/Nertica /TP 4E
#l/VMart/Archites/026d63ae9d4a33237bf0e2c2cf2a7
94a00a000021602/026d63ae9d4a33237bf0e2c2cf2a
794200a0000a0000a2162.tar |
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€12853248)

(8937984)

(56260608)

(53947904)

€44932608)

{256306688)

(8062464)

EHY IR TR

I's 3 ://Vertica /H4EE
©H/VMart/Archites/026d63ae9d4a33237bf0e2c2cf2a7
94a00a000021610/026d63ae9d4a33237bf0e2c2cf2a
794a00a0000a0000a21610.tar

l's 3 :/Nertica /F4#E
©H/VMart/Archites/026d63ae9d4a33237bf0e2c2cf2a7
94a00a0000s0000217e0/026d63ae9d4a33237bf0e2c
2¢2a794a00a0000a0000a0000a217e0.tar]

l's 3 :/Nertica /H4E
®H/VMart/Archites/026d63ae9d4a33237bf0e2c2cf2a7
94a00a000021800/026d63ae9d4a33237bf0e2c2cf2a
794a00a0000a00a00002180.tar |

s 3 :/Nertica /TP 4E
#l/VMart/Archites/026d63ae9d4a33237bf0e2c2cf2a7
94a00a0000187a/026d63ae9d4a33237bf0e2c2c2a79
4a00a0000a0000187a.tar]

s 3 :/Nertica /T 45
#HVMart/Archites/026d63ae9d4a33237bf0e2c2cf2a7
94a00a000018b2/026d63ae9d4a33237bf0e2c2c2a79
4a00a0000a0000a218b2.tar

I's 3 :/Nertica /T 45
®H/VMart/Archites/026d63ae9d4a33237bf0e2c2cf2a7
94a00a0000219ba/
026d63ae9d4a33237bf0e2c2cf2a794a00a0000a0000
a219ba.tar'}

I's 3 ://Vertica /H4EE
£/ VMart/Archites/026d63ae9d4a33237bf0e2c2cf2a7
94a00a00000000219de/026d63ae9d4a33237bf0e2c2
cf2a794a00a0000a0000a219de.tar]

l's3

. [/Vertica/mata/VMart/Archites/026d63ae9d4a33237
bf0e2c2c2c2a794a00a000021a6e/026d63ae9d4a332
37bf0e2c2c2c2a794a00a0000a0000a00a0000a2a6a
0000abababababababae.tar

l's 3 :/Nertica /TP 4E
#l/VMart/Archites/026d63ae9d4a33237bf0e2c2c2cf2
a794a00a000021e34/
026d63ae9d4a33237bf0e2c2c2a794a00a0000a00a0
000a000021e34.tar]
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€2958)

€231)

(822521)

€231)

(746513)

(2596

(821065)
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EHY IR TR

I's 3 ://Vertica /H4EE
©H/VMart/Archites/026d63ae9d4a33237bf0e2c2cf2a7
94a00a000021e70-
026d63ae9d4a33237bf0e2c2¢c2a794a00a0000a0000
a70a.tar]

I's 3 : /Vertica/metadmetada/VMart/Z
£ config.json]

s 3 : //Vertica /F#EEEl/VMart/nodes/v_vmart&f
££0016/Catalog/859703b06a3456d95d0be28575a673
/nates/c13_13/chkpt_1.cat.gz’

I's 3 : //Vertica /FAEERI/VMart/nodes/v_v_vmart§fi
££0016/Catalog/859703b06a3456d95d0be28575a673
/checks/c13_13/completed]

l's 3 : //Vertica /F#EZ K/ VMart/nodes/v_vmart&i
££0016/Catalog/859703b06a3456d95d0be28573/nara
tes/c2_2/chkpt_1.cat.gz'1

l's 3 : //Vertica /F#EZE Kl/VMart/nodes/v_vmart&i
£4£0016/Catalog/859703b06a3456d95d0be28575a673
/nates/c2_2/completed |

l's 3 : //Vertica /FAEERI/VMart/nodes/v_vmart§fi
££0016/Catalog/859703b06a3456d95d0be28573/nara
tes/c4_4/chkpt_1.cat.gz’ |

l's 3 : //Vertica /F#EZE Kl/VMart/nodes/v_vmart&i
££0016/Catalog/859703b06a3456d95d0be28575a673
/checks/c4_4/completed.]

l's 3 : //Vertica /FAEERI/VMart/nodes/v_vmart§fi
£4£0016/Catalog/859703b06a3456d95d0be28575a673
/Txnlogs/txn_14_g14.cat’}]

l's 3 ! //Vertica /FAEE R/ VMart/nodes/v_vmart§fi
£4£0016/Catalog/859703b06a3456d95d0be28575a673
/Txnlogs/txn_3_g3.cat.gz’ |

I's 3 : /Vertica /F4EE R/ VMart/nodes/v_vmart&f
££0016/Catalog/859703b06a3456d95d0be28575a673
/Txnlogs/txn_4_g4.cat.gz’ |



MR/ (iI7Tih)
(6440)

"8518"

€822922)

ll232ll

€822930)

{755033)

(822922)

ll232||

€822930)

EHY IR TR

I's 3 © //Vertica /F#AEER/VMart/nodes/v_vmartgfi
££0016/Catalog/859703b06a3456d95d0be28575a673
/Txnlogs/txn_5_g5.cat’ |

l's 3 : //Vertica /F#EZ K/ VMart/nodes/v_vmart&i
££0016/Catalog/859703b06a3456d95d0be28575a673
/Txnlogs/txn_8 g8.cat’ |

l's 3 : //Vertica /F#EZE K/ VMart/nodes/v_vmart&i
££0016/Catalog/859703b06a3456d95d0be28575a673
/tiered_catalog.cat’ |

l's 3 : //Vertica /FAEERI/VMart/nodes/v_vmart§fi
££0017/Catalog/859703b06a3456d95d0be28573a673
/narates/C14_7/chkpt_1.cat.gz"|

l's 3 : //Vertica /F#EZ Kl/VMart/nodes/v_vmart&i
££0017/Catalog/859703b06a3456d95d0be28575a673
/nates/C14_7/completed]

s 3 ! //Vertica /F4EE R/ VMart/nodes/v_vmartf
£4£0017/Catalog/859703b06a3456d95d0be2857a673/
Txnlogs/txn_14_g7.cat.gz’

s 3 I //Vertica /F4£E El/VMart/nodes/v_vmart&
££0017/Catalog/859703b06a3456d95d0be2857a673/
Txnlogs/txn_15_g8.cat’

s 3 I //Vertica /H#EE E/VMart/nodes/v_vmart&i
££0017/Catalog/859703b06a3456d95d0be2857a673/t
iered_catalog.cat’

I's 3 : /Vertica /F4EE R/ VMart/nodes/v_vmart&f
££0018/Catalog/859703b06a3456d95d0be28573a673
/narates/C14_7/chkpt_1.cat.gz’|

I's 3 : //Vertica /F4EE R/ VMart/nodes/v_vmart&f
££0018/Catalog/859703b06a3456d95d0be28575a673
/nates/C14_7/completed |

s 3 : /[Vertica /FAEE R}/ VMart/nodes/v_vmart&f
#4£0018/Catalog/859703b06a3456d95d0be285775a67
3/Txnlogs/txn_14_g7.cat.gz’
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(755033) s 3 : //Vertica /F4EE R/ VMart/nodes/v_vmart&f
££0018/Catalog/859703b06a3456d95d0be285775a67
3/Txnlogs/txn_15_g8.cat’

0 l's 3 : //Vertica /F#EZ K/ VMart/nodes/v_vmart&i
££0018/Catalog/859703b06a3456d95d0be28575a673
/tiered_catalog.cat’ |

=R AR
2R AU VerticatEr &M « BRNEMAE BBV F#7FRE « BRI StorageGRID T7IIEE :

1. BIUBKEZ% - 557& TAWSStreamingConnectionPercentage #H8E2 882 04 ~ UIEHZBH - &
RERARHEFREREON ModeNEPERB RS « ILRTERTHEN o RS HEIIEFIVRTicafi B itE
WZMGFHRENEFHE - EERRIEFR « IEREBNEEMHEREN S RERMLAFMA T AIER
RIBAES - TERE—EERREEAREMMEHEREEE - B AEEHBYHFHRENIEERE « ALt
FEEEMALLEEE o

2. E/ Tvsqll BRIMIUREMSEIE - BIBEELEE MBiEonNIHBERE] PRENEEER ° fld -
FE2R T EG)

[dbadmin@vertica-vml ~]$ vsqgl
Password:
Welcome to vsgl, the Vertica Analytic Database interactive terminal.
Type: \h or \? for help with vsgl commands
\g or terminate with semicolon to execute query
\g to quit
dbadmin=> ALTER DATABASE DEFAULT SET PARAMETER
AWSStreamingConnectionPercentage = 0; ALTER DATABASE
dbadmin=> \qg

[ETERRE B R TE
VerticaB FHETARAVERREGRA (= 1) DUETERNBEAEE o NetApp @R AELEEMRE
LURFHRYBE ©

vsgl -c¢ 'show current all;' | grep -i UseDepot
DATABASE | UseDepotForReads | 1
DATABASE | UseDepotForWrites | 1

HASHELR (ER)
MRILE R ERIRETAS LSRR ~ RIS ERHI TR ALLEREETTAE o VerticafEM & HIH RIS VMart

AI{E S EVerticalfih# [Jopt/Verticalexamples/VMart_Schemal) THLE] o {ATLUR B EHILIE a0 4B
EEE

120
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https://www.vertica.com/docs/10.1.x/HTML/Content/Authoring/GettingStartedGuide/IntroducingVMart/IntroducingVMart.htm?zoom_highlight=VMart
https://www.vertica.com/docs/10.1.x/HTML/Content/Authoring/GettingStartedGuide/IntroducingVMart/IntroducingVMart.htm?zoom_highlight=VMart
https://www.vertica.com/docs/10.1.x/HTML/Content/Authoring/GettingStartedGuide/IntroducingVMart/IntroducingVMart.htm?zoom_highlight=VMart

SISV BRI,

1. LADBAdmin& 9 & AfE—Verticaffi2h : CD /opt/Vertica/examples/VMart_Schema/
2. KEHIERHMAERE « LT FFRHdPH IR TR A BRI ERE

a. T'CD /opt/Verticalexamples/VMart_Schema

b. |

c. Tvsql < vmartE#_schema.sql'

d. Tvsgl < vmart& AE#l.sql'

3. BZEFRLERMISQLE « LRI UBITHP LR « UHDAHEN S MINEABRE - fi4

< vmart _queries1.sql'

fal g2 AT EI EL A E R
EERABRASFIREN AR TFISCHER / S8 -

* "NetApp StorageGRID 11.7 E&mX 4"
* "&l&StorageGRID"
* "Vertica 10.1E 34"

hR s FEAZRC %
A2 =E? XA AR TR
1.0 2021495 YERRA o

_{E& : Angela Cheng _

fF AelkifEEiEITECER D HTStorageGRID
_ &% : Angela Cheng _

lvsql

5 StorageGRID RAACEREHATNAE & BRI EIMN A2 A sC i fAIARES RUNEF D4 StorageGRID F2#%EH
B o Elk (Elasticsearch ~ Logstash * Kibana) B ARZEULIECERIMERASRZ—  BiE "FHelkiFE

1TECERD 1T StorageGRID" LUSRREEH elk ABA& ~ DURINAIER © 2R A SR EEBEARR A S3 &

3K o StorageGRID 11.9 & & & T H28in R FENGCEREE H EIMEP Syslog fEIARES © sRERELLR R "YouTube 52
A" R ABRRSIEMNINAE o AR HLogstash4BAE « Kibana® i) « BIRMERIRAVEHIIEZ « BN IEIRER

YaStorageGRID E1TEFMCEREIEM I o

* SHO11.6.0.25, B S ARk s StorageGRID
* Elk (Elasticsearch ~ Logstash#Kibana) 7.1x3E#Thka B =3l FHIREIE
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FHIER

* "F&EiLogstash 7 xEHIIEZEM" +* md5 checksum * 148¢23d0021d9a4bb4a6c0287464deab +* sha256
checksum * f51ec9e2e3f842d5a7861566b167a561beb4373038b4e7bb3c8b3d522adf2d6

* "F&EiLogstash 8 xEFITEZEH" +* md5 checksum * e11bae3a662f87c310ef363d0fe06835 +* sha256
checksum * 5¢670755742cfdfd5aa723a596ba087e0153a65bcaf3934afdb682f61278d

* "F# StorageGRID 11.9 B Logstash 8.x EHItEZE4"+ * MD5 checksum *
41272857c4a54600f95995f6ed74800d + * sha256 checksum *
67048ee8661052719990851e1e1ad960d4902fe537a6e135e8600177188da677c9

fRs%

A E K StorageGRID T IHAEME FIRAMTELIRIE o

B

FA GrokiZTUE ZRVIEARE ~ FICRHEmESEAIRZ o +BI0 « Logstash4BREHE R RISYSLOGBASE-Grok =Tl
BIRIBEZER LogstashiRzs ~ UARER A NE SRR ULLTE o

match => {"message" => '<%{POSINT:syslog pri}>%{SYSLOGBASE}
% {GREEDYDATA:msg-details} "'}

* Logstash 7.17#k7z*
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Field

¢ _id

t | _index
# _score
t _type

) @timestamp

t host

t |Llogsource

t msg-details

t pid

t f[program

t syslog_pri

t [timestamp

208$8.231% 4
Table JSON

Q1 search field names

Actions

Field

(2}

_id

7 _index [}{

#

_score

0 @timestamp

t

event.original

host.hostname

msg-details

process.name

syslog_pri

timestamp

Value

7C1MaYEBRHBUbTKNI1sE

sgrid2-2622 .86.15

doc

Jun 15, 26822 8 17:36:46.838

grid2-site2-si

SITE2-51

Reloading syslog service

628
update-sysl

37

Jupm 185 27 :36:46

Value
yUuhODiIEBVPSKX4EwWqeyU

sglog-2822.86.21

Jun 21, 2022 € 18:87:45.444

<28>Jun 21 22:87:45 SITE2-53 ADE:

SITE2-83

syslog messages being dropped
ADE

28

Jun 271 22:67:45

syslog messages being dropped

123



1.

124

RIBEZ it Melk i AR AR (HAYEEF - SEHIE IR E ZMIELogstash4BREEEH) © * sglog-2-file.conf : ItE4R
REAER] £ StorageGRID RETTEREBRMNERT » A2 ER MG SN 28 H ELogstash ERIIEZ o &)
LAfE R IS IE R SR Logstash 2 B 1E Uk StorageGRID ZI{EH & - 2 2B Ef#StorageGRID Uﬂﬁ‘tbaﬁ
FsCERER o + sglog-2-es.conf : *IL4HAERE & StorageGRID FRAS BRI eSS REHAE T HRNE - H
R EFEEEFIDropfRIiTt « AIRBIER S EFRIE KRR E © Bt EF X EElasticsearchLIEITERS|  +1R
BIERANIS T ETFTENERERE o

Al BETHIAERRAE :

/usr/share/logstash/bin/logstash --config.test and exit -f <config-file-
path/file>

[]

MRFBENRE—ITETIITEL - AIEBERA RS

[LogStash::Runner] runner - Using config.test and exit mode. Config
Validation Result: OK. Exiting Logstash

1 B TR EREE T LogstashfRARESAIARES © /etc/logstash/conf.d+INRIE# R
7E/etc/logstash/logstash.ymIF1 B i config.reload.automatic ~ s EHEXELogstashARTE - THI « FFEFRTE
EMHAREERAE o

grep reload /etc/logstash/logstash.yml
# Periodically check if the configuration has changed and reload the
pipeline
config.reload.automatic: true
config.reload.interval: 5s

12 /var/log/logstash/logstash-plain.log ~ HEz2E A HIAERERERIBLogstash R /R A EHER o
RTCPEIFIR B RIEN I (ETEREE o +7ELEEEHI « EFTCPEEIES000 ©

netstat -ntpa | grep 5000
tcpb6 0 0 :::5000 388w
LISTEN 25744 /java

R BEERAGCUI « REIMBsyslogfAliREEStorageGRID ~ it iR EEiX ELogstash o WEFAAE N
Dﬁ/% T% ):||"

T EELogstashfAlfRes LR E TS A WAL « 7 BE:EStorageGRID FiELEAR EEHEATCPEIZIE o

#tKibana GUI':FI %HY Management (&) | — DevTools (AT H) 1 o7 EHEE BELE
HITIE TGet) @< ~ FERE EElasticsearch LT FHZES| o
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GET / cat/indices/*?v=true&s=index

9. #tKibana GUIZIIZ5|#ET, (elk 7.x) SKERHEIR (elk 8.x) ©

10. fi¢Kibana GUI ~ TR EAROBESHIRFREA TREFNYE -+ MEEFYMG) BEL - B TE
Al o 7E TEAEE) T EW [TEERRERERRITE.

Import saved objects

Select a file to import

63
Import
Import options
O Check for existing objects ®

Automaltically overwrite conflicts

% Request action on conflict
=

Create new objects with random IDs @

B& Aelk<version>-query-chart-same.ndjson © + & RATENEAERERE AR EDS RSP EIINERS|E
RHE RS ©
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Import saved objects

€ Data Views Conflicts

The following saved objects use data views that do not
exisl. Please select the dala views you'd like re-associated
with them. You can create a new data view if necessary.

D Count Sample of aff... New data view

594f91a0-
d1892-11ec-
b30i- 2 sglog
09f67aedd
ds

B0cf3620-
e5fa-11ec-
afvy1- 1 sglog W
Bi6e9B0dBe -
b0

FE A5 Kibana ¥4 : +* &5 bycast.log * + * 1% - msg-s3rg-orim + * FEREECER S3 HERANS + * 508k
BRESHERS + * KRLZE2EM + * Ngins-GW InEhFEGECE: (BB elk8-skample-for -sg119.zip ) +
* Bl * + S3 BERIBIE LM ERIRA T EIERERE + CIEH * > EERIRE + msg * > LUBHECER

1&IR7E A] LA StorageGRID fEfKibanaZRHITEN DT ©

Hth&IR
* "RARECER101."
* "HERelkiEE"
* "Grokt&E/RE"
* "Logstash AF9¥5F3 : Grok"
* "LogstashRYE 15 : syslogiREHRET"
* "Kibanati5 -1 & > 4"
* "EREZEC RS 2% StorageGRID"
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{EFAPrometheusf1GrafanaZRiE EI51E (R GRS
_{E& : Aron Klein_

AR SRt T ECENetApp StorageGRIDERSMEE Prometheus #1 Grafana BRFSAVSEAMERER ©

GhY

SR ERAPrometheus(#ZIE1Z « B BAEN GrafanaZ R ikiZ TS LISIZHIRE MR © StorageGRIDE
iBStorageGRID € A P infzEUERE 15T R A P iR PrometheusTZEY ~ AIETIAERZETF
EYPrometheustsiZ - Bl » REILLEEERNENZT EEHRNFE TR ERT - 27T RESERIFERRE « U
I B THYE LIS IERE MR « K IBEFBIPrometheusFlGrafanaf@iRes ~ :RE #{HIARES

£ StorageGRIDHITEREPFHIEIR ~ MR —ERERKR - HPEIHRMIAIEEEENIEE o KAl UEFE
ZARAEPRERNPrometheustEZRE R "4 30 HEStorageGRID" ©

F4E3Prometheus

BR=EFAEN

MBS « HABERE EEiI%2358StorageGRID #1iTVMware 11.68124 ~ UK EA—EDEBIAN11{aEARSS °
ARG SENERTE T ARSERCAE:RE o StorageGRIDILEEFIHE R & 224 K% 3% 7E StorageGRID BAEE A4
FHELEEMDebian Linux © EaLEBPrometheusHGrafanaFi Z1BH{E{AILinux @4 © PrometheusFGrafana
#AIUAZEE R DockerA2s ~ AR AL RN _EMIERE o TULEFIF « FHEHEPrometheusFIGrafana—
EMMEREIZZEER—EHDebianfaAlfRes L ° 551 FHIIBIEE A LIS hitps://prometheus.io
https://grafana.com/grafana/ 533 o

5% 7€ StorageGRID 555 At Prometheus 3 P i 7EEX

HE17H StorageGRIDf#FBIPrometheusisiZ ~ SN BFAMNEEBEL R LERFIFESE « YEBRBFIHRN
R - EENEHNBEREBESSLKE © StorageGRIDIE&E w4 BHPrometheus {@iR2ZE1E » HEHSEEICARE
F - MNRZETEE - AN BEFEEE EEREEZIEN - 55E5h "4SiEStorageGRID" ©

1. 1£ TIHREEEIE) NEY ~ BEVE TAR TR ~ ABTE TZ€2%) THEZHF - Z—T TR
78] StorageGRID ©
2. 7 UK BEL ENR THPN RIIRE ~ RABIE—T TG o

3. RALRIR T I ERILSERN AP IRRTE o #%—T TR THMSGHR « U T725FPrometheus
AU ~ ARE—T THE) #%if -
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Add a client certificate

- '__-“. - a 1
o Enterdetails ——— (2) Enterdetails

Certificate details
Certificate name @

prometheus

Permissions

Allow prometheus @

4. MRMHCARERRE « EEJLUER [ HERE) HEERH « BERMMESIPStorageGRID ~ HFIE
2 TELRGE NEERR SRR EEEEAPIRES - MERUIREERUMER - BARFRER
Z2HIFQDN -~ fAAREIBYIP ~ EERAMKHE - AREK—T TEE) #&if-

128



Add a client certificate

Enter details o Enter details

Certificate type

Upload certificate @ Generate certificate

Domain name @

prometheus.grid.local
Add another domain

P

192.168.0.10
Add another IP address

Subject ©

,l'CN=F'mme!heu5i

Days valid @

730

Generate i

Previous

Be mindful of the certificate days valid entry as you will need
@ to renew this certificate in both StorageGRID and the Prometheus

server before it expires to maintain uninterrupted collection.

o

1. FE/&REpemiE R AT T iRpemiEs

H
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Generate

Certificate details e
Download certificate | Copy certificate PEM

Subject DN: JCH=Prometheus

Serial Number: T2DEEDT:04:CC4F 29 66:08:-CA:53:24: T9: 1B:09:45: 3B C:56

Issiner [¥N: {CH=Prometheus

Issued On: 2022-08-22T17:54:33.000Z

Enpires On: 2024-08-21T17:54:33.0002

SHA-1 Fingerprint: 1AT-6EF 06T D853 ET:6E:E5:DE:BADF: BO:A594:04:534T: 1E
SHA-256 Fingerprint:  T4:23:C2:0Q:3A DS 08 COEECL:FE59 BATCAE L BAB: BT D2 L3 LIPS EBAF BRAF 9E.CT.O0CHFAET
Alternative Names: DNS:prometheus.grid.local

IP Address:192.1668.0.10

Certificate private key @

A Youwill nat be able to view the certificate private key after you close this dialog. To save the keys for future reference, copy and paste
the values to another location.

Download private key | Copy private key

-————BEGIN RSA PRIVATE KEY
MITEpATBAAKCAQEAIbTCYIEpMWPKS ritVpMkmIDKLT jaTHIertq23VeAMLwxz Lall

(:) This is the only time you can download the private key, so make
sure you do not skip this step.

ZHELinux{afR3FLUEI TPrometheus 24
&% Prometheus Z Al ~ A E:EPrometheusEH#E « BIREEMITEE « TR TCEEHEFEUENRE -

1. #3IPrometheusfEAE o

sudo useradd -M -r -s /bin/false Prometheus

2. #37Prometheus « AR IH/&EFIEIZERIANBEE o

sudo mkdir /etc/Prometheus /etc/Prometheus/cert /var/lib/Prometheus

3. RIEAextER ARV CRFAERNHIRURETER

mkfs -t ext4d /dev/sdb

4. A% ~ BB IERE ARG E RIPrometheusEE B EE ©
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sudo mount -t auto /dev/sdb /var/lib/prometheus/

°. MIFIEANEEE RV IRuId °

sudo ls -al /dev/disk/by-uuid/
lrwxrwxrwx 1 root root 9 Aug 18 17:02 9af2cb5a3-bfc2-4ecl-85d9-
ebab850bb4al -> ../../sdb

6. 7E/etc/fstb/FMILIRR ~ EHEGEEMEAMK RS

+ 4z

W:l\ﬁﬁ%/deV/SdbEguuid °
/etc/fstab

UUID=9%9af2c5a3-bfc2-4ecl-85d9-ebab850bbdal /var/lib/prometheus
defaults 0 0

extd

L R 5% E Prometheus

REFIRZI B EEYT ~ FoTUBHBZEEPrometheus i 58 EARTS ©
1. $#EENPrometheus ZEEE#

tar xzf prometheus-2.38.0.linux-amd64.tar.gz
2. B EAMERBE/usr/local/bin ~ MR EEE A ATEIINPrometheusfEAE

sudo cp prometheus-2.38.0.linux-amd64/{prometheus,promtool}
/usr/local/bin

sudo chown prometheus:prometheus /usr/local/bin/{prometheus,promtool}

3. BEEEMENEERE/etc/Prometheus

sudo cp -r prometheus-2.38.0.linux-amd64/{consoles,console libraries}
/etc/prometheus/

ALLISEE 2

4. B EiftStorageGRID T34 T &8I P im /R AR S igpemiE ZE Bl /etc/Prometheus/certs
5. EIIPrometheus#BAtyamItEZE

sudo nano /etc/prometheus/prometheus.yml
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6. {IHATFAERE - TIFRBRIUZTRENERIAS o #& Targets 1 [1" (BIR 1 []") SEREEERS
HIFQDN ~ MREEE 7T /RBALBNINZ EIBIER ~ SBEMTLS_config@ERLUETTLEY o SARREFIER o W
REHNAEREENEERAEREZENES A T8RRI REEAFE —LBNBARmEE —ERE « A
B1ETLS config@& & #fiica_file:/etc/Prometheus/cert /lUCERT.pem

a. 7EILEEHIF « FFUREFRA Lalertmanager » Cassandra ~ EiZ5#1StorageGRID VMware 2 BHEERIISIE o
MEBRPrometheustSIRHVEFAAE ~ B2 R "4 iEStorageGRID" °

# my global config
global:
scrape interval: 60s # Set the scrape interval to every 15 seconds.

Default is every 1 minute.

scrape configs:
- job name: 'StorageGRID'
honor labels: true
scheme: https
metrics path: /federate
scrape interval: 60s
scrape timeout: 30s
tls config:
cert file: /etc/prometheus/cert/certificate.pem
key file: /etc/prometheus/cert/private key.pem
params:
match([]:
'{ name =~"alertmanager .*|cassandra .*|node .*|storagegrid .*"}'
static configs:
- targets: ['sgdemo-rtp.netapp.com:9091"]

MREHIEREENEEABREBNERE « 57 NE0EE WA —R R R R imEE—
HENE o £ TLs_config) EERH ~ R/REMIEE AP IR/ERMALETRITLS

®

ca file: /etc/prometheus/cert/UIcert.pem

1. #&/etc/PrometheusFRETERZF B ERBER# « LU K/var/lib/Prometheus® 8 Z&Prometheus{EE &

sudo chown -R prometheus:prometheus /etc/prometheus/

sudo chown -R prometheus:prometheus /var/lib/prometheus/

2. E/etc/systemd/systemHI 7 PrometheusfRT51E 2
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sudo nano /etc/systemd/system/prometheus.service

3. FHHEATHIIT ~ Ais2 T#--storage - tsdb.retitation.times=1y#  FEEERFREBREES1E - HE - &t
A LA FA#-storage ~ tsdb ~ retrite.size=300GiB#2RIRIREZIRFIRFREERER - R —TIRTERZIERE
HIE ©

[Unit]
Description=Prometheus Time Series Collection and Processing Server
Wants=network-online.target

After=network-online.target

[Service]

User=prometheus

Group=prometheus

Type=simple

ExecStart=/usr/local/bin/prometheus \
--config.file /etc/prometheus/prometheus.yml \
--storage.tsdb.path /var/lib/prometheus/ \
--storage.tsdb.retention.time=1y \
--web.console.templates=/etc/prometheus/consoles \

--web.console.libraries=/etc/prometheus/console libraries

[Install]
WantedBy=multi-user.target

4. B A systemd RFELGEMETBIPrometheusfRFS o SA%B BN EXFAPrometheusARTS ©

sudo systemctl daemon-reload
sudo systemctl start prometheus
sudo systemctl enable prometheus

o MERBESERENF

sudo systemctl status prometheus

133



® prometheus.service - Prometheus Time Series Collection and Processing
Server
Loaded: loaded (/etc/systemd/system/prometheus.service; enabled;
vendor preset: enabled)
Active: active (running) since Mon 2022-08-22 15:14:24 EDT; 2s ago
Main PID: 6498 (prometheus)
Tasks: 13 (limit: 28818)
Memory: 107.7M
CPU: 1.143s
CGroup: /system.slice/prometheus.service
L—ca98 /usr/local/bin/prometheus --config.file
/etc/prometheus/prometheus.yml --storage.tsdb.path /var/lib/prometheus/
--web.console.templates=/etc/prometheus/consoles --web.con>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.510Z caller=head.go:544 level=info component=tsdb
msg="Replaying WAL, this may take a while"

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:615 level=info component=tsdb msg="WAL
segment loaded" segment=0 maxSegment=1

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:615 level=info component=tsdb msg="WAL
segment loaded" segment=1 maxSegment=1

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:621 level=info component=tsdb msg="WAL
replay completed" checkpoint replay duration=55.57us wal rep>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8317Z caller=main.go:997 level=info fs type=EXT4 SUPER MAGIC
Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.83172 caller=main.go:1000 level=info msg="TSDB started"

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.831Z caller=main.go:1181 level=info msg="Loading
configuration file" filename=/etc/prometheus/prometheus.yml

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.832Z caller=main.go:1218 level=info msg="Completed loading
of configuration file" filename=/etc/prometheus/prometheus.y>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8327Z caller=main.go:961 level=info msg="Server is ready to
receive web requests."

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8327Z caller=manager.go:941 level=info component="rule

manager" msg="Starting rule manager..."

6. EIRTEREZ AT LRI B E PrometheusfAlAREFHIUI hitp://Prometheus-server:9090 I &EF U
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9 Prometheus Alerts

@ Use local time & Enable query histon

= | @ | Execute

Remove Pane

Add Panel

7. 71 TStatus (HREE) 4 BRET ~ EAILUEZFIStorageGRID FK{FITEPrometheus.ymld 38 E HYE B HZLATREE

9 Prometheus Alerts Graph Status~ Help

Runtime & Build Information
Targets
TSDB Status
Command-Line Flags
Al Unhealthy Collapse Al v
Configuration
Rules
Targets

X Service Discovery
Endpoint

9 Prometheus Alerts Graph Status- Help

Targets

All  Unhealthy Collapse All

show less

Last Scrape
Endpoint Labels Scrape Duration  Error

instance="sgdemo-rtp.netapp.com:8091" 43.396sa 280.876ms
match[]="{__name__=~"alertmanager_*|cassandra_*|node_*|storagegrid_="}" job="StorageGRID" e[}

8. £ BRI BEEL « EaUBRITARE:S « WEEER ST EHMINHEER ° U0 ~ 1595 &
A Tstoragegrid8i% cpufEFE B DEEl ~ ABE—T T84T %8 -




9 Prometheus

B Use local time &
Q  storagegrid_node_cpu_utilization_percentage Execute
Table

< >
storagegrid_node_cpu_utilization_percentage{instance="TD-SG-Adm01", job="node", node_id="fc1f00fc-d148-42b6-b9c4-72b34c2cd0c3", site_id="a3d223fd- 3.4062500000005547
cc25-4255-8987-771e7246ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-5G-GW01", job="node" node_id="97b62a35-c5f0-4ccd-alf8-24e6ddfc770b" site_id="a3d223fd- 3.264583333336901
cc25-4255-8987-771e724B8ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-SG-SN01", job="node", y_id="17ba14f4-59fc-44{d-alcc-96d2525
cc25-4255-89¢ 71e7246ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-SG-SN02", job="node", node_jd="b4343{55-16fd-4471-993c-1cd749867718", site_id="a3d223fd- 14.618749999999494
cc25-4255-8987-771e7246ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-5G-SN03", job="node", node_id="77313bb8-0300-45af-b748-98cd128dd39d", site_id="a3d223fd- 10.620833333423812
cc25-4255-8987 p7246ad35", site_name="Tera01"}

Add Panel

i 5% T Grafana
IR7EPrometheus BER L i 5T B IE B E(E ~ I LUEEZ L Grafanail 52 E &R

GrafanaZit

1. ZEERHMIGrafana kK

sudo apt-get install -y apt-transport-https

sudo apt-get install -y software-properties-common wget
sudo wget -g -0 /usr/share/keyrings/grafana.key
https://packages.grafana.com/gpg.key

2. BIEERRAHTIE MRS

echo "deb [signed-by=/usr/share/keyrings/grafana.key]

https://packages.grafana.com/enterprise/deb stable main" sudo tee -a

/etc/apt/sources.list.d/grafana.list

3. MEfEFEZR -

sudo apt-get update

sudo apt-get install grafana-enterprise

4. FFHE A systemd RFELUAB $EFT B grafanafRFE o SAB BN EY A GrafanafiRF o
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sudo systemctl daemon-reload
sudo systemctl start grafana-server

sudo systemctl enable grafana-server.service

5. GrafanaIlRBZEMHIT o EEEEECRIE 2R LI7ZEYHTTP : //Prometheus-server:30008F « IR & &
F|GrafanaB AEMH °

6. FBRAVE ASRE Aadmin/admin ~ EFEZTEIR R R E S o

#2317 Grafanaf&ZkStorageGRID UF|#1T

TEREALHITGrafanaPrometheus 2 # ~ IREIE BRI ERIRIRIL 12 B BRI IEE M E AT R
1. TAEERPRERA M) ~ ARER TERRR) ~ BIR—T NEEEERR) 2

2. Prometheust$ B REAFINERIKIEZ — - MMRFZE ~ AEAEFFHE TPrometheus

3. B APrometheusBIITEBEHIURL ~ MU B ¥ & PrometheushEEIREIFRAIScpat 1RSSR ~ LR E Prometheus
KR - HERETREE « A& REEPrometheus LR EEREIRREN ©
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tit Settings

Prometheus Dafisult

HTTP

URL htip:/flocalhost:9090
Access Server (default)
Allowed cookles

Timeout

Auth

Basic auth With Credentiats
TLS Client Auth With CA Cert
Skip TLE Verlly

Forward DAuth ldemity

Custom HTTP Headers

+ Add header

Alerting
Manage slerts via Alerting Ul

Alsrimanager dats source

Scrape interval
Query timeout

HTTP Mathod

4. MAFRENRER M THEEBERL « ARIZ—T Save & test (EAFILAF) 1
o. #HREAIEIRLINE ~ ¥ —F TExplore (BI%) | 1%8H o

a. 7£ TExplore (/%) 1 fREH ~ CEIUEAIMIER MstoragegridfiRCPUERET L) RIFEAIER
EE -~ 81— "Runquery (BITE#) J #%if




L

6. MEBMELREFELIRR « BUAEEIIHRR
a. EEERPER BRIk ~ AREEEL T+ new Dashboard |
b. 3EEY MHTHEER
C. EINEERZTEHIER - HAFHEREM IstoragegRid_nore_cpuffAFEHFLE) ~ BAERAIRRE

EREZN MNEmE) - AREERNEFEAB:T  L#HA I { {instance} } | UERELIEE - WEL
BEMAY TStandard options] (1Z#E#EIE) T ~ #& Unity 3274 lsiscs/center® (B8{i) - A% —TF T
ER) -~ RERFEEEGERR

.{_ MNew dashboard F Edr Panat




7. TFIRT A B SERERIER « EETERLUBERR « B4FStorageGRID ~ HFIBEHEBRRRAHER
BFHFIRBETERRR

a. WAERIERE X381 B8 - StorageGRID %7 TTH) HMESZ—T M&ZE) o
b. 7E1E1RH « RBENPEFIERD TGrid (44) 1 &4 o

DASHBGAED

i Metrics

AnCes Chares Snd metnics o help roubisuhaot s

Fromethous in an open-soune ook for collectieg metrics. The Promstieus mviedace allows you b query the current velues of mebtics e bo viow chasts of the values over tere
Mgy ther Mromet e UT waisg tha link below. You mand B vignad inio the Grid Msnage:
T —
ralana

Gralar A — Toé metvies visuallastion. The Graliss isterlacs provid LonE B 3y ik cond iy (o] iemsarbant mstra il ‘
[ — Gralans i open. wuees soflwies for metiees vivuallastion. The Grolees sterlscs provides pre-conmruchsg debbes rdy Il conkein gragha of wmgssstant metr viluss oy tine

RS Acoes the Grafana dashbosdy using Lha links baiow. You ment be signad o o the Grid Manager
Sazeage grades

Brgeans T W S— ™

gt =rtadats lociup T s i

CORFIGURKT I

WARIHTTHANTE

sureout

C. ftMEMRERRIRT BN [ERNMREFRE-MERESE ER - B—N)\B TEENERRENG
BIRIFHIZORERR  TEUETNAERA ~ EHX [R&E ) M EikJsony o

d. B8 JsonfEN BN RARARE ©

140



Inspect: Storage Used - Object Metadata

“datasource"
“"decimals™:

1,

"values™:
|
"lines": true
*linewidth": 1,
“links": [],
"aullPointMode": "nu
“options™: {

LlertThreshold": tr

“"parcentage": false

"renderer”: “fl
"seriesOverrides":

i

e. EMEFRT « B—TERLGEER -
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thi+

Add panel

f. ERMIERMAMEREE

g- Fif&kStorageGRID A MBEAMERI —iF - A EJson ° BRRFIBE Jsonf2 g - sA%#EStorageGRID
MEAEm PLIERAENEIN AL

h. {REEFTMIENR « AAIEERSENE « WEER B8 %80 o 11— T %8R « A%E—T TApply (ER
) 1 ¥R o
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8. BERFIAERSHAEENUEL KA SHBERETREZR « B—TH LANMRERUFEFRERR
A A=A R ©

IRTE AR PrometheusfAlfRes ~ ATEFTERMRENREERE - A7 EHAE - RMIEEERIIE CHNER
M ~ WIRHEZERMBRMIEE o ERIUEISEZ BRAEFUERNPrometheusts RN E "7283Z
t&StorageGRID" °

P9 F5 DNS E1{StorageGRID HI 215 & & &
£E . £FX - X2 (F5)

AR S 1R T S AAYEREA - 15BN AIACE NetApp StorageGRIDEL F5 DNS R » UBIRS WA & T > #
TEAE DI S EULREF/E HA B#HAERs - R EIFNER AN - EsER—RIELEIE S3 EHHME o

G

F5 BIG-IP DNS 2R AT BIG-IP GTM (RIKNREEIER) - FFERXLTES GSLB (EHKAEMRSBEHT
#) > ERFFEZEEE)-TE HA BHEMEEHZ LR StorageGRIDFR T REIRERMETFE

F5 BIG-IP Zi4EStorageGRIDECE

EHREXRIES MEStorageGRIDIES » E/DEEM(E BIG-IP 3265 (RBLsiES) BUPILRE BIG-IP DNS 18
4H - DNS &S » RMISNTRZEMMS o
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5; ONLINE [ACTIVE]
| standsiono

@ Staustics
) Wops

@ DNS [enotios
Dillvery FSDEMO_group
GsLe " | Tima Tolarance sBEBnM
Zonws Bynchronize ONE Zone Files | B Enablud
Cachas ' '
Confliguration Save
Soft T
e Automatic Enablod
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DNS IfSE o MRS ELESE DNS Bt RUELR - SH2RATEAY DNS sSRESrEL ° U TE—E= BRI DNS
REEEG > FHERRESZHD » EARKEENREE - # 7 ENIER > SEJENREHMEUT F5 MH
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GSLB
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,j‘l Acceleration
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‘ Shared Objects
L) s
[zl Network

|;._:] System

General Properties
Name fsdemo.net_dns_profile
Partition / Path i
Parent Profile
Denial of Service Protection
= = e
Rapid Response Last Action [Drop v
Hardware Acceleration
Protocol Validation [ Disabled v
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DNS Features
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E%ﬁ“f@c » sAfEA SSH EREIMIEIEE GUI BIAREFMENR BIG-IP > MfERA Troot) IRAFEL BIG-
P e <LFITE ° T‘ RN TELUTE—< | bigip_add

“bigip_add"15 L BHIZBIGIPR B NENEIERE » AREERETPHGSLBRIARES ZMEILIZER TQuery) B

78 o FERRIBERT » iQuery(FFITCPEIFIE43531E 1T » ER—EOBI%H TEBOG IP DNSREEfRIFREIFZAREE o B
EINZ@EERERT xml F gzip o ERHEMIRIENIT Tbigip_add) B > ZinSHEERBRIERE LBEEE
Ineh » ¥ GSLB AR EEFBIFAE BIGIP RGEIT - AT RERBER EEIJJ » QEIR[E] BIG-IP GUI X FES2FR
BRI EEIREEYERE R TR UEE BN o
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Hostname dns sitea ihdemo,com
hiddrocs A0 4 46

| ONLINE (ACTIVE)
[ standalone

DNS » GSLB : Servers © Trusted Server Certificates

Trusted Server Certificales  Statistics

e
General Properties
Ig DNS Name servercr
Deliver it sateb (Sdemo com, MyCompany |8
IVETY :
e dns siteb fSdemo com, MyCompany
dns sitea fSdemo.com, MyCompany =

Zones Y Fools =
Caches tRuleg
Settings Data Centers
Local Traffic y
= / Links Trusted Seérver
= ; Corlificals
- [
[ @4 Accelaration
= Statistics
- Manitors

g Device Management
Topology

H00% © ¥FTE BIG-IP DNS £EE S ) DNS B48
BE—TEBAEFRE—EEN TMUI GUI BIR]5E2:%EFFAE BIG-IP DNS %% ° It » tNRE™W
{ElStorageGRIDILE, » ERTIREEE(FEH SSH IS —EiL25HY BIG-IP DNS & <75l o UL root FHEES S

IS o AFEARE N HESERE/ACL A 2FTH{E BIG-IP DNS S E5518 TCP 518 22 (SSH) » 443 (HTTPS) 1l 4354
(F5iQuery ) EITHEE » REERTTFIT FHIT YIRS ¢ _gtm_add <

LERF » FRAE#E—2 8 DNS EcE TEERnI LATE BFIE E % ¥4 091E 1 BIG-IP DNS & F#1T - HiMEXE LTM
HEBRE > EFEA LGS gtm_add e RAXIE DNS WEBAEE IS IMARS DNS &4 -
BB RO IL R Y BIG-IPREEE

Zitt > BIEE ~ 25 BIG-IP DNS BB ANFMAE T RIIE TN - RERMIUEEERIIIERHMES
{EStorageGRIDE#HFLARBIZEIT Web/S3 ARFEHI%TE « FQDN

S LTBIEA I IP (4" > f578 WIP » EfIRE%A DNS A BIRCERAIE B DNS FQDN ° AT » BT AE
E5H A BRI ERABIEAMARES » MEETAENMER BIG-IP ERFEIRSRER - SEMERI U ERHR—ESZE
FEHREIAREZAEAY o FAK IP (IHBETTRIBRRTRY S3 M P imis U B BUERIEER R (£ StorageGRIDATL LAY S3 EHE
EIARESAYMLIL o

EIHIP ~ Pl E A AR 2R At

B (ERSEMEEGIF > &8 storage.quantumvault.com BJ WIP FISEE & BIG-IP DNS f#R 5 Z B R{EEE
B EE R AR 2R AR E SR - F—EMFRIREHRIEER 4 EtERAERY 5 55 B FRIAEEHERINEY 3 (Bt BE4RRY ©
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BEERMFRIEREB—RYIBRREFH > WEFFaILUER 5:1 RIRGELLA) > RAEHDREERIL
5<StorageGRIDuAH, - EAFIAERYRZ » BEIIRIREBIVER > fIg > RFrBRBEUNE S3 REE REIBUM IR
> TA SR EERRY S3 MEEMEILEFFIFC

—HE BIG-IP DNS B&E 7t > Re&3EZE T I6E M » BIERIAR T storage.quantumvault.com FYER DNS A &
JRECER A LAZE BIG-IP LTM 7£163E 4 Euh2EP TR 4 EEHFEARES P AT —E ° Bk » BREEEURN KRR
) IFTERSEERY TEBRE) J97% » BliNERsl ; MESARR TE1RE) =iZ > FIMNERMEEGRH Il 2 S EMILTE At
DNS fZHfr2s8I3EE » RIREZ I RIEAEuLBEIZAVIZZE o

HE1E BIG-IP DNS L& E EHtRARES A > sAMKERINAEREZTE DNS > GSLB > Pools > Pool List > Add (+) &
TR - EEEFFH > BRMUUEISEIEERARSSIAZI S » I BRI > SENaHFES
ERRDBEEN o

General Properies

e Hemm [ ah_smerkarn, Ble Ao
= Tirs [
% ows o |Enabizd =

Debesry Ciemration

Qe Audr LU T
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tarhs Mipniiers R H:; ]

) o ]| i peed g

T e w nfps -
TR 0wl lawmn L T
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[ Aosteratinn o {inaatisal v |

Lovak Hadliwgm Packen a!-:"!'l'.!'-!-'f:i
e ] Guamarl Sonpsckons;| Clapbied v |
[ i :

e B R A Load Balancing
I} termisty [C [N} ME‘thﬂd.ﬂf Virtual
e e B — Servers in the Pool
[L2] Fypueem

Vet Mamber a4
Mrmiliers

[ R
L vnd Pabapases) Nuihiial ;mm“fﬁjﬁw.l.ﬂht#

| Pk [lahmin i ¥

Add Appropriate
Virtual Servers

Fatbsck ETETL] 1
il Marv | -
LEL aggen, Wrlusl Sorv | \Comenon) SeUEIN] - #350.217, 170411
Futd il (M LBRILEY) 5L RS IR

Mnsibee sl

Brshule L Dlines

g WIP (3 IP) - thrt@FMIBVARTS % (RiZE@ DNS ##4f) - #kBR DNS > GSLB > [ IP > EiF IP
BE > EI (+) WIS ERRE o 7 TEAVEEAIS - FFHEM T —ESIE S3 BIRTFARFSRIEES WIP o
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) Woos Hame | [horage quemtummenit zom ] * WIP name

% os Typa A =

= Deseription [ |

T | SlEse | Ematiad w |

Zones IRules

Caches Selectad Aailabla

Settings Dy ~ El il
[#51 Loeal Trifir ::: v 2 v
=3 [Ug] Down
& Acnelemiion Caches —
= Poas Important for
= Davicu Managament E-pad Batancing Mcthad oo __v| dpme M ulti-pool
Ry sharsd Objects Pazistanca | Dizablag | SEtLlpS

= Pl [Select . ] |
‘-u-I' Ay Featia| 1 |
{ M -
) Nebwork e e - One pool in
lestooat ] Ratio(T) ' -
7] S e this
v example
Last R Poal (B =)

LCencel | Repzal || Finished

FHE DNS UEERIKREE

BaT > RFFFENKE BIG-IP BEH D EETFHIT GSLB (RIHARREHTE) - RAREERBLIS KA
1* S3 RERSTE > BRI ALLERAE - —RMHCEZE EIRA DNS 4315 —20Z5T45 BIG-IP DNS 1%
il o it Eah > B &9 H—EDRME2ER > BI—EF4E - W2 A EHIEZRTAS BIG-IP DNS &
B o W L8 » S 2FEBMEIR BIG-IP DNS =RB1ER% DNS 1 EHE ADNS BR:CHR (RR) » RERELERTE/
IR E AT RASIE A2 T8(EARES (NS) DNS BHIRsCEEAREIRM ©

NS hELEE DNS WARERSHE » Hh—EH iR T2 L8RS E o fli > 3518 Windows Server
2025 #$1THEIE DNS AR ERIE R - XM AILURAS—ES % » #2%) B AWS Route53 5 Squarespace
%R DNS {HEER o

LUTEEBIALREERE - (BHBE - H{f95 StorageGRIDZ1EEE S3 t#E HMHEITEEFE A » IREEA AWS
Route53 EIE » IR A HIH % f5demo.net ©

BRMFBHERF4E1E engineering.f5demo.net $5k4G BIG-IP DNS &1 » UBREZKREEIE - At - KM%

engineering.fsdemo.net FEII—EFTHI NS (%iBEARES) BIRCER & WG HETSM BIG-IP DNS £EXIBEE o
ERMEEFIS > FKFIEMIE BIG-IP DNS 5% > EUtFHMA TR T Wil A ER0H o
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e . GuUrBIGIRBNS
Apphance Addresses o
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IR7E > RFILL BIG-IP DNS A& » :BE—ERESE IP (WIP) - B/t DNS #EE4ERY » RN EEFEHE—SEE
B9 GUI 317482 o 7£ BIG-IP DNS GUI & > AitE DNS > GSLB > FE13, IP > 513 IP 58 (+) o B8 —T > 1513
489 DNS FQDN &®REH » EEMA—EHZE IPv4 it » MERMNGIFH > RAREEAE—ExHS
{EStorageGRID E# ARISERE °

s WarmE e

W e Lt
\,‘_,' [EFT1 Y
i —

1H s

EBRMNEF S » FOEHEZEMNNREEMNBLLEBR B BEAR Web HTTPS AIARES © FBiBGERN Mg 75
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BILUERAE R ERETHERNRR » 5 - BrMEAStorageGRID BIS3 > BILUER S3Browser (B> T Ei&
TR - BN EMEhANEE T HAE - FLItER DNS TSR PN T —EZH P OEIERERERS
HBEZE -

ERFIREAIRES > FFIRTLUER dig 3 nslookup [REREE—FFIME DNS &5 > LUHER BIG-IP DNS H#E
TEETIRAR T » EMERILEREPEE R RN IZNORE -

Command Prompt

C:\Users\gorman>nslookup www.wip.engineering.f5demo.net
Server: dns.google
Address: B8.8.8.8

Non-authoritative answer:
DNS request timed out.
timeout was 2 seconds.
Name : www . wip.engineering.f5demo.nek
Address: Lu4.250.237.176

C:\Users\gorman>nslookup www.wip.engineering.f5demo.net
Server: dns.google
Address: B8.8.8.8

Non-authoritative answer:
DNS request timed out.
timeout was 2 seconds.
Name : www . wip.engineering.f5demo gt
Address: 3.145.176.2U6

BERRE SRR
MEBATHZEZ— > =R T2Ea AR B3 MARLEALIEBE TR, EE - BBREEATAM > A

Eiﬁ%iﬁﬁiﬂﬂ’ﬂﬂﬁf? » E—MPBERFEMRSS - BIE—K » FiF S3 METRRI A UERZIFIMNA RIS
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MR ERRIL LRI StorageGRIDEIEG A B A R » AIREER e SR EmEIER 5 - NRERS
HrhIRfERREE - AR RRIARE P AR MA BRI S3 BIEIR AR S « [t » ZEMFIAERRS S3
StorageGRIDE SR H BN —TEL % - Z—@F AR ESHRECEHTEE  RADEE -

DNS » GSLE: Pools : Pool List » Members : waww_wip_engineering_fstest net pool : A

Statistics

Load Balancing
Preferred: | Round Trip Time v |
Load Balancing Method Alternate: [ Ratio w |
Fallback: [Fallback IP w |
Fallback IP [47.456 |
| Update |

FEESEGT - TEhRt) BEEERENPRENEEGHTES - EPIRNEST » FEAETERAEE
BRRIZS T DNS #EARERMAERY 7505 » ERMILEFRVE(CH - IREEFERAITT » RIF LURIE D BCAR S EILRS
RYEEPIZRIEIZER(EUARS o RELHIFTE - MIEE KX « SRR ESHIStorageGRIDIERE A LUZIR EERRIR B\ B IERETE %
Y S3 FHF o &x1& » (FAXHMERSE - MRMPRFAILRET S £ - AIEENER IP RBIERBINEE
4%k © BIG-IP DNS FRELBA B H TESEZ—2 h1X" » €% DNS EHNEARIR (B S3 BREIAH
DNS f#tfrds) > W RAERERAEERIEPEREL TR BRI -

&E > NRAILEMREIK > AIESZRMER F5 BIG-IP DNS FMAsFlsTmaIEhas TRl $il7 o EaE
FILABSIESATERY DNS EZRIR > HIU > JREBEEAEE A DNS TSR EEREESIEBH - AILRE
XS ELEERY BIG-IP LTM BXE) BIG-IP DNS £RA] » LUK FEE MMEBTEULRE A1 AE#S S3 X H iR RIEIEE -
It > BREEEMAY R E A SR ER M AYStorage GRID IR M LE (U 1 IE R BRI AV UL BE BB 47 RIARTS o

d:A.
mA

&

F5 BIG-IP £NetApp StorageGRIDIYE SR T B IS 2 (EIARLRYE K o] A — USRIV R AT Bk S » TBME

T S3 EBEERA o BEBULR A R OIIE R GEFEN - BEEMAEY - FEMASKEK « iHiERNZEENH#EFE
RZRERI R ERVIRAREEE o

METHREZER > BFELEREE F5 EA M BIG-IP DNS XX o "Fii" o BRILUIKEI—D R EEMRMNIEEF
fit » HPEFEHAIRENZRDRA o "FHisE" o

Datadog SNMP#RAE

_ % . Aron Klein_

2% Datadog LU £ StorageGRID R52EEHISNMPIEIZFI AR o

% EDatadog

Datadog@—EE IR SR - IRIHIEE « RECHERINEE o THMERERULInuxRIEEFE7 43.1HREE
R Ubuntu 22.04.1F1% | - ZE X StorageGRID ASEERREEERE R L ©

158
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Datadog:& E &I TrapstEZE 2t StorageGRID & B FRHIMibiEZELERN
Datadogtefft—E757% « Al EmmibiE R EH R A ESNMP S FfEfdatadog 2 E1EEE ©

b3z #&Datadog Trapf#if E ¥ FER IR IZ P18 G K ERFIIX BIRVIEREE StorageGRID "55#4i542" o +iF LEAEZRK
£ /etc/datadog-agent/conf.d/snmp.d/straps_db/+H

* "FEFEByamItiEZE" +
o *md5 checksum * 42e27e4210719945a46172b98¢c379517 +
o * sha256 checksum * dOfe5c8e6ca3c902d054f85b70a85f928cba8b7c76391d356f05d2cf73b6887+

Itb37 % Datadogs iR ¥ BRI TR B KHEyamItE R 2 K R BIRVE R E £ StorageGRID "55#E 2" o +IFUIEHER
1% /etc/datadog-agent/conf.d/snmp.d/profile/+H

* "FEIREREyamItgER" +
o *md5 checksum * 72bb7784f4801adda4e0c3ea77df19a+
o * sha256 checksum * b6b7fadd33063422a8bb8e39b3ead8ab383449ee0229926eadc85f0087b8cee +

R EZ/SNMP Datadog4H#E

AIEAMES R EEREANREEMNSNMP o oI LGERTE BEIFRER « HiARIRHE S StorageGRID Z A
HBERAIILEEE ~ EZREFIEERIP © IRIBFMMEVATE ~ BB EHBFIARE - BENHEREEdatadogftiEyaml
ﬁ%‘??@% o TESNMPAEREyamItE R P2 E BB ETE & - U T 2HEEStorageGRID HZIER AR EE

BEHRR

4BRE{II 1A /etc/datadog-agent/datadog.yaml

listeners:
- name: snmp
snmp listener:
workers: 100 # number of workers used to discover devices concurrently
discovery interval: 3600 # interval between each autodiscovery in
seconds
loader: core # use core check implementation of SNMP integration.
recommended
use device id as hostname: true # recommended
configs:
- network address: 10.0.0.0/24 # CIDR subnet
snmp version: 2
port: 161
community string: 'stOr@gegrid' # enclose with single quote
profile: netapp-storagegrid
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(ERlESS=

/etc/datadog-agent/conf.d/snmp.d/conf.yaml

init config:
loader: core # use core check implementation of SNMP integration.
recommended
use device id as hostname: true # recommended
instances:
- ip address: '10.0.0.1'
profile: netapp-storagegrid
community string: 'stOr@gegrid' # enclose with single quote
- ip address: '10.0.0.2'
profile: netapp-storagegrid
community string: 'stOr@gegrid'
- ip address: '10.0.0.3'
profile: netapp-storagegrid
community string: 'stOr@gegrid'
- ip address: '10.0.0.4'
profile: netapp-storagegrid

community string: 'stOr@gegrid'

FEBHAISNMPAE RS

SNMP=& P& HY4EBE 2 1E datadogH A yamliE ZE/etc/datadog-agent/datadog.yaml R E &

network devices:
namespace: # optional, defaults to “default”.
snmp_ traps:
enabled: true
port: 9162 # on which ports to listen for traps
community strings: # which community strings to allow for v2 traps

- stOrQgegrid

&ifj|StorageGRID : SNMP4HAE

CHSER R2MPBISNMPRIEIZ StorageGRID (I 4ARSZRS 11RE ME51%E) T © BUASNMPILEAFRH?

afl o IREERTERM « FEN [REERM) ~ ARAEIRMBAERNIDatadog U R BRI ©
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SNMP Agent

You can configure SNMP for read-only MIB access and notifications. SNMPvl, SNMPvc, SNMP3 are supported. For SNMPY3, only User Security Model (LISM)
authentication is supported. All nodes in the grid share the same SNMP configuration,

Enable SNMP @

System Contact @
System Location @ lab

Enable SNMP Agent Notifications @
Enable Authentication Traps @  [_]
Community Strings

Default Trap Community @ stOn@gegrid

Read-Only Community @

String 1 stOr@gegrid +
Other Configurations
Agent Addresses (0) USM Users (0) Trap Destinations (1)
4 Create |
- - J
Version Type Hast Part Protocol fl:d::munltyfu ™
~— : Delault Comminity:
) SNMPvaC infarm 10,193,532 241 51632 upe siovigegrid

£ rclone 7£ StorageGRID #58# i & K MIbRYIE

__{£%& . Siegfried HEPP #1 Aron Klein_

rclone @R ENM<LTH TANMA R ~ WA S3 /EZ o &R LAEA rclone 7E StorageGRID E#2E5 ~ 85 K
BRI ERL - RClone B ERIBRETABRIINAE ~ BMERAETRIUAEER AR IHAE ~ NTFRIFTR o

ZIEEZTE rclone

HEFETFihaEARES L %45 rclone ~ SBIET & "rclone.org” ©

1. MITARRSIS SIBFENERIUAEE ~ LAEIL rclone AHREREEE -
2. 7EUEERFIF ~ FETE rclone AAAEH{EA sgdemo 1EAIEN StorageGRID S3 IxREEHIZTE o

a. EIT4ERERE ~/.config/rclon/rclon.conf
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https://rclone.org/downloads/

[sgdemo]

type = s3

provider = Other

access_key id = ABCDEFGH123456789JKL

secret access key = 123456789ABCDEFGHIJKLMNO0123456789PQRST+V

endpoint = sgdemo.netapp.com

b. #1117 rclone 44

162



1=

rclone 4HAE

2023/04/13 14:22:45 NOTICE: Config file
"/root/.config/rclone/rclone.conf" not found - using defaults
No remotes found - make a new one

n) New remote

s) Set configuration password

g) Quit config

n/s/aq> n

name> sgdemo

Option Storage.

Type of storage to configure.

Enter a string value. Press Enter for the default ("").

Choose a number from below, or type in your own value.
1 / 1Fichier

\ "fichier"

2 / Alias for an existing remote
\ "alias"

3 / Amazon Drive
\

"amazon cloud drive"

4 / BAmazon S3 Compliant Storage Providers including AWS,
Alibaba, Ceph, Digital Ocean, Dreamhost, IBM COS, Minio,
SeaweedFS, and Tencent COS

\ "s3"
5 / Backblaze B2
\ "b2"
6 / Better checksums for other remotes
\ "hasher"
7 / Box
\ "box"
8 / Cache a remote
\ "cache"
9 / Citrix Sharefile
\ "sharefile"
10 / Compress a remote
\ "compress"
11 / Dropbox
\ "dropbox"
12 / Encrypt/Decrypt a remote
\ "crypt"
13 / Enterprise File Fabric
\ "filefabric"
14 / FTP Connection
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15

16

17

18

19

20

21

22

23

24

25

26

27

28

31

32

33

34

35

36

PN N N N U N N N O N N N N N N N - N N N

" ftp"

Google Cloud Storage (this is not Google Drive)

"google cloud storage"
Google Drive

"drive"

Google Photos

"google photos"

Hadoop distributed file system
"hdfs"

Hubic

"hubic"

In memory object storage system.
"memory"

Jottacloud

"jottacloud"

Koofr

"koofr"

Local Disk

"local"

Mail.ru Cloud

"mailru"

Mega

"mega"

Microsoft Azure Blob Storage
"azureblob"

Microsoft OneDrive
"onedrive"

OpenDrive

"opendrive"

OpenStack Swift (Rackspace Cloud Files,

"swift"

Pcloud

"pcloud"

Put.io

"putio"

QingCloud Object Storage
"gingstor"

SSH/SFTP Connection
"sftp"

Sia Decentralized Cloud
"sia"

Sugarsync

"sugarsync"

Tardigrade Decentralized Cloud Storage
"tardigrade"

Memset Memstore,



37

38

39

40

41

42

43

44

45

PN N N N N N N

Transparently chunk/split
"chunker"

Union merges the contents
"union"

Uptobox

"uptobox"

Webdav

"webdav"

Yandex Disk

"yandex"

Zoho

"zoho"

http Connection

i e ™

premiumize.me
"premiumizeme"

seafile

"seafile"

Storage> 4

large files

of several upstream fs
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Option provider.

Choose your S3 provider.

Enter a string value.

1

10

11

12

13

14

/

N 7N N N N N N N N N N N N o

~

Amazon Web Services (AWS) S3
"AWS"

Alibaba Cloud Object Storage System
"Alibaba"

Ceph Object Storage

"Ceph"

Digital Ocean Spaces
"DigitalOcean"

Dreamhost DreamObjects
"Dreamhost"

IBM COS S3

"IBMCOS"

Minio Object Storage

"Minio"

Netease Object Storage (NOS)
"Netease"

Scaleway Object Storage
"Scaleway"

SeaweedFS S3

"SeaweedFS"

StackPath Object Storage
"StackPath"

Tencent Cloud Object Storage (COS)
"TencentCOS"

Wasabi Object Storage

"Wasabi"

Any other S3 compatible provider
"Other"

provider> 14

(0SS)

Press Enter for the default ("").

Choose a number from below, or type in your own value.

formerly Aliyun



Option env_auth.

Get AWS credentials from runtime (environment variables or

EC2/ECS meta data if no env vars).

Only applies if access_key id and secret access_ key is blank.

Enter a boolean value (true or false). Press Enter for the

default ("false").

Choose a number from below, or type in your own value.

1 / Enter AWS credentials in the next step.

\ "false"

2 / Get AWS credentials from the environment (env vars or IAM).
\ "true"

env_auth> 1

Option access key id.

AWS Access Key ID.

Leave blank for anonymous access or runtime credentials.
Enter a string value. Press Enter for the default ("").
access key id> ABCDEFGH123456789JKL

Option secret access key.

AWS Secret Access Key (password).

Leave blank for anonymous access or runtime credentials.
Enter a string value. Press Enter for the default ("").
secret access key> 123456789ABCDEFGHIJKLMN0123456789PQRST+V

Option region.

Region to connect to.

Leave blank if you are using an S3 clone and you don't have a
region.

Enter a string value. Press Enter for the default ("").
Choose a number from below, or type in your own value.

/ Use this if unsure.

1 | Will use v4 signatures and an empty region.
\ mwn
/ Use this only if v4 signatures don't work.
2 | E.g. pre Jewel/v10 CEPH.

\ "other-v2-signature"
region> 1
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Option endpoint.

Endpoint for S3 API.

Required when using an S3 clone.

Enter a string value. Press Enter for the default ("").
endpoint> sgdemo.netapp.com

Option location constraint.

Location constraint - must be set to match the Region.
Leave blank if not sure. Used when creating buckets only.
Enter a string value. Press Enter for the default ("").

location constraint>



Option acl.
Canned ACL used when creating buckets and storing or copying
objects.
This ACL is used for creating objects and if bucket acl isn't
set, for creating buckets too.
For more info wvisit
https://docs.aws.amazon.com/AmazonS3/latest/dev/acl-
overview.html#canned-acl
Note that this ACL is applied when server-side copying objects as
S3
doesn't copy the ACL from the source but rather writes a fresh
one.
Enter a string value. Press Enter for the default ("").
Choose a number from below, or type in your own value.

/ Owner gets FULL CONTROL.

1 | No one else has access rights (default).
\ "private"
/ Owner gets FULL CONTROL.
2 | The AllUsers group gets READ access.
\ "public-read"
/ Owner gets FULL CONTROL.
3 | The AllUsers group gets READ and WRITE access.
| Granting this on a bucket is generally not recommended.
\ "public-read-write"
/ Owner gets FULL CONTROL.
4 | The AuthenticatedUsers group gets READ access.
\ "authenticated-read"
/ Object owner gets FULL CONTROL.
5 | Bucket owner gets READ access.
|

If you specify this canned ACL when creating a bucket,
Amazon S3 ignores it.

\ "bucket-owner-read"

/ Both the object owner and the bucket owner get FULL CONTROL
over the object.

6 | If you specify this canned ACL when creating a bucket,

Amazon S3 ignores it.

\ "bucket-owner-full-control"
acl>

Edit advanced config?

y) Yes
n) No (default)
y/n> n
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[sgdemo]

type = s3

provider = Other

access key id = ABCDEFGH123456789JKL

secret access key = 123456789ABCDEFGHIJKLMNO0123456789PQRST+V
endpoint = sgdemo.netapp.com:443

Yes this is OK (default)

Edit this remote

Delete this remote

e/d>

0.
~ — — —

Yy

Current remotes:

e) Edit existing remote

n) New remote

d) Delete remote

r) Rename remote

c) Copy remote

s) Set configuration password

g) Quit config
e/n/d/r/c/s/a> g

HARdp < # Al
* BN EFRE

rclone mkdir remote:bucket

rclone mkdir sgdemo:test01

() wREEm2es SSLIESE - HER -no HEER -

* FUHFRARELL :
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rclone 1lsd remote:

rclone Isd sgdemo

* LS EREFEREM

rclone ls remote:bucket

rclone Is sgdemo:test01

65536
65536
65536
65536
65536
65536
65536
65536
65536
65536
65536
65536
65536
65536
65536
65536
65536

33554432 bigobj

4294967296 sequential-read.0.0

© MBR—1EHE

102 key.Jjson

TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.
TestObject.

10
12
13
14
15
16
17
18

©O© 0 J o U1 W

47 lockedOl.txt

15 test.txt

116 version.txt

rclone rmdir remote:bucket

rclone rmdir sgdemo:test02

* REWM

rclone copy filename remote:bucket
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rclone copy ~/test/testfile.txt sgdemo:test01

St

rclone copy remote:bucket/objectname filename

rclone copy sgdemo:testO1/testfile.txt ~/test/testfileS3.txt

* MR

rclone delete remote:bucket/objectname

rclone delete sgdemo:testO1/testfile.txt

*  BERTERRYG
rclone sync source:bucket destination:bucket --progress

rclone sync source directory destination:bucket --progress

rclone sync sgdemo:test01 sgdemo:clone01 --progress

Transferred: 4.032 GiB / 4.032 GiB, 100%, 95.484 KiB/s, ETA
Os

Transferred: 22 / 22, 100%

Elapsed time: 1m4.2s

() @/ -Progress 5 -P BRIIRER « FRRLIERL -

* * MIFRATEEFMFREYHAS *

rclone purge remote:bucket --progress
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rclone purge sgdemo:test01 --progress

Transferred: oB/ 0B, -, 0B/s, ETA -
Checks: 46 / 46, 100%

Deleted: 23 (files), 1 (dirs)

Elapsed time: 10.2s

rclone Is sgdemo:test01

2023/04/14 09:40:51 Failed to ls: directory not found
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Response body

"responseTime”: "2025-09-19T715:01:28
"status": "success",
"apiVersion": "4.2",
"data": {
"deletes": {
"synchronous”: null,
"deleteQueueWorkers": null,
"asynchronousQueueRatio”: null,
"synchronousTimeout": null,
"asyncILMDeletes": null,
"maxConcurrentUnlinkTruncateOps":
},
"scanner": {
"ignoreTimeSinceLastClientOp": null,
"ignoreTimeSinceLastILMOp": null,
"scanRate": null,
"leakedUUIDCheckRatio”: null,
"leakedUUIDMaxConcurrentWorkers™: null,
"leakedUUIDIgnoreTimeSinceLastEvent™”: null,
"bucketDeleteObjectsMaxConcurrentWorkers": null

8. 32 PUT ilm-advanced °
9. =iZE T FA4RE API 58 o

a. FERIENT > API TR ESTERE > MAEEMLAEENBE]E - EMEATERNITIEHR 5-7 3F
BFEENREA -

10. MRS IR 5-7 FPERIFFARME » RIUDSER 7 PEFHHLEA AP 88 o o TR MR 57 RRYES
% > ARE AP ZRETE o

M. FEAPIEREEFREUTSE ¢
a. BRIFERE Afalse ©
AP| IESC & :
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Edit Value Model

"deletes": {
“synchronous": false|,
"deleteQueueWorkers": null,
"asynchronousQueueRatio": 10,
"synchronousTimeout": 30,
"asyncILMDeletes": null,
"maxConcurrentUnlinkTruncateOps": null

},

"scanner": {
"ignoreTimeSincelLastClientOp": 3600,
"ignoreTimeSinceLastILMOp": 10800,
"scanRate": null,
"leakedUUIDCheckRatio": 10,
"leakedUUIDMaxConcurrentWorkers": 64,
"leakedUUIDIgnoreTimeSincelLastEvent": 3600,
"bucketDeleteObjectsMaxConcurrentWorkers": 64

BIFER

StorageGRID

IBBE RN « HHF StorageGRID R4 EEYIAHTE - HTEMAR /S3 WHHET FHEIE Ul FikE)
2815 o

Configuration > 53 Object Lock

S3 Object Lock

o 53 Object Lock has been enabled for the grid and cannot be disabled.

Enable S3 Object Lock for your entire StorageGRID system if S3 tenant accounts need to satisfy regulatory compliance requirements when saving object data. After this setting is enabled, it cannot be
disabled.

Before enabling 53 Object Lock, you must ensure that the default rule in the active ILM policy is compliant. A compliant rule satisfies the requirements of buckets with S3 Object Lock enabled.
It must create at least two replicated object copies or one erasure-coded copy.
These copies must exist on Storage Nodes for the entire duration of each line in the placement instructions.
Object copies cannot be saved in a Cloud Storage Pool.
Object copies cannot be saved on Archive Nodes.
At least one line of the placement instructions must start at day 0, using Ingest Time as the reference time.

At least one line of the placement instructions must be "forever".
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Manage object settings optional

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an
object as needed.

ﬂ Object versioning has been enabled automatically because this bucket has 53 Object Lock enabled.

53 Object Lock

53 Object Lock allows you to specify retention and legal hold settings for the objects ingested into a bucket. If you want to use 53
Object Lock, you must enable this setting when you create the bucket. You cannot add or disable S3 Object Lock after a bucket is
created.

If S3 Object Lock is enabled, object versioning is enabled for the bucket automatically and cannot be suspended.

Enable S3 Object Lock

Default retention @

Automatically protect new objects put into this bucket from being deleted or overwritten.

@) Disable

Enable

BIATRERR ~ SRR ZITRERVEHIE I R E  BEN—RIEER -
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Buckets = veeam12

veeam12

Region: us-east-1

S3 Object Lock: Enabled

Date created: 2023-09-2108:01:38 GMT
Object count: 0

View bucket contents in Experimental 53 Console [4]

Delete objects in bucket | | Delete bucket
Bucket options Bucket access Platform services
Consistency level Read-after-new-write (default)
Last access time updates Disabled
Object versioning Enabled
S3 Object Lock Enabled

Veeam FBE S3 HFEMNEA—EIE - ALt « i Veeam L EMEFIMERNZ IS ERE « FFEN [

Strong-glob4® 1 © W1 Veeam BN ELUZRREEEFE—ILE L ~ B - BARFER S [ Strong-site | © 17

B o

Bucket options Bucket access Platform services

Consistency level Read-after-new-write (default)

Storage Nodes and sites.

Control header for an individual API request, which overrides the bucket setting,

All

Provides the highest guarantee of consistancy. All nodes receive the data immediately, or the request will fail

@ Strong-global

Guarantees read-after-write consistency forall client requests across all sites.

Strong-site

Guarantees read-after-write consistency for all client requests within a site.

Read-after-new-write (default)
Provides read-after-write consistency for new objects and eventual consistency for object updates. Offers high availability and data protection guarantees. Recommended for most cases.

Available

Pravides eventual consistency for beth new objects and object updates. For 3 buckets, use anly as required (for example, for a bucket that contains log values that are rarely read, or for HEAD or GET
operations on keys that do not exist). Not supported for FabricPool buckets.

Last access time updates Disabled

Change the consistency control for operations performed on the objects in the bucket. Consistency levels provide a balance between the availability of objects and the consistency of those objects across different

In general, use the Read-after-new-write consistency level for your buckets. Then, if objects do not meet availability or consistency requirements, change the client application's behavior, or set the Consistency-

StorageGRID £ SEEEMENEARENR HRHBESNEH TR - FRILEHTHSRNRSERZ
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Create a traffic classification policy

You can create traffic classification policies to monitor the network traffic for specific buckets, tenants, IP
addresses, subnets, or load balancer endpoints. You can optionally limit this traffic based on bandwidth,
number of concurrent requests, or the request rate.

@ Enter policy name —— @ Add matching rules —— @ Set limits —— o Review the policy
Review the policy

Policy Veeam

name:

Description:Policy to monitor
Veeam bucket
traffic

Matching rules

Type Inverse
4 Matchvalue @
(7] match @
Bucket test No
Veeam

% StorageGRID FEREERESEMMEBMTE « IR EE RN REITR LWITIEERERIRS -
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Name
Type in a name and description for this object storage repository,

MName:
|0bject storage repository 1|

Account _
Description:

HNEEer Created by SRVI2\Administrator at 2/3/2021 8:15 AM.

Summary

[+ Limit concurrent tasks to: E

Use this setting to limit the maximum number of tasks that can be processed concurrently in cases
when your object storage is overloaded or cannot keep up with the number of API requests issued by
multiple object storage offload tasks.

‘ < Previous || MNext > || Finish || Cancel |

SBIKER Veeam xS FRHE(D TIFAERRR) Veeam X1 « BYENEE o AILERILESE « 551 SOBR (#7FE ©

Edit Backup Job vm backup dmb b4

Storage

- Specify processng proxy server to be used for source data refrieval, backup repository to store the backup files produced by
m this jolr and customize advanced job settings if required,

Hame Backup peswy )
| Butomatc selection | | Choose...
Yirtual Machines 3
Backup repositon:
_ | baremetal 4mb [Created by MUCCBO chasnse! st 14.03.2023 15:21] -
Gubst Frocessing E wn Map backup
Retention policy: | 30 -
e policy: | 3 v | | days
¥} Keep certain full backups longer for archival purposes | Configure..
Surmmary

G weekly, 3 monthly

[} Configure secondary destinasions for this job

Capy backups produced by this job to another batkup repoaitory, or lape. We recommend to make
at least on= copy of your backups to & different storage devace that is located ofi-site.

Advanced job settings inchude backup mode, cormpression and deduplcation. block
size, notificsbion cettngs, autcmated pest-ob activity and other selfings,

| <Preiows [ Nea» || Fmin || Concal
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Advanced Settings 4

Backup | Mainteriznce | Storage | Motifications | vSphere | Infegration | Scripts

Data reduction

+| Exclude swap file blocks (recommended)
ﬂ| Exclude deleted file blodks [recommended])
Lomprﬁ ion Ia\-e-

'Dp-l.lmnl [mwnmend-edl ‘:'l
Provides for the best -:Gmpue-ssmn to parfor mance ratio, lowest backup pr,.m.-
CPU usage end fastest restore.

'Sh'!mgr aptimiration:
| 441B -
Required far processing rachines with disks farger than 1007T8. Reduces
dedupe rales and increases the size of meremental backugs

Encryption
] Enabie backup file encrypbon

Save ds D:lault: (ol Cancel

B2 StorageGRID

HESTHEEME Veeam M StorageGRID #NEIER#IT « BN AFRE —REMHRBEREBEH - HERIBRIA
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EEENERIRE S3 BHE - ILM FIRESFERR © 7 S3 B ERRP ~ oL E S3 /FEE  JEEMEX
[EIFERAERAE R ©
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Summarized Rates
600 ops/s 2.50K ops/s

400 ops/s Eiopse

200 ops/s | 1.50K ops/s

1K ops/s
0ops/s
12:00 14:00 16:00 18:00 20:00 22:00 00:00 02:00 04:00 06:00 500 ops/s

== 505712-tme-13 delete_object == sg5712-tme-13 get_object == sg5712-tme-13 get_usage
oopes = U] WU NN B & BEER ) B P BT B ) ab
== 505712-tme-13 put_object 5712-tme-14 delete_object 5712-tme-14 get_object
U3/ SAme 1 PUOTISG 93/  £3me 14 aeiee_onec g3/ &me 4 geLodies 1200 1400 1600 1800 2000 2200  00:00 0200 0400  06:00
$95712-tme-14 put_object == $g5712-tme-15 delete_object == sg5712-tme-15 get_object
== $05712-tme-15 put_object $05712-tme-16 delete_obiect $a5712-tme-16 qet_object == Site1 delete_object == Site1 get_object == Site1 get_usage == Site1 put_object
Active Requests Summarized Active Requests

30K
25K

4K 20K

15K
2K
10K

0

12:00 14:00 16:00 18:00 20:00 22:00 00:00 02:00 04:00 5K

== 505712-tme-13 delete_object == sg5712-tme-13 put_object == sg5712-tme-14 delete_object 0
== 5g5712tme-14 put_object $g5712-tme-15 delete_object $g5712-tme-15 put_object 12:00 14:00 16:00 18:00 20:00 22:00 00:00 02:00 04:00
$95712-tme-16 delete_object $g5712-tme-16 put_object == Site1 delete_object == Site1 put_object

FEHERR ) BREBTESEMNSHHSEERERFAIEENTHERE - EREXRIFIIEE
HMEEEHIYFHSIE « B2 StorageGRID A B ELEHMZTRT -

Average Duration

11:30 12:00 12:30 13:00 13:30 14:00 14:30 15:00 15:30 16:00 16:30 17:00 17:30 18:00 18:30

== 5g6060-tme-09 delete_object == sg6060-tme-09 put_object == sg6060-tme-10 delete_object == sg6060-tme-10 put_object $g6060-tme-11 delete_object $g6060-tme-11 put_object $g6060-tme-14 delete_object

£ TSeRRYERERARRL BRF ~ el UREBEEA ORI E R RE OQD%{J}E@J 200 (IE%) ASME[EIFE
B]AEZR:Ts StorageGRID RAFAEEIAK ~ X 503 (H18) [EIFE - RIAEHR BT —LLERINAEE - ‘JZ%EE‘EE#F%E
RAMUREE MBS o

Total Completed Requests

300 Mmil

200 Mil

100 Mil //

0

09/20 09/23 09/26 09/29 10/02

== 200 delete_bucket == 200 delete_object == 200 get_object == 200 head_bucket 200 list_buckets
200 other 200 put_bucket 200 put_object 404 other == 404 put_object 405 put_object
500 delete_object 503 delete_object 503 head_bucket 503 put_object

7 ILM &RRARP ~ &P AEEHE StorageGRID %! ﬁE’JﬂH'JI‘%%Z‘@E o StorageGRID &£ &{E &2 _ERRER RS bk
MIERT MR ~ UEARIECFIE ERBVEEMBE o




Average Delete Times Active Deletes

15:00 1510 15:220 15:30 15:40 15:50 16:00 16:10 16:20 16:30 1640 16:50 17:00 |

-tme- { — - 1 | — - 1 del
$g6060-tme-09 delete metadata $g6060-tme-10 delete metadata $g6060-tme-11 delete metadata 1500 1510 1520 1530 1540 1550 1600 1610 1620 1630 1640 16:50

$g6060-tme-14 delete metadata $g6060-tme-09 cloc remove $g6060-tme-10 cloc remove
$g6060-tme-11 cloc remove $g6060-tme-14 cloc remove 5g6060-tme-09 total w= sg6060-tme-10 total == $g6060-tme-09 common == sg6060-tme-10 common == $g6060-tme-11 common
$q6060-tme-11 total $q6060-tme-14 total == $96060-tme-14 common

Rate of Client Driven Deletes Rate of ILM Driven Deletes
400 ops/s 500 ops/s
300 ops/s 400 ops/s

200 ops/s 300 ops/s

200 ops/s .\

100 ops/s ; \

I\ 100 ops/s | .
0 ops/s a | F\
15:00 . £

1510 1520 1530 1540 1550 1600 1610 16:220 16:30 1640 16:50 0 ops/s =
1500 1510 1520 1530 1540 1550 16:00 16:10 1620 16:30 16140 16:50

== 5g6060-tme-09 sync == $g6060-tme-10 Sync == sg6060-tme-11 sync == $g6060-tme-14 sync
$g6060-tme-09 async $g6060-tme-10 async $g6060-tme-11 async $g6060-tme-14 async == $g6060-tme-09 queue == sg6060-tme-10 queue == $g6060-tme-11 queue == $g6060-tme-14 queue
$g6060-tme-09 sync timed out == sg6060-tme-10 sync timed out $96060-tme-11 sync timed out $96060-tme-09 MD purge $96060-tme-10 MD purge $g6060-tme-11 MD purge
$q6060-tme-14 sync timed out $g6060-tme-14 MD purge

TESEER - SERTEHRTREIDE « HE « BEEE LUk Veeam IEFEMIEAIEINAY
S INT: &

Load Balancer Request Traffic Load Balancer Request Completion Rate

8 Gb/s

=

6 Gb/s

~
a
o

4 Gb/s

o
=]

2Gb/s

N
1
=]

Requests per second

0b/s

09:53 09:53

== Received == Sent == Total == PUT

Error Response Rate Average Request Duration (Non-Error)

=]
~N
a
=]

No data

=]
o
=]
=

=}
N
@
=}

Requests per second

Write Request Rate by Object Size Read Request Rate by Object Size

No data points
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Advanced Options

Name
Reflection Refresh
Metadata
Privileges Authentication
0 AWS Access Key EC2 Metadata AWS Profile No Authentication
All or allowlisted (if specified) buckets associated with this access key or IAM role to assume (if specified) will be available

AWS Access Key

s

EErE e

AWS Access Secret

IAM Role to Assume

Encrypt connection

Public Buckets

Buckets

(#) Add bucket

4. ¥—T THEREEIE) - 2 TRAEEE)

S EEMFNAT  H—T + MEAS « ABIMLEL s3a RA ©

6. fs.s3a.connection.maximum F8z%&% 100 o HIREH S3 BEREES 100 B LB AE Parquet 183 ~
A 7EE A KHS 100 BYME o 552F Dremio 15U BRARLLEERTE o

g BfE

fs.s3a.lf 2 < StorageGRID 15 S3um2h © EiFIE>
fs.s3a.path.#%=.access =0
fs.s3a.connection.maximum < Kt 100> B9(E

EBHIHREER
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General Enable asynchronous access when possibla

ibilit: B

Apply requaster-pays to 53 requasts
Reflection Refresh
= Enable file status check
Metadata Enable partition column inference

Privileges Root Path

!

Server side encryption key ARN

Default CTAS Format

PARQUET -

Connection Properties

Name Walua

fs.s3a.path.style.access true >
MName Walua

fs.53a. endpoint sgdemo.netapp.com b
Mame Value

fs.53a.connection.maximum 1000 ®

(¥ Add property

Allowlisted buckets

& Add bucket

Cache Options

Enable local caching when possible
Max percent of total available cache space to use whan possible

100

7. IRIBERAEBEAEER « REHM Dremio IR °
8. #—T M7 HERL R EIERIRR

9. FIINHIE StorageGRID BHIZRIRE « ARAIERGETRITRIBE © +
EHIHREEE
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Datasets StorageGRID
(A hdp-user wame 4
v Spaces (0) @ [ apache-hive
[ cdp-cluster
[ cdp-tera
No spaces yet [ databrick-tpcds
Add space
[ delta-lake
] dicluster-tpeds
Sources E") - g

v Object Storage (2) ] dremio-10g-csv

@ StorageGRID 0 [ dremio-csv

NetApp StorageGRID #&fC GitLab

_ 1% . Angela Cheng _

NetApp EfEA GitLab A5 StorageGRID ° 552K T GitLab 4HREEEH o FHZ R "GitLab V) FFHEEIEE"
LEUSSHEER] -

YT E AR EE A

S Linux B2 « BRIV connection AHFRERMETE « 488 /ctc/gitlab/gitlan. rb AEH
ETRHT ~ LUSERER ¢
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# Consolidated object storage configuration

gitlab rails['object store']['enabled'] = true
gitlab rails['object store']['proxy download'] = true
gitlab rails['object store']['connection'] = {

'provider' => 'AWS',
'region' => 'us-east-1',
'endpoint' => 'https://<storagegrid-s3-endpoint:port>',
'path stype' => 'true',
'aws access key id' => '<AWS ACCESS KEY ID>',
'aws secret access key' => '<AWS SECRET ACCESS KEY>'
}
# OPTIONAL: The following lines are only needed if server side encryption
is required
gitlab rails['object store']['storage options'] = {
'server side encryption' => 'AES256'

}

gitlab rails['object store']['objects']['artifacts']['bucket'] = 'gitlab-
artifacts'

gitlab rails['object store']['objects']['external diffs']['bucket'] =
'gitlab-mr-diffs'

gitlab rails['object store']['objects']['lfs']['bucket'] = 'gitlab-1fs'
gitlab rails['object store']['objects']['uploads']['bucket'] = 'gitlab-
uploads'

gitlab rails['object store']['objects']['packages']['bucket'] = 'gitlab-
packages'

gitlab rails['object store']['objects']['dependency proxy']['bucket'] =
'gitlab-dependency-proxy'

gitlab rails['object store']['objects']['terraform state']['bucket'] =
'gitlab-terraform-state'

gitlab rails['object store']['objects']['pages']['bucket'] = 'gitlab-
pages'
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flan
* RIHFIRASS

aws s3apl put-object --bucket <bucket> --key <file> --body "<file>"
--server-side-encryption AES256 --endpoint-url https://s3.example.com

i Eeu A SE

aws s3api head-object --bucket <bucket> --key <file> --endpoint-url
https://s3.example.com

"AcceptRanges": "bytes",

"LastModified": "2022-05-02T19:03:03+00:00",
"ContentLength": 47,

"ETag": "\"82e8bfb872e778a4687a26e6c0b36bcl\"",
"ContentType": "text/plain",
"ServerSideEncryption": "AES256",

"Metadata": {}

* B

aws s3api get-object --bucket <bucket> --key <file> <file> --endpoint
-url https://s3.example.com
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EREFRENRIRETARISRINE (SSE-C)
6/ & EEBSSERTEMI « MM S IR N —SRAMBNE - EBRWEN - PARGERNS
W7 AR R BB o

SSE-Ciff|

* BT ARNTREER ~ ERIURLMNEER
© BUNMTER

openssl enc -aes-128-cbc -pass pass:secret -P°

salt=ESDBB6603C7B3D2A
key=23832BAC16516152E560F933F261BF03
iv =71E87COF6EC3C45921C2754BA131A315

* EREENZIRNEVF

aws s3api put-object --bucket <bucket> --key <file> --body "file" --sse
-customer-algorithm AES256 --sse-customer-key
23832BAC16516152E560F933F261BF03 --endpoint-url https://s3.example.com

* Y BYATIR

aws s3apli head-object --bucket <bucket> --key <file> --sse-customer
-algorithm AES256 --sse-customer-key 23832BACl16516152E560F933F261BF03
--endpoint-url https://s3.example.com

"AcceptRanges": "bytes",

"LastModified": "2022-05-02T19:20:02+00:00",
"ContentLength": 47,

"ETag": "\"f92ef20ab87e0e13951d9%bee862e9f9%a\"",

"ContentType": "binary/octet-stream",
"Metadata": {},
"SSECustomerAlgorithm": "AES256",

"SSECustomerKeyMD5": "rjGuMdjLpPVleRuotNaPMQ=="
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* ISt

aws s3apil get-object --bucket <bucket> --key <file> <file> --sse
-customer-algorithm AES256 --sse-customer-key
23832BAC16516152E560F933F261BF03 --endpoint-url https://s3.example.com

@ MRIEKRIBEMZBE LI « B Z7ETIGetObjectEXERFULEIFERNE ME84EHEZR (InvalidRequest
) MR ERRARSRHENEZENET o A ERMHERNBEA SERMEU T o

EFE ARSI IHMNE (SSE-S3)

SSE-S3rI:EA Fintt MR FEREFETRNFIEMMN - ERTARNNEITS - ¥ A StorageGRID M ER
BRERETINE - EVIHRERE « Y R #FEStorageGRID EHREIEIRATE

Bucket SSE-S3&34l

* BIUMAEFERILRE RS INERA
°© BIMBIRETFE

aws s3apl create-bucket --bucket <bucket> --region us-east-1
--endpoint-url https://s3.example.com

© RHFEFERME

aws s3apl put-bucket-encryption --bucket <bucket> --server-side
-encryption-configuration '{"Rules":
[{"ApplyServerSideEncryptionByDefault": {"SSEAlgorithm":
"AES256"}}]}"' --endpoint-url https://s3.example.com

* RHBAREE

aws s3api put-object --bucket <bucket> --key <file> --body "file"
--endpoint-url https://s3.example.com

* Y BYATIR

aws s3api head-object —--bucket <bucket> --key <file> --endpoint-url
https://s3.example.com
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{

"AcceptRanges": "bytes",

"LastModified": "2022-05-02T20:16:23+00:00",
"ContentLength": 47,

"ETag": "\"82e8bfb872e778a4687a26e6c0bl36bcl\"",
"ContentType": "binary/octet-stream",
"ServerSideEncryption": "AES256",

"Metadata": {}

}

* ISt

aws s3apil get-object --bucket <bucket> --key <file> <file> --endpoint
-url https://s3.example.com

st TR ETStorageGRID S3%14-$HE THAE
_{E& . AronKlein_

Y IEETRMWORMIEE! « BIR LM+ EZIRMIPRNER Y HERE(FRH Cohasset 17514 ~ BB G
FIRER » XEAEFAENT AR RBERN « URERNH#EFITRRRERA] ° StorageGRID

AIEERRE S SHEAPI ©
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aws s3api put-object-legal-hold --bucket <bucket> --key <file> --legal
-hold Status=0ON --endpoint-url https://s3.company.com

* (EFGet{FERERE o

aws s3api get-object-legal-hold --bucket <bucket> --key <file>
--endpoint-url https://s3.company.com
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"LegalHold": {
"Status": "ON"

* BREERE

aws s3apl put-object-legal-hold --bucket <bucket> --key <file> --legal
-hold Status=0FF --endpoint-url https://s3.company.com

* B GettFEREE ©

aws s3api get-object-legal-hold --bucket <bucket> --key <file>
--endpoint-url https://s3.company.com

"LegalHold": {
"Status": "OFE"

AREERT
* MR B R LR R E TR BITTEAL o

aws s3api put-object-retention --bucket <bucket> --key <file>
--retention '{"Mode":"COMPLIANCE", "RetainUntilDate": "2025-06-
10T16:00:00"}"' --endpoint-url https://s3.company.com

* FESRMRERIARE

aws s3apil get-object-retention --bucket <bucket> --key <file> --endpoint
-url https://s3.company.com
+
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"Retention": {
"Mode": "COMPLIANCE",
"RetainUntilDate": "2025-06-10T16:00:00+00:00"

* REMREHE (UXRBNEHSBEN -~ XER TSEMHAPL FRESRN MREEHIEAHE -

aws s3api put-object-lock-configuration --bucket <bucket> --object-lock
-configuration '{"ObjectLockEnabled":

"DefaultRetention": { "Mode":
-url https://s3.company.com

"Enabled", "Rule": {

"COMPLIANCE", "Days": 10 }}}' --endpoint

* FESMREIARS

aws s3apl get-object-lock-configuration --bucket <bucket> --endpoint-url
https://s3.company.com

"ObjectLockConfiguration": {

"ObjectLockEnabled": "Enabled",
"Rule": {

"DefaultRetention": {

"Mode": "COMPLIANCE",
"Days": 10

* RHBAREE

aws s3apil put-object --bucket <bucket> --key <file> --body "file"
--endpoint-url https://s3.example.com

* P& LRENFRBFERE S EIRAY T LR RE R R -
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aws s3api get-object-retention --bucket <bucket> --key <file> --endpoint
-url https://s3.company.com

"Retention": {
"Mode": "COMPLIANCE",
"RetainUntilDate": "2022-03-02T15:22:47.202000+00:00"

Al MEREE ERRBMG

MFHERZERERETEERZ L - RESEMHNREERE LEZ - MRESRFEERRENMM - BXRIEE
hRZs ~ B IIMIBRRECFARY B B RTARZS ©

* MFFEEEFRENMT

aws s3apil delete-object --bucket <bucket> --key <file> --endpoint-url
https://s3.example.com

* JhREEFE R

aws s3apili list-objects —--bucket <bucket> --endpoint-url
https://s3.example.com

° FRAR ~ IEHFIERTI o
* JHEEEMPRREBIRRA « DURRIGHERZ

aws s3api list-object-versions --bucket <bucket> --prefix <file>
--endpoint-url https://s3.example.com
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"Versions": [

{
"ETag": "\"82e8bfb872e778a4687a26e6c0b36bcl\"",

"Size": 47,

"StorageClass": "STANDARD",
"Key": "file.txt",
"VersionId":

"RDVDM] YWMTQtQkNDQSOxMUVDLThGOEUtNJQ3NTAWQzAXQTk1",
"IsLatest": false,
"LastModified": "2022-04-15T14:46:29.7340004+00:00",

"Owner": {
"DisplayName": "TenantOl",
"ID": "56622399308951294926"
}
}
1,
"DeleteMarkers": [
{
"Owner": {
"DisplayName": "TenantOl",

"ID": "56622399308951294926"

by

"Key": "fileOl.txt",

"VersionId":
"QjVDQzgzOTAtQOFGNiOxMUVDLThFMzgtQORGMJAWQjkOMjML",

"IsLatest": true,

"LastModified": "2022-05-03T15:35:50.248000+00:00"

* MIFRYFHRYIRTE AR S

aws s3apl delete-object --bucket <bucket> --key <file> --version-id
"<VersionId>" --endpoint-url https://s3.example.com

An error occurred (AccessDenied) when calling the DeleteObject
operation: Access Denied
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EEU E’Jnl:l*%
7f StorageGRID 71 > B¥4HRAIEL AWS EAE (IAM ) S3 ARFERAIMER] o

StorageGRID FFEZE+4H/RA - A S3 FHEREXRIERGERAEENERE - SiEEKGEENERE -
HRERARTREERER » REEFIERER -

FEUMBHBRBEZREDHEBNTE o REIEU json RARE > AIERESE "AWS [REIEESE"
FrERAIMEERTE > THNER - FERAtEEREE
MR~ R2E Tt & HEE EXo

"Principal":"*"

"Principal": {"AWS":"*"}
o fHERFrEERAENIEE ID (BER AWS IRF)

"Principal": { "AWS": "27233906934684427525" }

° EAE CRETIRFIERR ASBRIAE R - SERFRRIEMES)

"Principal": { "AWS":
"arn:aws:iam::76233906934699427431 :user/tenantluserl" }

"Principal": { "AWS": "arn:aws:iam::27233906934684427525:federated-

user/tenant2userl” }

° BHE CRETEEFIETR R MERRY A a ERE4E - SRR EMIER) -
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"Principal": { "AWS":
"arn:aws:iam::76233906934699427431:group/DevOps"  }

"Principal": { "AWS": "arn:aws:iam::27233906934684427525:federated-

group/Managers" }

M*178) * 1| B—# S31RREERTIIEBGEERE -

() siwesema) GERELERT S3 ¢ ListBucket B » A AEHITAER S3 BfE -

MER * | RRIRASEERITENEREREFATERIATEGERTRS o (F188) ERERIRFENE > AJLUA * &4~ o

JSON JREIRIERAMNT :

"Statement": |

{

"Sid": "Custom name for this permission",
"Effect": "Allow or Deny",
"Principal": {

"AWS": [

"arn:aws:iam::tenant ID::user/User Name",
"arn:aws:iam::tenant ID::federated-user/User Name",
"arn:aws:iam::tenant ID:group/Group Name",
"arn:aws:iam::tenant ID:federated-group/Group Name",
"tenant ID"

]

bo

"Action": [
"s3:ListBucket",
"s3:0ther Action"

1,

"Resource": |
"arn:aws:s3:::Example Bucket",
"arn:aws:s3:::Example Bucket/*"

1,
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AWS Policy Generator

The AWS Policy Generatar is a toal that enables you to create policies that control access to Amazon Web Services [AWS) products and resources. For more information about
creating policies, see key concepts in Using AWS ldentity and Access Management. Here are sample policies.

Step 1: Select Policy Type
& Policy Is a container for permissions. The different types of policies you can create are an 1AM Policy, an 53 Bucket Policy, an SNS Topic Policy, & VPC Endpoint Policy, and an 505

Queue Policy.

Select Type of Policy | 1aM Policy | — For aroun. policy.chooss JAM Policy

Step 2: Add Statement(s)

A statement ks the formal description of a single permission, See a description of elements that you can use in statements

Effect () Allow @ Deny

AWS Service |[amnzon 53 v A Services (%)
multiple stabemants 16 add permisssoms for more than ons servics T Chogse Amazon 53 sarvice
Actions - Select Actions -- s | 1A Actions (') o Selsct the 53 actions lo allow or diny

Amazon Resource Name (ARN) l]: — A

AN shauid fallaw the follewing formats am:awss3: 4{B

midiBuckel NMame

MeyMame

Add Conditions (Optional)

Add Staternent No Action selected. You must select at least one Action

Step 3: Generate Policy
A poficy is a document (written in the Access Policy Language) that acts as a container for one or more statements,

Add one or more statements above to genarate a policy.

EEESITRFERIAER | #HERAFERERE S3 Bucket JRA o * IR RAVIRER : TR & TE
A1 o LUBAEHEIRRIENIREA > ZABIIE AFTHEIR * A XTRNERAENBEEN » SETENME -7 T8
E1 THIURED > H—TEEEUIERS TFAESE HRTPESH S3IFHEZTEN AR - *E §
Amazon BiF%fE (ARN) 1 AiRAE AR o EEFRRAMBAIMNLE Tamn:AWS:S3 & 1 1 11 o fim
c"arn:AWS ¢ S3 ¢ . Example_Bucket"
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AWS Policy Generator

The AWS Policy Generator is a tool that enables you to create policies that control access to Amazon Web Services (AWS) products and resources, For more information about
creating palicies, see key concepts in Using AWS Identity and Access Management, Here are sample policies,

Step 1: Select Policy Type

A Policy |s a container for permissions, The different types of policles you can create are an TAM Policy, an 53 Bucket Policy, an SNS Topic Policy, a WPC Endpoint Policy, and an 5QS

Queue Policy.

Select Type of Policy 4—— Eor buckst policy choose S3 Buckel Policy

Step 2: Add Statement(s)

A statement ks the formal description of a single permission. See a deseription of elements that you can use [n statements.

Effact @& Allow O Deny
Principal | | Y riiaws:iam:  Tenan! \Duser/User Name
Ll i COTTNR TSSOt Miiltiphe vidlies
AWS Service  pmaron 53 . All Services ('*'}
Lise muliipie staternents to add permbssions far more than cne service
Actions .. Select Actions -- o [ All Actions (') s Suloct the 53 sctions to allow or dany

Amazon Resource Name (ARN) | | — arniaws:sd:Bucket Name

ARN shouvld follow & fgwing format arncanve:s3: o §{ SucketRams )/ §{ KayName}

Lise o comma to sepa muitiple vilues

Add Conditions (Optianal)

Step 3: Generate Policy
A policy s & document (written In the Access Policy Language) that acts as a contalner for one or more statements,

Add one or more statements above to generate a policy.

BN > RCREEEITRRRR » FFFE ERE MR ITRETRFIEYHHAIT GetObject 1FE » MRABEINTE

MRAR T1TiH) BHERNERES FILUER T FEE -

* 35EHY S3 Bucket Policy 2 ERBI4E8Y o

BE TR MR

* B ATTIHEHEE - arn:AWs:iam::95390887230002558202:Federated -group/Marketing
* B—T TFRAEEl Hit

* BABTEEEN - arn:AWS:S3:::example_Bucket,arn:AWS:::::example_Bucket/*

E
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AWS Policy Generator

The AWS Policy Generator is a tool that enables you to create policies that control access to Amazon Web Services (AWS) products an
creating policies, see key concepts in Using AWS Identity and Access Management. Here are sample policies.
Step 1: Select Policy Type

A Policy is a container for permissions. The different types of policies you can create are an IAM Policy, an S3 Bucket Policy, an SNS To
Queue Policy.

Select Type of Policy |53 BucketPolicy |

Step 2: Add Statement(s)

A statement is the formal description of a single permission. See a description of elements that you can use in statements.

Effect @ Allow ) Deny

Principal |am:aws:tam::95390&3?:] — arn:aws:iam::95390887230002558202: federated-group/Marketing

Use a comma to separate multiple values.

AWS Service Amazon 53 ~ All Services (I*I)

Use multiple statements to add permissions for more than one service,

Actions - All Actions ('*')

Amazon Resource Name (ARN) |arn‘.aws:53::!axamplebu| 44— arniaws:s3:examplebucket arn:aws:s3: examplebucket”

ARN should follow the following formak: am:aws:s3:::${BucketName}/${KeyName}.
Use a comma to separate multiple values.

Add Conditions (Optional)

* B—T THESRPAL iR

You added the following statements. Click the button below to Generate a policy.
Principal(s) Effect Action Resource Conditions

» arn:aws:lam::95390887230002558202: federated-group/Marketing Allow s3:® = arn:aws:s3:::examplebucket None
= arniaws:s3iexamplebucket/*

< EE TR MR
* ASBEANENE
* #—T T GetObject # ListBucket B1fE1 ZiBHIH1R
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1 Action(s) Selected
(] GetMultiRegionAccessPointRoutes

L L

GetObject
[ GetObjectAcl %
() GetObjectAttributes

/ (] GetObjectLegalHold
(] GetObjectRetention ali
(] GetObjectTagging
[] GetObjectTorrent

L L]

2 Action(s) Selected

() ListAccessPointsForObjectLambda
(] ListAllMyBuckets
ListBucket

/ [ ListBucketMultipartUploads
(] ListBucketVersions X
() ListCallerAccessGrants

C] ListJobs

* BIABTEEEN - arn:AWS:S3:::example_Bucket,arn:AWS:::::example_Bucket/*
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AWS Policy Generator

The AWS Policy Generator is a tool that enables you to create policies that control access to Amazon Web Services (AWS) products an
creating policies, see key concepts in Using AWS Identity and Access Management, Here are sample policies.

Step 1: Select Policy Type

A Policy is a container for permissions. The different types of policies you can create are an 1AM Policy, an S3 Bucket Policy, an SNS Tt
Queue Policy.

Select Type of Policy [53 Bucket Policy V]

Step 2: Add Statement(s)

A statement is the formal description of a single permission. See a description of elements that you can use in statements,

Effect @ Allow () Deny

Principal [ ]

Use a comma to separate multiple values.

AWS Service Amazon 53 ! All Services (.*.)

Use multiple statements to add permissions for more than ane service.

Actions 2 Action(s) Selected ¢ [ All Actions ("*')

Amazon Resource Name (ARN) [arn:aws:sa'_::examplebu] a— arn:aws:s3:;examplebuckel, arn:aws:s3: cexamplebucket/*

ARN should follow the following format: arm:aws:s3: 18 {BucketName}/${KeyMame}.
Use a comma to separate multiple values.

Add Conditions (Optional)

* BT THTEERPA) it

You added the following statements. Click the button below to Generate a policy,

Principal(s) Effoect Action Resource Conditions
= arm:aws:iam::95320887230002558202 federated-group/ Marketing Allow s3:" = arn:aws:s3:examplebucket None
« arn:awsisd::examplebucket/®
- Allow = 3 GatDbject - am:aws‘.sa:::eumplwu:kﬂ Nowmne
& 53:ListBuckst « arn:aws:s3:iexamplebucket/*

* BT TEERA il gL —ERERE - BnECEENRRA -
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Policy JSON Document

Click below to edit. To save the policy, copy the text below to a text editor.
Changes made below will not be reflected in the policy generator tool,

{

“Id": "Policyl744399292233",

“"Version": "2812-10-17",

"Statement": [

{

"Sid": "Stmt1744399152838",
“Action": “s3:%",
"Effect": "Allow",
"Resource": [

"arn:aws:s3:::examplebucket”,
“arn:aws:s3:::examplebucket/*"
1
"Principal": {
"Aws": [

"Sid": "Stmt1744399288838",
"Action": [

* ERISEM json XF 0 WFFAT ¢
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"Id": "Policyl1744399292233",
"Version": "2012-10-17",
"Statement": [

{

"Sid": "Stmt1744399152830",

"Action": "s3:*",

"Effect": "Allow",

"Resource": [
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": {

"AWS": [
"arn:aws:iam::95390887230002558202: federated-group/Marketing"

"Sid": "Stmtl1744399280838",
"Action": [
"s3:GetObject",
"s3:ListBucket"

1,

"Effect": "Allow",

"Resource": [
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": "*"

Itk json AIKEARGER » thal#kk MEHIREE ) 17 LMY ID MRRATT » ERIUEHESERIRET Sid > Lt HEE
ERREEATENRE > R UBIRELEARE -

fgn
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"Statement": |

{

"Sid": "MarketingAllowFull",

"Action": "s3:*",

"Effect": "Allow",

"Resource": |
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": ({
"AWS": [

"arn:aws:iam::95390887230002558202

"Sid": "EveryoneReadOnly",
"Action": [
"s3:GetObject",
"s3:ListBucket"
1y
"Effect": "Allow",
"Resource": [
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": "*"

B¥4HEA] (IAM)

F BHERIIETFR
LEEHARANEREREFR LA EREERERBZEFE T

:federated-group/Marketing"
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{

"Statement": |

{
"Sid": "AllowListBucketOfASpecificUserPrefix",

"Effect": "Allow",

"Action": "s3:ListBucket",
"Resource": "arn:aws:s3:::home",
"Condition": {

"StringLike": {

"s3:prefix": "S${aws:username}/*"

"Sid": "AllowUserSpecificActionsOnlyInTheSpecificUserPrefix",

"Effect": "Allow",
"Action": "s3:*Object",
"Resource": "arn:aws:s3:::home/?/?/S${aws:username}/*"

BRI HEREFE
e B/RB S IRFIEAER I EiTIE LRI ERIATES o

()  iEBIEAEStorageGRID SUIFRREIHIT « RAS3 APIA BRRHIHT o
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"Statement": |

{

"Action": "s3:*",
"Effect": "Allow",
"Resource": "arn:aws:s3:::*"
by
{
"Action": [

"s3:PutBucketObjectLockConfiguration",

"s3:PutBucketVersioning"
1,
"Effect": "Deny",

"Resource": "arn:aws:s3:::*"

14 SH T R & PR
ItE Bucket [RRUi 1 IHTE (R B HARIPRHIZ 10 RHERE

{

"Version":"2012-10-17",
"Id":"CustSetRetentionLimits",
"Statement": [

{
"Sid":"CustSetRetentionPeriod",
"Effect":"Deny",
"Principal"™:"*",

"Action": [
"s3:PutObjectRetention"
I

"Resource":"arn:aws:s3:::testlock-01/*",
"Condition": {
"NumericGreaterThan": {
"s3:0bject-lock-remaining-retention-days":"10"
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"Statement": [
{
"Action": [
"s3:DeleteObjectVersion"

1,

"Effect": "Deny",
"Resource": "arn:aws:s3:::*"
b
{
"Action": "s3:*",
"Effect": "Allow",
"Resource": "arn:aws:s3:::*"

REHERGI A AAMEEFIENE—F B (858

IERBRTRBHAER B REEFNFER (FI8) HAMEFIE - irieaiBa T study J
study01 1 ©°

"Statement": [
{
"Sid": "AllowUserToSeeBucketListInTheConsole",
"Action": [
"s3:ListAl1MyBuckets"
1,

"Effect": "Allow",
"Resource": |
"arn:aws:s3:::*"

"Sid": "AllowRootAndstudyListingOfBucket",
"Action": [
"s3:ListBucket"
I
"Effect": "Allow",

"Resource": [

210
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"arn:aws:s3::: study"
I
"Condition": {
"StringEquals": {
"s3:prefix": [
"study0l/"
I
"s3:delimiter": [

n/n

"Sid": "AllowListingOfstudyO1l",

"Action": [
"s3:ListBucket"

I

"Effect": "Allow",

"Resource": |
"arn:aws:s3:::study"

I

"Condition": {
"StringLike": {

"s3:prefix": [

"study01l/*"
]
}
}
"Sid": "AllowAllS3ActionsInstudyOlFolder",
"Effect": "Allow",

"Action": [
"s3:Getobject"

I

"Resource": |

"arn:aws:s3:::study/study01/*"
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"Statement": [
{
"Sid": "Deny non userl",
"Effect": "Deny",
"NotPrincipal": {
"AWS": "arn:aws:iam::34921514133002833665:user/userl"
by
"Action": [
Vg3 gl
I
"Resource": |
"arn:aws:s3:::bucketl",

"arn:aws:s3:::bucketl/*"

"Sid": "Allow userl read access to bucket bucketl",
"Effect": "Allow",
"Principal": {

"AWS": "arn:aws:iam::34921514133002833665:user/userl"
by
"Action": [

"s3:GetObject",
"s3:ListBucket"
I

"Resource": |
"arn:aws:s3:::bucketl",
"arn:aws:s3:::bucketl/*"

AT ARG D A B MEEFEVERNERE -
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"Statement": [
{
"Sid": "Deny all S3 actions to employees 002-005",
"Effect": "deny",
"Principal": {

"AWS": [
"arn:aws:iam::46521514133002703882:user/employee-002",
"arn:aws:iam::46521514133002703882:user/employee-003",
"arn:aws:iam::46521514133002703882:user/employee-004",
"arn:aws:iam::46521514133002703882:user/employee-005"

]

b

"Action": "*x",

"Resource": [
"arn:aws:s3:::databucketl",
"arn:aws:s3:::databucketl/*"

"Sid": "Allow read-only access for employees 002-005",

"Effect": "Allow",
"Principal": {
"AWS": [

"arn:aws:iam::46521514133002703882:user/employee-002",
"arn:aws:iam::46521514133002703882:user/employee-003",
"arn:aws:iam::46521514133002703882:user/employee-004",
"arn:aws:iam::46521514133002703882:user/employee-005"
]
by
"Action": [
"s3:GetObject",
"s3:GetObjectTagging",
"s3:GetObjectVersion"
I

"Resource": |
"arn:aws:s3:::databucketl",
"arn:aws:s3:::databucketl/*"
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"Statement": [
{
"Action": [
"s3:DeleteObjectVersion"
I
"Effect": "Deny",
"Resource": "arn:aws:s3:::verdeny/*",
"Principal": ({
"AWS": [
"56622399308951294926"

"Action": "s3:*",
"Effect": "Allow",
"Resource": "arn:aws:s3:::verdeny/*",
"Principal": {
"AWS": [
"56622399308951294926"

StorageGRID FHFEEFREdrEER
fEo] AL S3E B RAAERE ~ LUEHI{AIEFEStorageGRID EE A SAMIBRISEMIMH o
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* EREEss (AIE - 1850)

* #REE *ID

B FR T EMFEREIRE B4R - StorageGRID

fii|B% BucketLifecycle
» GetBucketLifecycleConfiguration

* PuttBucketLifecycleConfiguration

& en B HARER AV 1S

BiUSEmBHERNE—Y MERI—EE3—%ZEHRAIsontEZ o fI40 ~ tbIsontEREE ={ERA
WTWT

1. #5811 {EBRAMR RIS category1/ HHFTE key2 {E7 tag2 FI¥I1F o Expiration2EU3EE i R AERTEY
YIRS 2020 £ 8 B 22 BF®REIHA -

2. $RB) 2 ZEFEAREFISR category2/ HBRTEIYIME o Expiration 28035 € B ER RIS RT R4S 1T 1REE 100 X
iBEA o

@ SRR ZAAR I EEEW (VB - SR B AT B ETBIBREE BN X% « AIEER
EaniBEIERSR ~ BRI I SEE LB T E P ASRR o

3. #5181 3 BB AT category3/ AHFFHIMIME o Expiration 2 BUEEN EIIFAEMIEE IRRAR TRk
BAIhRZE 50 KiBHA o
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"Rules": [
{
"ID": "rulel",
"Filter": {
"And": |
"Prefix": "categoryl/",
"Tags": [
{
"Key": "key2",

"Value": "tag2"
}
]
}
by
"Expiration": {
"Date": "2020-08-22T00:00:002"
by
"Status": "Enabled"
}y
{
"ID": "rule2",
"Filter": {

"Prefix": "category2/"
bo
"Expiration™: {
"Days": 100
b
"Status": "Enabled"

"ID": "rule3",

"Filter": {
"Prefix": "category3/"

by

"NoncurrentVersionExpiration": {
"NoncurrentDays": 50

by

"Status": "Enabled"
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i E e B ERR E A E TR
B A aERRRRR IR 2 % ~ SR EE PuttBucketLifecycleConfiguration Z3K ~ i HERE#EE ©

IEERERBHERTEnBIERRERELBRETIETRYIM testbucket ©

aws s3api --endpoint-url <StorageGRID endpoint> put-bucket-lifecycle-
configuration

--bucket testbucket --lifecycle-configuration file://bktjson.json

LEERFEMRINE M BEASEREE 555 WM GetBucketLifecycleConfiguration E3K o #40 :

aws s3apl —-—-endpoint-url <StorageGRID endpoint> get-bucket-lifecycle-
configuration
—--bucket testbucket

A (FRhRZNE) fREEFRAVE s B AACRER S
90 REMIFFH R

A : IERBIFEE S EIREREA RSEAMBMNEIE » FIMERRSS M « Bt REREERE - 23 | R ERHET
AT FERETFRERAR

"Rules": [

{
"ID": "Delete after 90 day rule",
"Filter": {1},
"Status": "Enabled" ?
"Expiration": ({
"Days": 90

AR ZAIE S ARV A e iE HA SR BR S 51

10 REMIFRIEB AIARZ

FEFISEM) © ILEEREA BNR EIRIF EATHRA I 0TS - BB ey BB RN B TR AL SR A BZER - B2
BB ERERIIRARE R B o
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"Rules": [

{

"ID": "NoncurrentVersionExpiration 10 day rule",
"Filtexr": {1},
"Status": "Enabled"?
"NoncurrentVersionExpiration": {
"NoncurrentDays": 10

}

}

]

}
=8 5 EIFERThRZ

ERRA | ECREREARBENTAREIUBRIRENEENFRER < iR © REESINIFERRAIL
MR ESIRIESESCEAN1ERES o

"Rules": [
{
"ID": "NewerNoncurrentVersions 5 version rule",
"Filter": {1},
"Status": "Enabled" ?
"NoncurrentVersionExpiration": ({

"NewerNoncurrentVersions": 5

ERFEHEMARAR B IRMIRMES

ERZA : ILRERA BN EIEFAA IFB ATARAMERE B THMIBMTR - LR EBEREIERMRR « FiE
DR BERTRRL ©
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"Rules": [

{
"ID": "Delete marker cleanup rule",
"Filtexr": {1},
"Status": "Enabled" 2
"Expiration": {
"ExpiredObjectDeleteMarker": true
}

30 XE&MIFREATARZS > 60 XEMIERIEERIARE » —BERFEEMARZ > BIMIERE RTRRASFTZ L BIMIFRAREC

ER%ES : ZBRINRAMIEERIRAIZETBIESER - SEMRRC  BF | RERERE » REFHERE
2ERF > FRRE B IERAE LR
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"Rules": [

{

"ID": "Delete current version",
"Filtexr": {1},
"Status": "Enabled",
"Expiration": {
"Days": 30
}
by
{
"ID": "noncurrent version retention",
"Filtexr": {1},
"Status": "Enabled",
"NoncurrentVersionExpiration": {
"NoncurrentDays": 60
}
by
{
"ID": "Markers",
"Filter": {1},
"Status": "Enabled",
"Expiration": {

"ExpiredObjectDeleteMarker": true

P2 A HAhRABIMIPRAREE » 275 accounts_ sk BIWMIMHRE 4 (EIFERTMRAFIZE D 30 RAVESECER
» B EMIHRARE 2 BhRAFELD 10 REVEEDER o

ERZEA | HIFEDHLUREMY R HEBSRE - UEEBARAMIEBATRE (SERMRESR) NTBE

;Ag?@,ﬁﬂ o (BE : [RERENT > BRRERERAR » RRFREEHNIMERMELTE  LInESBERE
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"Rules": [
{
"ID": "Markers",
"Filtexr": {1},
"Status": "Enabled",
"Expiration": {

"ExpiredObjectDeleteMarker": true

"ID": "accounts version retention",
"Filter": {"Prefix":"account "},
"Status": "Enabled",
"NoncurrentVersionExpiration": {
"NewerNoncurrentVersions": 4,

"NoncurrentDays": 30

"ID": "noncurrent version retention",

"Filtexr": {1},

"Status": "Enabled",

"NoncurrentVersionExpiration": {
"NewerNoncurrentVersions": 2,

"NoncurrentDays": 10

A
O oM

© TSR ER BB - WEHE LM BN EEERFAE R -

* EEZERAREZA > SEIFEEREFHFRPRAERE - URARHIZTRATIE
* (EREAE ID ERRAIEEEES - RARBEESREESEH

* BEEERTRENBIRBRERTEERBRMMENTE » IHOZHEE -
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RS
StorageGRID TR &Y
NetApp StorageGRID @—E# B EZNYHREEEHN - dELEE - LMEEMREERE

EIRIRIBER IR R EFAZESI - StorageGRID 121 Amazon S3 AP FR4 15 « WiiR(it
LBEERVBFEAM « AINBEHEEMRBIRERE « IRBUFSHRAREZN A NEF ~ 7

S

ReERIREIFAEIBIEER] o

StorageGRID #2518 4 ~ HZEEIE StorageGRID THAEEBR SN REBHMUEERES -

NetApp StorageGRID S E &Rl A 1

NetApp StorageGRID & ZEfl

NetApp StorageGRID ¥+ #EFHERGERERETNM « BERATRE « L2 RS - SERRAVES « Uk&
1TRERVES - EREEF StorageGRID S3 REEEREEARES o :BRFIRIRF—LEHREIRAG)

* EEERIDM ¢ * StorageGRID S3 & ERFERES « BERITTHPREFAEEBCAIEEBIEER « UE

&8 Apache Spark * Splunk Smartstore 1 Dremio & T #1704 o

* BESE . * NetApp ZF {6 ONTAP By FabricPool TAE ~ EE A4S E 2 B B e ERBE

StorageGRID ° DfEE]REM G &R Flash #TFZEM « UHFRER « ERTERAYHHEFR A _LRERHR M
RERL o UL AT RMAE R BN AR o SHE EUBEY ©

© ERMEMEKHINE | DERINER StorageGRID S3 &R 5E B AN IR 3 ~ T4 KH

BIPRIRER L ANLARIE o

* FERRENERHATE | * StorageGRID S3 RIfFARARIAHER K « RAE A SERHEFRBIUES

B R REMBREE -

* AARAT : * StorageGRID S3 FIANEFFEMELAR  (RISERNIEE THE « WiRMHAEIkEHAIER

#& ~ R StorageGRID RYMIEZ M2 IR R ZEM « RIFIRIFATENRBRAT ©

* BXERIE | * StorageGRID RIERFERIHFLER « W IEDERIZEAE REEMARHFEER « RILEEHE

REAREERNIZEBRAAE « BEERARBUMERERENELRAR

* MR ERES
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v

Financial
Services

Media

Active
Archive
and Blob

Store

Healthcare /
Life Sciences

L T ?’dremio

FLAERP - EEERORRAMINERRAZ— « HERROEH LF -

{32 StorageGRID KERIEE KL 2

* EEMMEEENER | AREXAZME « P - LAGEFRE AP FEINEE
* FREEEMT | BE— - BRIEE - BB CIERRTRBIIRERZ1E

* #EFEE © BEARAY Hadoop MIERIERERRRSZETE « StorageGRID S3 ¥4 # 7R BRI RFEFRELER
MERDE  BEEEEERNREBEEFFEKR -

* MHAMEER] 5T | StorageGRID i 99.999% WM AE « EXRTREFNENHNEIEXEASERTAR
71 EHRHERRE « BABEFER A HEFE -

* #%2M | StorageGRID ZIEKELEINGE « BENE « FEUZFIRA - ERESERER « YHHEMRR
AERE - URERMFE S3 REEFRNER

* StorageGRID S3 Bl *
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StorageGRID tiered and primary use cases for Analytics, Al & ML S3 Primary

A : S3 Tiering
tfo_oj @ (?/dremio @ lake

S‘:c:% I 1ke (-)Informat\ca NN WEKA D
Kafka Sﬁ‘c‘ir‘l?z (gé, .
> - S5G Y _aWS ? IS
§g l l i lErlEEm park” S
Spoﬁ? VERTICA /_\ ALLUXIO
s3 splunk> S3A 33 s3
23 S3 Connector
s3 S3 Select 33 gs Select S3 S3
Other Data
— StorageGRID S3 Data Lake Sources
M NetApp

B 83 ¥ #F AR B 2f#M Lakeouses : LLEMAR

ARIEEF NetApp StorageGRID NERBE R B #IMBEER RGN TEEE - BEEHEM—ERHATE S3
VI RTER A LRGERE o 552 RIEE Mhttps://www.dremio.com/wp-content/uploads/2023/02/apache-
ll?l:e)t();e_rgl-?'l .pdf?alild=eyJpljoieDRUYjFKN2ZMbXhTRnFRWClIsInQiOiJIUUw0djJsWnlJa21iNUsyQURRaINnPT
0ifQ%253D%253D["Apache 7KL : RAZ15FE" ~ FABRBERR | MEREBMREEIL (Parquet FIKLW) o
* H#EAIFET B - TPC-DS - https://www.tpc.org/tpcds/
* Big Data £RE R4t
° VM % ~ §{E#%5 128G RAM # 24 {8 vCPU ~ R#HLRER SSD 17 %M
° Hadoop 3.3.5 $8#C Hive 3.1.3 (1 {ARTBHIR, + 4 [EEKIEHEL)
° Delta Lake with Spark 3.2.0 (1 {iXBf + 4 {iET) #1 Hadoop 3.3.5
° Dremio v25.2 (1 %&i#A8 + 5 BHITH)
° Trino v438 (1 %ti#sAE + 5 BHET)
° Starburst v453 (1 ZIB:AEE +5%KET)
* MMBEE
° NetApp * ® * StorageGRID * ® * 11.8 & 3 @ SG6060 + 1 1@ SG1000 & & F a5
o MIHREE - 2 (1R (KERE EC 2+1 1810
* Bik}HEA/)N 1000GB

* SIEEMAENPIAERRAREEEA ERE] MIVERAIRI o HHKWLEI » FHFIEERT S3 BUFES
BVERE ~ DU REVE BB RENBVZR A 2 BB E AR AR5t o
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https://www.tpc.org/tpcds/

TPC-DS €15 99 {EE4#RY SQL &5 « EAEERFEMRET - ZPIRETWITFAE 99 IREMFAERIMEREA -
WEBIEE S3 ERREMBEIETFHADN - HAIBVAIELLER T MEE A RBBILRIER | HHEMIRAIK

L o

* £/ Parquet BRI TPC-DS B#AER *

4REZR4 Hive =S

TPCDS 1084 55

99 &3

S3EKR HUF 1,117,184

BE4M

1,495,03 ¥Rz . #t 32 MB #7143 2

9 2HMUEBR KB %l 2 MB HY&S
BEZ 80% &
b 50 % 100 BE
K

HEEE 7 HEH 312,053

K R

 100KB

50% &9

16% 1MB

< 27%

2Mb &

9Mb -~

4000 &

5000 E

K1

512 1=sg 156,027

(RTEIEHIE)
0 rE2s 982,126.
(FZ1ER9YI(E)
0 EREE4E 8 2,567,390

" Hive BT E AR 72

* TPC-DS EFfMER « AZ /KRR *

TPCDS 99 & + 4859
EEH (AR

TPCDS 99 &3 + 485
i (RUATRE)

S3 EKEA4H

Get (REXE=H)

2,074,610

73% BYEEEE 32
MB ¥4 1E R
100KB ~ ¢ 1000
E] 1400 EER /

b

24 ~ 158

12 ~ 103

922,732.

3 ~ 033 -~ 603

Trino

28

28

1,985,922

Trino Starburst
32 28
3,939,690 1,504,212

1t 256 MB #1143 SEEIEUS A/ &
5 90% B9 100 & #% 100KB 50% ~
{Iyc4BEEE ~ #916% 1 MB -~
2500 ZEZE 3000 1E 27% 2Mb & 9Mb

R/ ~ 3500 & 4000
EEK / #
120 509
96 0
0 0
3,939.906 1,504,721
Starburst
22
21.5
938,639
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SRERG 2 Trino Starburst

931,582 Get (EAIREY) 611,347 30,158
3,281 B . EEEYS A/ © 67% 1MB  EEEE A/ : €% 100KB
2HUEIR + 15% 100KB * 10% 42% ~#17% 1 MB -~
500KB ~ 3500 - 4500 & 33% 2Mb = 9Mb - 3500
K1 # Z= 4000 EEKR / Fb
SEEEAN CEFR FEYE 1465 0

100KB 43% ~ £3 17%
1MB ~ 33% 2Mb &
9Mb - 4000 % 5000

BEEK /

0 f=sm 1464 0
(REERH)

0 fz=sm 3,702 509
(FEH)

509 TRAAH (REVEHE) 1,992,553 939,148

2 Trino/Starburst MEER ZEHERIIES] ; I EZ RAM #iil EXE A 4RiT TR o

NE—RERFT © Hive WEREERNEMBABEMBEERE RS - HFIHERT Hive X7 AERY S3 BFEYIMH
23X« EEFMAYHH#ETE LEEEHREE - LEHREREEIFTFZYHRRTIEER - (I AT RIEEINEEE#
Fr@Rif o tEsh « MARHEER AR ERFRHEEAAER GET 2K « SFAIEFIX 2 ~ 000 £ 5 + 000 EZE
K~ FBERS Hive &7 50 Z 100 fEZK - £ S3 ¥ RETFaemEENFF « Hive Ml Hadoop S3A FrieftRIIRZEREZE
AL Hive REREIE o

&L Hive 3¢ Spark f#/3 Hadoop (7€ HDFS 3 S3 ¥4 @#FsE L) T E¥ Hadoop # Hive/Spark BEZHY
B2~ AT EERESERBNRENRED c ©fM—EEEBIB 1 000 ERE - HPTZ ESHE R
B~ BADREE - SHRETERENREASHEEASHNFEREMES

EEER Parquet FIKLLAE R « TFIBIRREEABR T ENMBERZE ° 1t S3 BERMHERE - KLUREIEIEE
Parquet BAEXEER « HHER Parquet i1 « BRFEHER 35% £ 50% o

Dremio ~ Trino 3 Starburst WM AEF EEHEENERE RS - #RE = (ERAEFA S3A FEiFIFHKE
1% S3 Y EFEL ~ BEMAEE Hadoop ~ MABLEZY T AER Hadoop B FS.s3a :&7E © ML rIfF1ER%
BEFARL ~ RIAEBBIAF B FE Hadoop S3AREMEK o

HEEEENRAERTD « BRFFTLUEHAR « 1% S3 AT FEaHRELNARER DT RKE T ENKEER

= o FAERH LIRIFARECERNT - BRERTEER - LIRMHYE S3 BERBEERFE - FUItEERIER
S3 fEFRER Hive ~ REEE(E ©

B2 "EE S « LUER StorageGRID % 7E Dremio S3 BEHIHER o

PBIEh YA R AR StorageGRID #1 Dremio A S {ERAIRAIEABRENERIHERZIE « UKk
NetApp #0fA#¢ Hive + HDFS #& % Dremio + StorageGRID - KIgieAEEB R DITNE o

* "FIIF3 NetApp StorageGRID KIEieHE & & FIRIRAEE"
* "StorageGRID #1 Dremio 12{#IR{Y1E ~ ThRESE K BB RN ERLHERZEE"
* "NetApp MfAIEBEMDIENERTFIBE"
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Option

Meaning

Default (Hadoop 3.3.5)

Committer to create for output to S3A, one of: "file",

ksuccessfuljobs

of the job.

fs.s3a.committer.name " - o file
directory”, "partitioned”, "magic".

fs.s3a.buffer.dir Local filesystem directory for data being written and/or |${env.LOCAL_DIRS:-
staged. ${hadoop.tmp.dir}}/s3a

fs.s3a.committer.magic.enabled Enable “magic committer” support in the filesystem. true

fs.s3a.committer.abort.pending.uplo |list and abort all pending uploads under the destination

ads path when the job is committed or aborted. true

fs.s3a.committer.threads Number of threads in committers for parallel operations 8
on files.

fs.s3a.committer.generate.uuid Generate a Job UUID if none is passed down from fakse
Spark

fs.s3a.committer.require.uuid Require the Job UUID to be passed down from Spark fake

mapreduce.fileoutputcommitter.mar |Write a_SUCCESS file on the successful completion true

scheme.s3a

mapreduce.outputcommitter_factory.

The committer factory to use when writing data to S3A
filesystems. If

mapreduce.outputcommitter factory.class is set, it will
override this property.

(This property is set in mapred-default.xml)

org.apache.hadoop.fs.s3a.commit.S3A
CommitterFactory
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Option Meaning Default (Hadoop 3.3.5)

The total number of threads available in the filesystem for data

fs.s3a.threads.
sva.fhreads.max uploads *or any other queued filesystem operation™.

64

Controls the maximum number of simultaneous connections to
S3. This must be bigger than the value of fs.s3a.threads.max so
fs.s3a.connection.maximum as to stop threads being blocked waiting for new HTTPS 9%
connections. Why not equal? The AWS SDK transfer manager
also uses these connections.

The number of operations which can be queued for execution.
fs.s3a.max total tasks This is in addition to the number of active threads in 32
fs.s3a.threads.max.

Number of threads in committers for parallel operations on files

fs.s3a committer.threads (upload, commit, abort, delete...)

The maximum number of submitted tasks which is a single
operation (e.g. rename(), delete()) may submit simultaneously for
execution -excluding the 10-heavy block uploads, whose capacity
fs s3a executor capacity is setin "fs.s3a.fast.upload.active.blocks" Al tasks are submitted 16

DA ’ to the shared thread pool whose size is set in
"fs.s3a.threads.max"; the value of capacity should be less than
that of the thread pool itself, as the goal is to stop a single

operation from overloading that thread pool.

Maximum Number of blocks a single output stream can have
active (uploading, or queued to the central FileSystem instance's
pool of queued operations. This stops a single stream overloading

fs.s3a.fast.upload.active.blocks
(see also related fs.s3a.fast.upload.buffer

option) the shared thread pool.
Block size to use when reading files using s3a: file system. A 3§r_z,/lsif|{tgeStzdsgs/|:a;|a Sit \_Nlth
fs.s3a.block size suffix from the set {K,M,G,T,P} may be used to scale the numeric an ocksize
value shows significant improvement
' in both read and write)
*4 %8 LB

s3a commiters * Always * 8 MPU (ZE9 LE) BEN LEE S3HEE -SE'A TS TR T
ERYIGISMEBTT ~ UKk TEEIRRATHLE « U T REZ I LSRN —LEEERRK ¢

s BAYIMEA/N: 5TIB (TB) o
c SR EEMNRREHE D 10 ~ 000 °
s BH4ETE  HEN 1310 ~ 000 (F) o
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Option

Meaning

Default
(Hadoop 3.3.5)

fs.s3a.multipart.size

How big (n bytes) to split upload or copy
operations up mto. A suffix from the set
{K.M,G,T.P} may be used to scale the numeric
value.

64M

fs.s3a.multipart.threshold

How big (in bytes) to split upload or copy
operations up into. This also controls the partition
size in renamed files, as rename() mvolves copying
the source file(s). A suffix from the set
{K,M,G,T,P} may be used to scale the numeric
value.

128M

fs.s3a.multipart.purge

True if you want to purge existing multipart
uploads that may not have been completed/aborted
correctly. The corresponding purge age is defined
m fs.s3a.multipart.purge.age. If set, when the
filesystem is instantiated then all outstanding
uploads older than the purge age will be terminated
-across the entire bucket. This will impact
multipart uploads by other applications and users.
so should be used sparingly, with an age value
chosen to stop failed uploads, without breaking
ongoing operations.

false

fs.s3a.multipart.purge.age

Minimum age in seconds of multipart uploads to
purge on startup if "fs.s3a.multipart. purge" is true

86400

=z EBH *
IS8 =)

5. EEER ERE AT

RAMAE ~ ERIATERE R LEE S3 ZA1 ~ AEERALIERPIER - ERAILBNNEARE - iz

Default
Option Meaning (Hadoop
3.3.5)
The buffering mechanism to for data being written. Values: disk,
array, bytebuffer. "disk" will use the directories listed in
fs.s3a.buffer.dir as the location(s) to save data prior to being
uploaded. "array" uses arrays in the JVM heap "bytebuffer" uses
off-heap memory within the JVM. Both "array" and "bytebuffer" will
fs.s3a.fast.upload.buffer consume memory in a single stream up to the number of blocks disk

set by: fs.s3a.multipart.size * fs.s3a.fast.upload.active.blocks. If
using either of these mechanisms, keep this value low The total
number of threads performing work across all threads is set by
fs.s3a.threads.max, with fs.s3a.max.total.tasks values setting the
number of queued work items.

seCiE » S3 M HDFS VERANEAER » AT RAVMER S3 BEIR « W/ AFMRE /A= /85 -
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Create server backup plan e

Plan name

Backup destinations Add copy
Name Storage Retention period +

Primary storageGRID final test 30

RPO

Backup frequency Runsevery 4 [ Hours =

B Add full backup

Backup window Monday through Sunday : All day
Full backup window Monday through Sunday : All day
Folders to backup v
Snapshot options v
Database options v
Override restrictions v
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2. BAGTERTE -

3. BEEVESTAIZILAY StorageGRID S #FRTS (S3) HEFHEH B o
4. BMALBENFHREPENMERBR (RPO) o

o B—TMEE -

TEE 3 | FREN TEUREEN ITEaH

1. £ CommVault Command Center £ ~ BIZZ= T Protect 1 > T Virtualization 1 ©

2. Fi VMware vCenter Server Hypervisor ©

3. #HE—TERMIFIEHY Hypervisor ©

4. #H—T TEmE VM B¥4H) LACIFE THRE VM B¥4H) HEEA 1R « UEBBEEERER vCenter IRIE o
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Add VM group e

242

Name

Browse and select VMs Hosts and clusters -

[T

[
D
;)

ect all

1]
o

5
]

] BsGoL1
O P AaoD

ghsG

1 @ 10.193.92.169

] @ 10.193.92.170

] @ 1019392171

] [ 10.193.92.203

] @ 10.193.92.227

[ | 10.193.92.97

] @ 10.193.92.98

] [ 10.193.92.99

@ Ahmad

| & Arpita

[7] & Ask Ahmad before screwing around :)
] @ Baremetal-VM-hosts
| @ CVLT HCI POD

| & DO-NOT-TOUCH

| & Felix

| & Jonathan

1 @ JosephK]

| & NAS Bridge Migration Test
| @ steve

| @Yahoo Japan Test

| & Cloned-GW

] &) GroupA-GW1

| $1john

Backup configuration

‘ Use backup plan

Plan to SG- No dedup v




o EMEMFNE « VM VM &5 « AREARM
6. BEEVSTE Al TIFREIAIEMNEE -

7. =T M#F UEBRECEI VM BHE -

8. 7£ VM BHEMRERIA LA « BEEUELD -

COMMVAULT @ q B 3 adminv

Command Center

VM groups
-DSN-server

Overview Configuration View job

VMs Content

0] 0 0 @ DNS-server-Bootcamp

Summary

Not set

v
£ o
B Job
@ Re
=

@ Feedback

O EEFul (&) FABMER - (EEY ERMTHREREFIME - ARE—T OK (HE) Rk
PIE:
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Select backup level

@ Full

Incremental

Synthetic full

When the job completes, notify me via email
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10. AEETRHEREMISHRIIFE -

COMMVAULT & q = 2 admn
Commant d Center

Job 21531 - [Backup] Suspend Kill More actions v

Job summary Job details
Type Backup Agent Virtual Server

MA_winjmt87h11uo3

12.87GB

Running 727G8
L 61% | 40 min 0 sec
nglabinetapp.com-retry

estum -
Jul 13, 2020 4:29:41 PM
Jul 14, 2020 12:40:38 AM
Scheduled
to-sg-head-test
No
Events
Events -4

No data available

TR EZER A RS

£ TEEBNERY) Eh IO CommVault MediaAgent #F & EHE D E] NetApp AFF A300
Z4t ~ W7E NetApp StorageGRID EZIIEBIEAR - FAHREIRIENFMAEN 552
R TER & P AVARR S R T R E BT —I "NetApp BB CommVault BIREEETE
EHRE" ©

BRI Z#¥ 100 8 VM A 1000 18 VM $1THY ~ MEEZIA 50/50 JEEHY Windows A CentOS VM # 1T
i o FRERIMINVERKEEREER ¢

=g HBIHEE BREE
EEEhE S 2 TB/ /\B 1.27 TB/ /\BF
)E?%E%@W# (EEBHMIBREEEL 2.2 TB/ )\ 1.22 TB/ 1\

7= 7 RAIEEHRIEE ~ MIERT 250 &EYM - WNE 2 ME 3 Fiw ~ MIBRIIEE 3 /\EFRTERk « 2R 80 TB
BYZERE o MIBRTfERS L4 10 © 30 R4 °

B 1 : 7 3/\E5RMIPR 250 8 (80TB) #1f -
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S$3 and Swift Objects vs Time
2020-03-26 14 5458 EDT to 2020.03-27 14 5458 EDT

2,500,000

2 2.000.000-%

o
s
- 1.500.000¢
o
&

z
L7 1.000,000¢
a0

c

w
A $00.000+

0 - . . . .
15:00 20:00 01:00 0600 11:00
Time (hours)
2 :7E 3/)\BEFAFERN 80TB HIfETEZER ©
1 day
Storage Used - Object Data

100.00%

75.00%

50.00%

25.00%

0%

16:00 18:00 20:00 22:00 06:00 08:00

= Lised ()

ETRE— BB AR IER

NetApp StorageGRID RJsE#& i {E & EiE7E Simple Storage Service
H ERITIEXEN—MREAR -

12:00

14:00

(S3) ErRed¥)

CommVault MediaAgent 8 CommVault IRIEFPRIERZEIZS « TAZHIER T ~ ERCIEEXMBRESETLSE

B AFE StorageGRID ih& o FIt ~ BEFREAETBHEANBIISE—E
CommVault F#ZFE LRRE—XEREBRE « sFEE T5ZER o

®

7 o IRBEAZER AL BIEThRZAHIZER]

E1&1E StorageGRID FEIIHY

WNRIZH CommVault BRZASE 1 11.0.0 - Service Pack 16 ~ :5Z & CommVault AR ZE R AR

* CommVault 11.0.0 ZATHIKRZS - Service Pack 16.* 7£ 11.0.0 ZA1AYRRZS - Service Pack 16 H «
CommVault 1T S3 head ~ MEARFENYEF ERITIEE « FAEBERNEEREFRFIN—ID o BFiriE—

M EBARRAMINIEE ~ LUZE] CommVault #1452 StorageGRID MIERE—EIHEBEK o

* CommVault 11.0.0 kR - Service Pack 16 & E#hRZs o * 7£ 11.0.0 kR - Service Pack 16 KEH#THrR4AA+ + S3
head # Get fFEEAREFENYHF LRITHRHEERERE - BERNHEEE—REEBHRRE R ARE

B~ LUFEfR CommVault 1 StorageGRID IRIEFMNE—IEE 4R ©

246



TR-4626 . B F &S

7 7 e & 5 82348 AC StorageGRID f&EF

B AR 17 ST RRFS AN 235 B 3 %7 237F StorageGRID £ EERKTNAE o
ERHImEEaE T%23EE NetApp ® StorageGRID ® FI—A%IERT ©

I S E RN ESR « MEEMEHEEN « AR SIS URL 7R S (I R EIR ST o
1EIEMERSEEM URL 218 « StorageGRID AJLIfEE— 5 S REHBAHRILQBRAE « MANTEE - 52
BRERMRE TN THEaRTEHS -

X+ 5EHE StorageGRID EF ARG FHFEBENEN « WREF=HFEHFHFERN—RIES] -

B & TSR B R

BHTESNEECERYGHIFRA (HIU0 StorageGRID ) HIEZE T © StorageGRID €15 Z{E#FEL: « 5@
ENRAES AT A2 IR4ATE StorageGRID MITERBNEEG ZHEERT (S3) LEBXEME - BHTFEHB[BIELSIH
FERUEREYL « sEFAFIHE StorageGRID EABLIRTE & © StorageGRID 7£ S3 AN HERAETEE —E_1 -
RATCREECHEHTESS - BEUIBE=FI—RARNEEH TE2S - FI%0 F5 - Citrix NetScaler ~ HA

Proxy * NGINX %% o

TEfEASEA URL/ 524915278 (FQDN) T s3.company.com” | - & TSR II—EE#EIP (VIP) -
%38 DNS f247E FQDN ~ AR ERREXNTMERERE StorageGRID FiFEE - BH TR ZESHERN
B EHITR2RAEE - REEEESERRELR o

-------------------------------------------------------------

S3\HTTP
Endpoint

Applications

HA Group

. .
------------------------------------------------------------

Bl B8R StorageGRID 1RV E & T35 - BFE = H B HTFESRNSIER - ERIEXSFERaH &R LN
VIP 3 HTTP T{EBEER ~ MARE R E B A H T EMEREEHFEHE o IRIBTER  XEARER I & H FE2S - 1
BTSSR HEEEMFIAE REA T ER HTTPS % c HTTP @ X ERYEEIE o

A S TS
BHTEHREMERE

CAHIIGEAEIE (LTM) * - EE—IHEREHRER D HER -

*  RIKRFBEHTEE (GSLB) * - BREILSHRUER - AT LTM & FH38%H - #F GSLB
RAZER DNS fAARES - ERAFRENR StorageGRID %5 URL B « GSLB €iRIEATBEREMEER ()
an ~ MELL & A A EAEIREE(EAEE) ~ SEFERAS LTM B VIP © 0KERE LTM ~ Bk
StorageGRID it & EMEAEXFER + GSLB EEAH ©
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el R PIHR BV E M E
EBRRABRMEARFRAER « F1RR TS / s

* NetApp StorageGRIDX &MU https://docs.netapp.com/us-en/storagegrid/[]
* NetApp StorageGRID EXF https://docs.netapp.com/us-en/storagegrid-enable/

* StorageGRID F5 & & F#235%51%& £ https://www.netapp.com/blog/storagegrid-f5-load-balancer-design-
considerations/

* Loadbalancer.org—Load -5 NetApp StorageGRID https://www.loadbalancer.org/applications/load-
balancing-netapp-storagegrid/

* Kemp —E &% NetApp StorageGRID https://support.kemptechnologies.com/hc/en-us/articles/
360045186451-NetApp-StorageGRID

fEFAStorageGRID& & T 1725
T fEStorageGRIDABRAGNRL & & T 12z HIER

E{ENetApp® StorageGRID® 4BRAEIELHI—ARIERT ©

StorageGRID 78 &R & 8 4125 L2175 1 s & T 8RRV LR

BER S3 BH#TZRRR - StorageGRID BRIEMREEH TS - PRI ERERNEREE - VM A
Z3fEF3 o StorageGRID iRt & & T Bt A RE RS o

HRtEABEAAHTESR (B FS5 - Citix F) BER « JITE=HAaH TR AISEIFEEM © StorageGRID
BHETESRIABHCEHETEREE -

Gateway Node B4k « S AENSMEE B TR - TR UTLUEEER —EMEEPEERERR « B
FEH TS - EEME c Gateway Node B4R EEIERER » MIF GSLB

StorageGRID BT #i2382 8 FyBE,

AN c BEREENBBAER « @ENNIEE  EHEE « 24H StorageGRID B o

* R o StorageGRIDE& & F#23H At StorageGRID » TR B MAELETF » KA HEMERENFZEIE
o

© *RRAS * o [EHREES (VM) MRS REIRG o
*FREBOE Y o ERSREDIEINAETTEE StorageGRID 43 ER QoS RBE T EEE A —iEE[EHE -

* * RIRHY StorageGRID #FEINAEE * ° StorageGRID iE#EERIE(CEE T %25 « WIERNSHEH AR _EHTIE
BUFRINAE o

{E#3StorageGRIDIVEE S HiRS » At 8 EIRAESNE R EMZRIRERIBHEFHRERENLT - AHNERTA
MERDECENK o ILhh > EuhEh 2 FIRIStorageGRIDIEMAMARTES 101 B » EEEMEZEULRZENRE
# o MRFFERA D] BEMMBREIERT AR - MEER BFEREIEHEPES — @ik -

RN BB THRRINIESEAFLETFaE (FIW Al FIR) REEZNMEENE BETFEHTR
HEENNBRETESREINMENERE  REVERENENE T BB L PR HEFI O YIZERRUE > |REMER
L TFE# N ERBITRIMACT FEE WAN EEF AR o (RELGELIENET - HRRAREHRESE - A gE
EXTRERAYARRE o B REVERAB 1L AR E M IREV AR R B REE(E
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ERAERE StorageGRIDABFAEIBLAVEFAR(E B » 552 R "4 StorageGRID" ©

Ky

BRAZYUN{RI7E StorageGRID FE{E HTTPS Y SSL /&:5
BEfi#7E StorageGRID EE SSL /&EMEEMTER ©

MRIEEER HTTPS ~ BIEHAZ2@MiRE (SSL) /&8 o SSL @AIHE & # 5 A P ik « WA ef)
BRsE A S1ERY - SSL thAEMZE M E - SSL /GBI AR R IREE - EZEMILEM « SSL/RFZ R LERBEEX(E
ERVREERIEENM (CA) - fI4N DigiCert ~ FEERIMBRHAITHNE CA ~ HREHELHNBREESSE -

BRZFEEN CAREBEEES L  BATHTEREINI AL IRIHENE o REGHMA B TE23K
StorageGRID -~ M P im AR EAR = bnkd ©

EATAE CA EEBIR/EEMFIE XSS ERAAE o (5EA CABENEFIEERARARRIEE RSN
FEFRTZTE o B8N ~ 7€ ONTAP for FabricPool 1 « &4 BHERNEEEE (IR&RSE « IR ~ HELRS
) {ERI_L{EZE ONTAP #& o

ERBEREZENEEFTEAPREERMIVESE - MAFEREM CAKERREEEN - BERARENIETIER
BREZENESE - hEARRRERE o

SSL /&RETE AP in & # T %23 StorageGRID BREHFRMEMEBUANITEE SSL R IENIE © E] R EaH
TEIBIRIE A F R IRAVAR LEUnRE « AR fERRTRY SSL /RER B M T EREMMBHIAMEZE StorageGRID
AR o B E ~ HAILUEIBIRE - 58 StorageGRID 4% SSL #& LEinds - IR E & T #5232 SSL AR 1EuRES ~ Bs%
BEGLRTEHTEHR L - HPES DNS 48 /URL WERERHE - UREAMEMRBAR R EAEBaEHT
17233843 E StorageGRID B1%8Y URL/DNS %18 - SLFERERAF LA - MR FEHRREHER « Bl
ZRTE StorageGRID H%2%< SSL /&:E o [EH3M - BEML/AE S DNS %48 /URL BIERSRME « LR EAEMRE
FAFimEa 8 T #23E4RE StorageGRID B URL/DNS %1% « BiEERIBRAFTEE - FTRET/RET
BEERNFFERGTE - AR URL o

Subject DN: /C=US/postalCode=94089/ST=California/L=Sunnyvale/street=495 East Java Dr/O=NetApp, Inc./OU=IT1/0U=Unified Communication
s/CN=webscaledemo.netapp.com
Serial Number: 37:4C:6B:51:61:84:50:F8:7A:29:09:83:24:12:36:2C
Issuer DN: /C=GB/ST=Greater Manchester/L=Salford/O=Sectigo Limited/CN=Sectigo RSA Organization Validation Secure Server CA
Issued On: 2019-05-23T00:00:00.000Z
Expires On: 2021-05-22T723:59:59.000Z
Alternative Names: DNS:webscaledemo.netapp.com
DNS:*.webscaledemo-rtp.netapp.com
DNS:*.webscaledemo.netapp.com
DNS:webscaledemo-rip.netapp.com
SHA-1 Fingerprint: 60:91:44:E5:4F.:7E:25:6B:B5:A0:19:87:D1:F2:8C:DD:AD:3A:88:CD
SHA-256 Fingerprint: FE:21:5D:BF:08:D09:5A:E5:09:CF:F6:3F:D3:5C:1E:9B:33:63:63:CA:25:2D:3F:39:0B:6A:B8:EC:08:BC:57:43

£ StorageGRID H 5% EEEN IR & & Fifas
BN {AI7E StorageGRID & ESERH IR S & TEes o

MBTERA—HZEINDSE 7 BEEH TE2S - LUKk S3 IriEsi B4R (WL IP AEHE) - StorageGRID #%478¥)
ENHIEREXE IP (il - EEBEATEHEHTEHIHEAERD X-Forwarded-for ( XFF ) 1ZEEIGEMBY © HH
REREXEFGFHENERBRZHAE XFF 1258 - FIt StorageGRID HBRERESEEREEHSENSE 7
[B & & a2k A o 1R StorageGRID EASEERBIZR « BIEZBE XFF 1258 o AR EIE AP| o[: B[R E
EERINERE 7 BEETEEEE - L2 APl AFAF APl ~ KM StorageGRID RASAISEZ B FFEE - tNE
BEIEH > H2EMEEXE "8 E StorageGRID LUEECE =A% 7 EE & T Em" o
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curl -X OPTIONS https://10.63.174.75:18082 --verbose --insecure
* Rebuilt URL to: https://10.63.174.75:18082/

% Trying 10.63.174.75...

* TCP_NODELAY set

* Connected to 10.63.174.75 (10.63.174.75) port 18082 (#0)

* TLS 1.2 connection using TLS ECDHE RSA WITH AES 256 GCM SHA384
* Server certificate: webscale.stl.netapp.com

* Server certificate: NetApp Corp Issuing CA 1

* Server certificate: NetApp Corp Root CA

OPTIONS / HTTP/1.1

Host: 10.63.174.75:18082

User-Agent: curl/7.51.0

Accept: /

HTTP/1.1 200 OK

Date: Mon, 22 May 2017 15:17:30 GMT
Connection: KEEP-ALIVE

Server: StorageGRID/10.4.0
x—amz-request-id: 3023514741
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Citrix NetScaler & A& {#77 2522 37 [EEHAIARSS « & StorageGRID #7FEETEAEARER AR « ABKBHES
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A HTTPS-ECV B2 IR E B 1RSI BT BE1R88 « ERBEBEERNIZVCRRITIEZNR 2R RTIRE
200 o HTTP-ECV @UUfEXFHRTE ~ WEREHRWFEH o

254
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Loadbalancer.org

Loadbalancer.org E4LEL StorageGRID 177 BCHE SRS » WiRE T E 2RSSR !
https://pdfs.loadbalancer.org/NetApp_StorageGRID_Deployment_Guide.pdf ¢

Kemp

Kemp B.82 StorageGRID #1777 BSHES A ~ MiRHEEZRVAREISRE © https://kemptechnologies.com/
solutions/netapp/ ©

HAProxy
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frontend s3
bind *:443 crt /etc/ssl/server.pem ssl
default backend s3-serve
rs
backend s3-servers
balance leastconn
option httpchk
http-check expect status 200
server dcl-sl 10.63.174.71:18082 ssl verify none check inter 3000
server dcl-s2 10.63.174.72:18082 ssl verify none check inter 3000
server dcl-s3 10.63.174.73:18082 ssl verify none check inter 3000
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frontend s3
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default backend s3-servers
backend s3-servers
balance leastconn
option httpchk
http-check expect status 200
server dcl-sl 10.63.174.71:18082 check-ssl verify none inter 3000
server dcl-s2 10.63.174.72:18082 check-ssl verify none inter 3000
server dcl-s3 10.63.174.73:18082 check-ssl verify none inter 3000
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S3 Object Lock

Allows you to specify retention and legal hold settings for the objects ingested into a bucket. If you want to use 53 Object
Lock, you must enable this setting when you create the bucket. You cannot add or disable 53 Object Lock after a bucket is
created.

If S3 Object Lock is enabled, object versioning is enabled for the bucket automatically and cannot be suspended.

Enable 53 Object Lock

Default retention

Disable
O New objects added to the bucket will not be protected from being deleted or overwritten. Does not apply to objects already in the bucket
ar to objects that have their own retain-until-dates,

Enable
@ New objects added to the bucket will be protected from being deleted or overwritten based on the default retention mode and period
you specify below, Does not apply to objects already in the bucket or to objects that have their own retain-until-dates.

Default retention mode

Governance
Users with special permissions can change an object’s retention settings or they can override these settings to delete the object.

@ Compliance
Mo users can overwrite or delete protected object versions during the retention pericd.

Default retention period @

90 Days v

Maximum retention period on this tenant: 100 years

LUF 2 ERYIHHIRTE API RUZ(E S
MHHESEREREREMMIIREER / BIARS -

aws s3api put-object-legal-hold --bucket mybucket --key myfile.txt --legal
-hold Status=ON --endpoint-url https://s3.company.com

MR ~ REGEREREARSELOEAE « FULrIUGER TEIS) RIFRERE

aws s3apl get-object-legal-hold --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{
"LegalHold": {
"Status": "ON"
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EEMAGIERE « FERRMMIRE -

aws s3api put-object-legal-hold --bucket mybucket --key myfile.txt --legal
-hold Status=0OFF --endpoint-url https://s3.company.com
aws s3apl get-object-legal-hold --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{
"LegalHold": {
"Status": "OFE"

REDHFREGURB R EBECTM

aws s3apli put-object-retention --bucket mybucket --key myfile.txt
-—-retention '{"Mode":"COMPLIANCE", "RetainUntilDate": "2022-06-
10T16:00:00"}'" --endpoint-url https://s3.company.com

[Ekst « BLINERBELEIRE « FILIEEIUGER GET @t RER R EBAAE

aws s3api get-object-retention --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{

"Retention": {
"Mode": "COMPLIANCE",
"RetainUntilDate": "2022-06-10T16:00:00+00:00"

ERAYHHERETEE EIRETRRFRE « SEAURMEREMUNRERM -

aws s3apli put-object-lock-configuration --bucket mybucket --object-lock
-configuration '{ "ObjectLockEnabled": "Enabled", "Rule": {
"DefaultRetention": { "Mode": "COMPLIANCE", "Days": 1 }}}' —--endpoint-url

https://s3.company.com

YIRAARZEEVEE AR « BN A S EEHEMEIRE « FIEFFIRTUBIT Get 2REEEAERE o
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aws s3api get-object-lock-configuration --bucket mybucket --endpoint-url
https://s3.company.com
{
"ObjectLockConfiguration": {
"ObjectLockEnabled": "Enabled",
"Rule": {
"DefaultRetention”: {
"Mode": "COMPLIANCE",
"Days": 1

ETRR - G UEERFRBERNERT « Y BARTRET

aws s3 cp myfile.txt s3://mybucket --endpoint-url https://s3.company.com

Put fEXX G &E[OIEIFE -

upload: ./myfile.txt to s3://mybucket/myfile.txt

EREYH L E—EEHITP - IriE ERENREREGHAR M LR RBRERE o

aws s3apli get-object-retention --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{

"Retention": {
"Mode": "COMPLIANCE",
"RetainUntilDate": "2022-03-02T15:22:47.202000+00:00"

BB NN IR AR A B IR ThAE SR Fh S BN =B AS
B RN {aIfE 8 StorageGRID CloudMirror #4148 B R EB#41FE o

WIEFBE AR TEEHE LY GHER - F—(AEEEHMHEEIIE—EAEPNRERTFE (R
RENZENAERER) ~ 2EMEMEAE StorageGRID F & R#E CloudMirror BY S3 Uik ©

StorageGRID CloudMirror & StorageGRID B—ETTff « AIRE AEMHEIREIREHEER « B#EFENY

HERIERNERM « MASERRERAS o B CloudMirror 2 StorageGRID NE &Rt « FItEEE
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1. ZERTE CloudMirror ~ 5% S3 BRUMIEEIL T & ARFEIRES o

Create endpoint

g Y Select authentication type
o Enter details (_i') . - di

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

MyGrid

URI ©

https://s3.company.com

URN @

arn:aws:s3::mybucket

2. ERRETRE £ ~ RERREAERAEREIRE, °
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<ReplicationConfiguration>
<Role></Role>
<Rule>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>

<Bucket>arn:aws:s3:::mybucket</Bucket>

<StorageClass>STANDARD</StorageClass>
</Destination>
</Rule>

</ReplicationConfiguration>

3. 17 ILM RN EEBFFEENRAEEFHERHEERE - TIEAF - EREBHEFZVENIERITRE o

{: reate [LM RLJ lE Step 1 of 3; Define Basics

Hame My Tenart - version retenklon
Description retain nan-current versinns for 30 days

vyttt (PERELA RIXE0 BEN 150471)
Tenart Accournts [optional] @

Buckel Mame conining rytckoed
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Create |LM Rule step 2 of 3: Define Placements

Configure placement instructions to specily how you want ebyects mabched by this rule to be shored

MyTanant - version retintion
L -Gt it fof 9 dinn

A rube that uses Noncurrent Time only applies to noncurrent versiond of 53 obyects.
You cannot use this rule as the default rule in an ILM policy because [t does nat apply to current ebject versions.

Reference Time @ Moncurrent Time
Placements 11 Sort by start day
Framday 0 store  lor - 30 days H
Type | replicated = Location || sitel Copies 2 o Temporary location | - Dptional - . + |
Retention Diagram @  efreh
irigws
- — | I
-
Dht ol by

IhE 1 AWM 30 REVEZ o EHETDURIETE ILM MRB P EA MR REMA2SZ R « RREMHFBRIIRE
BURRRY ~ UFF S RIRET RS R ERRE M IRESREF M E R UETHRRRHER -

fEAEAREN IAM [RAIBAR A EEINAE R S E RN

AR B R BT BE VAR A SR EINAE ~ W7E StorageGRID HFHERE LR MEHE EE(E IAM
JREA ~ DURETHER] o

ENERMEEESERNER TRESERNAZE - EEIFELEBIRARE - TEFEREZREMEELEE
IAM [RAI ~ UPRFIEREEIEMFRRAIIEE S o BERER - FRIFTNARERIREES BRIARZA « MY
IERMRABEZE2BENER - A7 ESEREFEEIEME AR B ERRSUEM AN EEREFRIE
BaThRZAS ~ UEBBEREEMER - WRFTANEG ~ ILM RASELEZNEEA - EEIEERRENR

B o TRELZE ~ (NARBEFEREIRD - SBARKWEBEERHE « EERARRFBIRA NERAEHLERTE
S ARFIMMEFE o [REIMEHAE R AR EEZERAENEARIENRITNEESNE « WAAFREERKT
A HEEFERENEARENENHITHEMEIE - NetApp FEZRFERERF LA - BARKAISEE S EMHNE
£~ MAGSHEEFZ T ATHIELR - LR FZE « IEBBE AT S DeleteObjectVersion ~
PuttBucketPolicy  DeleteBucketPolicy * PuttLifecycleConfiguration #1 PuttBucketVersioning ~ LAfR:E8THS
FMERRABRRARTE ~ BREREHENRT LHEE o

f£StorageGRIDH > S3 B¥4[RAEIR THRMEER EEBERILARASRETENES - THARPEILRE
FRERHER > FIFRHERMRE - JUBREEAERDS
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s T i - .
+) Chooseagroup type (~) Manage permissions Sat 53 group policy
o L

Set 53 group policy @

A 53 group palicy controls user acceds permissions to specific specific 53 resources, including buckets. Men.roof users have no accoss
bry default.

No 53 Accoss

Read Only Access "Statermont”; [
|
Full Access “ERect™: "Allow",
“Action™ |
@ Ransomware Mitigation @ "sXCrpateBuciet”,
"33 Delete ke,
Custam *si:DeletefteplicationConfiguration”,
Murid b 3 valid JSOM Rarmatied siring ) "s3:DeleteBucketMetadataMotification”,

"53-Get Buckethc]™,
“sd:Gat BucketCompliance®,

r'l:-ll\Uir:.l I

UTREERANAR - EHESREASFIABIAIREE « UAREERIER -

"Statement": |
{
"Effect": "Allow",
"Action": [
"s3:CreateBucket",
"s3:DeleteBucket",
"s3:DeleteReplicationConfiguration",
"s3:DeleteBucketMetadataNotification",
"s3:GetBucketAcl",
"s3:GetBucketCompliance",
"s3:GetBucketConsistency",
"s3:GetBucketLastAccessTime",
"s3:GetBucketLocation",
"s3:GetBucketNotification"
"s3:GetBucketObjectLockConfiguration",
"s3:GetBucketPolicy",
"s3:GetBucketMetadataNotification",
"s3:GetReplicationConfiguration",
"s3:GetBucketCORS",
"s3:GetBucketVersioning",
"s3:GetBucketTagging",
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"s3:GetEncryptionConfiguration",
"s3:GetLifecycleConfiguration",
"s3:ListBucket",
"s3:ListBucketVersions",
"s3:ListAl1MyBuckets",
"s3:ListBucketMultipartUploads",
"s3:PutBucketConsistency",
"s3:PutBucketLastAccessTime",
"s3:PutBucketNotification",
"s3:PutBucketObjectLockConfiguration",
"s3:PutReplicationConfiguration",
"s3:PutBucketCORS",
"s3:PutBucketMetadataNotification",
"s3:PutBucketTagging",
"s3:PutEncryptionConfiguration",
"s3:AbortMultipartUpload",
"s3:DeleteObject",
"s3:DeleteObjectTagging",
"s3:DeleteObjectVersionTagging",
"s3:GetObject",
"s3:GetObjectAcl",
"s3:GetObjectLegalHold",
"s3:GetObjectRetention",
"s3:GetObjectTagging",
"s3:GetObjectVersion",
"s3:GetObjectVersionAcl",
"s3:GetObjectVersionTagging",
"s3:ListMultipartUploadParts",
"s3:PutObject",
"s3:PutObjectAcl",
"s3:PutObjectLegalHold",
"s3:PutObjectRetention",
"s3:PutObjectTagging",
"s3:PutObjectVersionTagging",
"s3:RestoreObject",
"s3:ValidateObject",
"s3:PutBucketCompliance",
"s3:PutObjectVersionAcl"

1,

"Resource": "arn:aws:s3:::*"
b
{

"Effect": "Deny",

"Action": [

"s3:DeleteObjectVersion",
"s3:DeleteBucketPolicy",
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"s3:PutBucketPolicy",
"s3:PutlLifecycleConfiguration",
"s3:PutBucketVersioning"

1,

"Resource": "arn:aws:s3:::*"

RIS E MR
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FERV A e
* ERERAFEEFRFAENEEMD ERUBILD X #FRE o

= m StorageGRID Tenant Manager

CASHBEARDY
Buckels » base-bucket
STORAGE (511
base-bucket
Regson: us-east-1 Epsce used: 0 bytes
ACCESS n
MAANAGENERT * Date creoted 2025-06-25 1-OR49 15T Capacity limit —
! a Ot 1|

A branch bucket provides access to objects in a buckel as they 1 ot certain ivme. A branch i i o] 5 0l | st o i
arotect data use theqe feat b b 53 Object Lock grid l b 15, or buc b Ls to clean up old object veruon

lranch tnaciwt nams Branch budket type {71 o o aated

L b 1 et 2025-06-25 10527 IS . 14506

© BB TEUSNEER) IR o REM—EELED - HPELER T AEKHEF RN EEEFS
* EREZ AR D X HEFRRTE > WEERRE YD HEFREE -
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Create branch bucket of base-bucket

Manage settings
o Enter details 9 9
Optional

Enter branch bucket details

Branch bucket name ()

Required

Region @)

Before time (3)

6/25/2025 = 03 :| o4 PM | IST

Branch bucket type

@ Read-write
In the branch bucket, you can add or delete objects or object versions,

O Read-only
in the branch bucket, you can't modify objects. In the user interface, bucket settings related to the modification of objects

will be disabled.

Cancel

TR-4765 : B5#* StorageGRID

StorageGRID B5#:f5Y
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%38 Prometheus ZE:H1EHET= API

Prometheus B—XHBRIGHIHEAS « AN UEIER - EEEB GMI 77EX StorageGRID HA#% Prometheus *
FRI{EINAER | Support[Metrics ©

Metrics

Access charts and metrics to help troubleshoot issues.

@ The toals available on this page are intended for use by technical support. Some features and menu items within these tools are intentionally non-functional

Prometheus

Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to query the current values of metrics and to view charts of the values aver time
Access the Premetheus Ul using the link below. You must be signed in to the Grid Manager

» hitps/lwebscalegmi netapp.com/metrics/graph

Grafana

Grafana is open-source software for matrics visualization. The Grafana interface provides pre-constructed dashboards that contain graphs of important metric values over time

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADE Grid Replicated Read Path Overview
Account Service Overview LM S3 - Node

Alertmanager Identity Service Overview 53 Overview

Audit Overview Ingests Site

Cassandra Cluster Overview Node Streaming EC - ADE
Cassandra Network Overvisw Node (Internal Use) Streaming EC - Chunk Service
Cassandra Node Overview Platform Services Commits Support

Cloud Storage Pool Overview Platform Services Overview Traces

EC Read (11.3) - Node Platform Services Processing Traffic Classification Policy

EC Read (11.3) - Overview Renamed Metrics Virtual Memory (vmstat)

BE -~ SR ERAEE °

Prometheus -

FEiBIEIERR ~ BRI LATEEY Prometheus 71E © S ~ eI LUE S rIHARISIE - EE
£ E#17 Prometheus URL &) ~ :581E T5PEE ©
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1. FIATEEAXFHIRPEA o ETEAR - E7HIER - MEFIMS « LB StorageGRID # Node #
SRRVIEIRA BEEM ©

2. EEESESN HTTP B558 > 358 A storagegrid http 3EHE
storagegrid http sessions incoming currently established° #&—T T#171 ~ UERK

FEARARBEREN

@ WEALE URL B MNEMNERFAEHRETE - REERNTHAEEDHM LIEIR ° NetApp 2
FICERIERRRRATANES -

@ FEZEZEZERMB Prometheus FITERS « AAE R EMEERIMNVEZIE - BRERARM
B APl RENEE « E—BRENHZE o

B API EEH s =2

1B AT LUEB StorageGRID BIE API FEUEREINE ) o

LEFEBAPIEHES  FERETNTH .

1. ¢ GMI FR3EERTHAESR © SRBA [API X ] ©
2. [ THBIEIEE - RBEEREIE /grid/metric-query ©
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metrics Operations on metrics

7_ /grid/metric-labels/{label}/values Lists the values for a metric label

/grid/metric-names Lists all available mefric names

/grid/metric-query Performs an instant mefric query at a single point in time

The format of metric queries is controlied by Prometheus. See https//prometheus io/docs/querying/basics

Parameters
Name Description
query = =i
string Prometheus query string
(query)

storagegrid_http_sessions_incoming_current
time .
string($date- query start, default current time (date-time)
time)
imn time - query start, default current time (date-t/
timeout :
string timeout (duration)
(query)

120s

)

EfERESHEFEER Prometheus URL BEHPTEVSHIEAER - S UBRER BRIESEMESNR L
BIK HTTP TIERSERRLE o ShATLAT & JSON MRILRI[EIFE « LUFIRER o TERTR Prometheus E3[OIAE

#h -

content type ppli ionfjson v

Responses

Curl
curl -X GET "https://18.193.92.238/api/v3/grid/metric-query>query=storagegrid http_sessions_incoming currently established&timeout=128s" -H "accept: application/json” -H "X-Csrf-Token:
©b94910621b19c120b4488d2e537e374"

Request URL

Server response

Code Details.

201 Response body

CIR
tType": "vector”,
“result”: [

"storagegrid_http_sessions_incoming currently_established”,
"us-storage-1"
“storagegrid”,
id": "aBcc5d26-b52a-4d78-95ec-0f21e76c61bd”,
"ldr",
: "fc56d838-cd56-423b-af87-edeBala2885d",
"us-east-fuse

“storagegrid_http_sessions_incoming_currently_established”,
: "us-storage-2",
"storagegrid®,
8093353 _BFb9-49ca-bbbb-_b5744ad5abec™

fEF API IBRLRE ~ EFI:E
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f£F StorageGRID AfY Curl ZEUEIZ
B ARUN{RI{E R Curl 3538 CLI ZEUEE o
EEHITLLIEZE « B AFTBUSIRIEREN - EEEKEN « BB TS FET

TR
1. 7 GMI H3EEUIHAESR : 5REA [API XXfF ] ©
2. ATEEERE - USHIREIEE - T EBHENEREET POST A/EZHN2H -

a uth Operations on authorization R

m fauthorize Get authorization token i

Hame Description
body *
- Example Value = Model
object
(body)
{
“uitername”: “MyUserName™,
“password”: "MyPassword”;
Paramater content type
[ application/json w
Responses Response content type | application/jsen b

3. #%—T THHB -~ RERERAEH GMI FRERBNBIBHEEARX
4 BT T§i7) -
o. % Curl BERFPIEMAY curl 85 % ~ AR HRAEIRIRIRRE D o sy LU TR ¢

curl -X POST "https:// <Primary Admin IP>/api/v3/authorize" -H "accept:
application/json" -H "Content-Type: application/json" -H "X-Csrf-Token:
dc30b080elca%9c05ddb81104381d8c8"™ -d "{ \"username\": \"MyUsername\",
\"password\": \"MyPassword\", \"cookie\": true, \"csrfToken\": false}"
-k

(D) mRem oM THEESEHFTT - BFER \ RESHEHFT O TR | 6 |

6. #17 L3t cURL S5 <18 ~ St SR AR « INTFHIFR :
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{"responseTime" :"2020-06-
03T00:12:17.0312z","status":"success", "apiVersion":"3.2","data":"8ale528d
-18a7-4283-9%9a5e-b2e6d731e0b2"}

IREEPT U AREER F & ~ B8 Curl FEIEE - FEGIENREFBEL —EPPER "StorageGRID
HYEPSESIETNAE" « Al ~ AT EITRE ~ ZMIGE TEE) HhPEER EUS /grid/metric-
labels/{label}/values 1 BRI o
7. flan ~ T AR _EMRISERERE Curl S5 <2 B1E StorageGRID A% HiE & %58 o
curl -X GET "https://10.193.92.230/api/v3/grid/metric-

labels/site name/values" -H "accept: application/json" -H
"Authorization: Bearer 8aleb528d-18a7-4283-9ab5e-b2e6d731lel0b2"

Curl Sr LR ELE TH%L -

{"responseTime":"2020-06-
03T00:17:00.844z","status":"success", "apiVersion":"3.2","data": ["us-

east-fuse","us-west-fuse"]}

£/ StorageGRID FfJ Grafana &&RIRIEIRIGIZ
BREEYN{PI{ER Grafana /T HEIZRIAE (LR EHE StorageGRID Eik o

Grafana B A E 2 2/ C0IRMRIAISERS © RIETER « PIETALEEERIR » I8(HAER StorageGRID %
FHERBRANE °

BERARBNERIRTAEERNEE - WERNRBHERE - AEZHKMEASRER - AN « EZER
HEMNES  FEE DR -

1. %% GMI THAEZR : Support[ #5481 ©
2. 7 T Grafana | B&EZT ~ #EER TEARL) @Rk o
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Grafana

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that centain graphs of important metric values over time.

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADE Grid Replicated Read Path Overview
Account Service Overview ILM 53 - Node

Alertmanager Identity Service Qverview $3 Overview

Audit Ov Ingests Site

Cassandra Cluster Ovel Node Streaming EC - ADE
Cassandra Network Ovi Node (Internal Use) Streaming EC - Chunk Service
Cassandra Node Ov Platform Services Commits Support

Cloud Storage Paol Overview

Platform Services Ov

Traffic Classification Palicy

Platform Services Processing

EC Read - Overview Renamed Metrics

3. 7£ Grafana H1 » BEMRERCERRHESENEFEHR - TERER T « IEMFHFEHE  IRUNEAL

88 Node -

Memory Usage

1558

Load Average (1m) and ¥ of CPUs

£ StorageGRID H{FRAREDHERA
BRI R E MR ETREDERA « UEEMERE(L StorageGRID FHIAEIRRE ©

RENERIRH—ESZE - AlIRBISERS « 78 « IP FRER B S FE R REER | REIRE o 43
KRIELRAEFNSEE R StorageGRID 45 5IEERIFSIE o

BERERENEREA  ABE TS

1. 7£ GMI £ ~ BIBBEINAER | 4R [ RIARTE > RENFE] ©
2. 17— TEIL +

3. & ARAIMZIBAMEREA o

4. BIAERTBVRRAY o
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Create Matching Rule
Matching Rules
Type @ | Tenant “

Tenant  Jonathan\Wong (22497137670163214190) Change Account

Inverse Match @ [

(oo | o

o REMS CGER) o

Create Limit

Limits (Optional)

Type @ — Choose One —
— Choose One —
Value @ | Aogregate Bandvidth In

Aggregate Bandwidth Out
Concurrent Read Requests
Concurrent Write Requests
Per-Request Bandwidth In
Per-Request Bandwidth Out
Read Request Rate

Write Reguest Rate

oo [l

6. {EFTHIRA
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Create Traffic Classification Policy
Policy
Mame Match a Temant
Description {optional)
Matching Rules

Traffic that matches any rule is included in the policy.

4 Create || # Edit || % Remove

Type Inverse Match Match Value
® Tenant Jonathan.Wong (22497137670163214190)

Displaying 1 matching rule.
Limits (Optional)

=+ Create

Type Value Units

fm Jimmibe Emps
No limits found.

= |

AERRRCIRENFAREMANGE « FERCHNRA « ARE—TEE - RIKEEE Grafana X
]~ EREHTEHEEREN FHERFERESFEN -

B8 Traffic Classification Policy -

Write Request Rate by Dbject Size
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* NetApp StorageGRID X{H () hitps://docs.netapp.com/us-en/storagegrid-118/
* NetApp StorageGRID B https://docs.netapp.com/us-en/storagegrid-enable/
* NetApp EmX Y https://www.netapp.com/support-and-training/documentation/

% StorageGRID FYLNE &4+
BEA#ERE StorageGRID FRFRAVEES  #17 - MR8 « RIGHEEMEIREEX ©

TR EHE StorageGRID EiFFER T ENREEREEK ° 5LEE StorageGRID §iFIRENREBEER ©

ERRLEERY CPU #Zily RAM
=g 8. 24GB
7R 8. 24GB
fE 8. 24GB

LESh ~ SMEEEE Docker EHEE/DFESELD 16 GB B RAM ~ LUEIEFEME o I ~ BE B RIEPPTt A F R mIE
RF—EEEE—(ESRE Docker 1 E ~ A LUEITFETHE :

24 + 24 + 16 = 64GB RAM #1 8 + 8 = 16 1%y

HRFZRAMARSZBHELEEXR « HMF/NMEIRTS ( StorageGRID B2%) aHEI=EEREFEMRES L ©

StorageGRID 2N =TEER G11F :

CrERRE (WE) o TERERPPARRZ EEHNAEStorageGRID AEERE ©
BIERE (ER) o "ARAREIREEENTE o
**FARPmRE (ER) o *“EINTA P RREARERMAAE 2 BERARE « S3ES3M SwiftF P iniIFrE ¥4
EEEK
BRZ O] TE = (B4 « LAEHEC StorageGRID R2#fER - SEHERER IV RUNAESER FHARL -
WNRPRAERGERAI Rl —FAREE ~ BIREERE UL o

T‘ IEsHE ~ HRFISEMESSERIARIRREVMER LEE o SR LAHERMIEEEMEE « LURHERIMNIII

BE ©

FEA RS — Bt E R ZIFR A T BRI E © HIU0 ~ MREEEF EAMENE » 7252 ens192 # ens224 ~ A
FRE 1 LA N EEEZA REMEFENAERE VLAN o Eib2Ed - @EEHGRELEEREEE Docker
B8~ BHHES eth0@if2 M1 eth2@if3 (ARBB[BARVERE if1) ~ FEI—HREIFEEE -

Docker 3T REIH
StorageGRID ER#AARAY 5 VEAFLE Docker B2 E1EA AR o RER Docker (% Kubernetes 3 swarm )

IRILAY4ERR o StorageGRID B L &R AR E M -net=none ~ &1k Docker B EH B SR ETIEAIAREELR o
E A 83K StorageGRID FRFSFATTELZRZ & ~ B ILERAERMERPERNTEZE I Macvlan 8 © %5
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BEH MAC (it ~ AI{EABI AVRERES « ERAERBEEE - A% Macvlan 2B E Container &3
22 s WEHHRADERAM eth0 « eth1 8] eth2 Z2— o IS « FEEERADPABETHERESE - 723
RIEEHIH ~ AMRABEREE E 2 Docker B2 eth0 ~ AEIHABERE eth2 - RFKMAESEREER « BIZEETE
AP eth1 o

®

AERE BT MAC (it AAE R R AR EERAERIRIZPRUA MR o IR FIRRE
KEBRBFAEETRR EMERR MAC iR MAC (i3 € o Y1R7E VMware vSphere FR#]
17~ BRIRR AR « MAC BB ~ DURTEHIT RHEL B ~ FIIYEREE StorageGRID fii&E
g%@%ﬁﬁ%ﬂqﬂﬂ’ﬂ%iﬁfgiﬁ o KZHIBEMT * Ubuntu 5 Debian #RAEIEBEE - MTEITIELE

SEERETEE SAN RS AHEIREE « K/ TRFR ©

®

Rk

g

PRAE %L

B2

RIEPRIRF 2 # ¥11575& StorageGRID ARF5HRE « MIFREMBUESEBER TN  RIFAZEE
A~ BfIREAXHHENS « st ESHNERTHNME "SR T HIEETR - KERENEHE
StorageGRID RSB ASFEIFAERNBRENIERRZM - EBEETREFIRTENEIERR
- BEXRFERREEA SEMEELEENK - MAER - BIRRERZERGRET 1sblk
BARBEIHEERFPBRIVCTHEE -

LUN A& LUNEE LUN REFPERE ERNEHRMERIER
&R/ ARN X

BIREMMAKETR SEEEEHR  90GB S BLOCK_DEVICE_VA

/var/local ( £—1& R LOCAL =

SSD 7TEUttiRE#8h) /dev/mapper/ADM

-VAR-LOCAL

Docker fffF i SEFXHE (B SES:I100 F-—etxd NA -8B LA 1

/var/lib/docker REE{VM) & GB BRASHE RY

for container —1 EERER)

pool

BRI ( SESIEMRE 200GB & BLOCK_DEVICE AU

BIEARPNARGFE E—E DIT LOGS

#h =/dev/mapper/AD

/var/local/audi M-0S

t/export

BIREMK (BES SEBEEEHR 200GB S BLOCK_DEVICE_TA

BRNRGFER) E—1& BLES =

/var/local/mysq /dev/mapper/ADM

1 ibdata -MySQL
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EnRLRE

(EZEA0E S

LUN
BYER/NAN

f)F@TfFﬁ%T? (BIREE ’E}Iﬁlﬁ%ﬁ?&%ﬁ 4000GB
=1&

/var/local/rang

edb0 (SSD 7ELHR

H1738h)

/var/local/rang

edbl

/var/local/rang

edb2

LUN & LUNEE

FEFHIESR
Iz:I:

ERRENRAAERRIEE

BLOCK_DEVICE_RA
NGEDB_000 =
/dev/mapper/SN-
Db00
BLOCK_DEVICE_RA
NGEDB 001 =
/dev/mapper/SN-
Db01

BLOCK DEVICE RA
NGEDB 002 =
/dev/mapper/SN-
Db02

FEULEEBIR « FPRFAIMBEIRA/NEEBRRENFEN - AXAHERN - FRASHEREMNTER "EiEE

WERRERER" -

BREAFARBIHERA)

BIEARES

ey

Docker {#7%
ADM-0OS

ADM-Audit
ADM-MySQL

(EEEEA

B

Docker 7%
SN-OS
Rangedb-0
Rangedb-1
Rangedb-2

FER

&iE
Docker {#7%

/var/local
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BEIHIERETER

BiBEE ERFITBVESMEREX « ERILUES—HEAREERS « UZE=2RE 16 0+ 64GB RAM #
WEERTENERE (SER) [RS - IRFTERSHNEES - AIUEEREAP RER LEEMERES N
& ~ WIEERLARRRAEZE R EA VLAN 252/ E ~ A bond0.520 ~ MNREFEHAN TIFE M S ERE ~ BEEH

MBLRHIECISREMEES

INTFEFRT « BLERARERAFEEE 7 8 Docker A2 ~ SEEXHMIE - RAM st EAASERREM 24GB -

FRIEERFRFRRM 16GB -

Host 1

Admin Node
+

Storage Node 1

Host 2

Gateway 1 Gateway 2
- -
Storage Node 2 Storage Node 3

SEEEEH VM) R4 RAM A 24 x2 + 16 = 64GB o FRIIHEM 1 « 2 F 3 FrEmVREHTES

o
EH 1

e Docker Store*

200 (100x2)

BLOCK DEVICE VAR LOCAL
BLOCK_DEVICE AUDIT LOGS
BLOCK_DEVICE TABLES

RS

90
4096

R~ (GiB)

/var/lib/docker ({EEZRL)
- R

90
200
200

SN-0OS
/var/local (&E)

Rangedb-0 (%)
Rangedb-1 (#%)
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1 R~ (GiB)

4096 Rangedb-2 (#£8&)
T 2. R~ (GiB)

« Docker Store* /var/lib/docker (HE)
200 (100x2) * FERE
GW-0S */var/local 100

c FHESIE */var/local
100 Rangedb-0
4096 Rangedb-1
4096 Rangedb-2
FH3 R~ (GiB)

« Docker Store* /var/lib/docker (HE)
200 (100x2) c FERES
*/var/local 100

c EEREE */var/local
100 Rangedb-0
4096 Rangedb-1
4096 Rangedb-2

Docker f#FEMTEANZ - &@ /var/local (BEA2S) 7EF 100GB x MERSES = 200GB °

A ENES

LB StorageGRID BIFIAZREE ~ 354 %%E RHEL 9.2 ARIEEIA SSH « RIEREERMERTHEKNAE - 48
IRESRIEEHGE (NTP) - DNS ME#aiE - K= VEE—ECAMARARMNARNAE « 3—EIEE
PimgEE o NRIEFERNZEESE VLAN 252N E  SAREB TYIEAIETRE  TH - fENIZERR A EAE
REFLESH T o

WRIEEEEARERENE LA VLAN 1258 « [SRVARREEZE MIETEZR /etc/sysconfig/network-
scripts/ ~MILAWTF :
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# cat /etc/sysconfig/network-scripts/ifcfg-enp67s0

# This is the parent physical device

TYPE=Ethernet

BOOTPROTO=none

DEVICE=enp67s0

ONBOOT=yes

# cat /etc/sysconfig/network-scripts/ifcfg-enp67s0.520
# The actual device that will be used by the storage node file
DEVICE=enp67s0.520

BOOTPROTO=none

NAME=enp67s0.520

IPADDR=10.10.200.31

PREFIX=24

VLAN=yes

ONBOOT=yes

EEHIRE IEH AR AR BRI EE = enp67s0  EHEIUZHEREME > HI80 bond0 - EREISFERLES
SRR ~ WRAERERIEEETER VLAN « 527858 VLAN 875 B4R 4ERIaRT5: « B X B1EEh2h4A
REREZECh{EF VLAN 125271 E o StorageGRID BEASAGHEUHIZSE Z AAKRIESR « AN BRRXEXE R YR
I8 o

iSCSI FEAHFRERT

WMRIEARHER iSCSI| 7R ~ BIXLZERE(R host1 ~ host2 fl host3 B FA/NEUREETKRNEIRIEE © 55
2R "SRER S ALRAVERA/N" B host1 ~ host2 # host3 fEFFEX °

HE(ER ISCS| RERFRMRE ~ SFem FFITER -

1. WNRITEEFRSMEB iISCSI #1752 ~ BIUN NetApp E R 71K NetApp ONTAP ® BRI EIRERS  FLETIIE
fF

sudo yum install iscsi-initiator-utils
sudo yum install device-mapper-multipath

2. A EIREIRENSR D o

# cat /etc/iscsi/initiatorname.iscsi
InitiatorName=ign.2006-04.com.example.nodel

3. fEFAFER 2 PRRBNR L - BEFEEE LN LUN (RPFITIBEMA)) HE #EHER ESEEE
BRES o

4. [ERIRZEIEIIA LUN iscsiadm TEAEM o

297


https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#disk-sizes-per-container-type
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#storage-requirements
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#storage-requirements
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#storage-requirements
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#storage-requirements
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#storage-requirements
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#storage-requirements
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#storage-requirements
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#storage-requirements
https://docs.netapp.com/zh-tw/storagegrid-enable/technical-reports/prerequisites-install-storagegrid.html#storage-requirements

# iscsiadm -m discovery -t st -p target-ip-address

# iscsiadm -m node -T ign.2006-04.com.example:3260 -1

Logging in to [iface: default, target: ign.2006-04.com.example:3260,
portal: 10.64.24.179,3260] (multiple)

Login to [iface: default, target: ign.2006-04.com.example:3260, portal:
10.64.24.179,3260] successful.

() mmsemEd #2860 1217 iSCS| BEIE" Red Hat B5 AT LAY o
5. EBETS BREREREMMN LUN WWID ~ ST THHS |
# multipath -11

ég%@/—f\ﬁm iISCSI AELZEREEE - RELIME—NRERBEHEE « A EETRES BN ENH

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0

WRBIRYFMILEE «- REMFH /dev/sdx HRELBASETEHEBZELERE - NREFEHRS
BRCESE « 558 /etc/multipath.conf ERELUERRIE ~ WA ©

() HEEMNE - BERBEELRERGHE L « tE R -
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multipaths {
multipath {
wwid 36d039ea00005f06a000003c45fa8f3dc
alias Docker-Store
}
multipath {
wwid 36d039ea00006891b000004025fa8£597
alias Adm-Audit
}
multipath {
wwid 36d039ea00005f06a000003c65fa8£f3£f0
alias Adm-MySQL
}
multipath {
wwid 36d039ea00006891b000004015fa8f58¢c
alias Adm-0S
}
multipath {
wwid 36d039ea00005f06a000003c55fa8f3e4
alias SN-0S
}
multipath {
wwid 36d039ea00006891b000004035fa8f5a2
alias SN-Db0O
}
multipath {
wwid 36d039ea00005£06a000003c75fa8f3fc
alias SN-Db01
}
multipath {
wwid 36d039ea00006891b000004045fa8fbaf
alias SN-Db02
}
multipath {
wwid 36d039ea00005f06a000003c85fa8f40a
alias GW-0S
}
}

EEBIEERFKPZE Docker Z AT ~ :EAENICAEEME LUN SR /var/1lib/docker o Hfth LUN 2
EENZLAARSIE R E S « HIEH StorageGRID BEHEA o 2R « EMATHIRETHEZRAGKT - T H
HERBLE - MELEEZEAKBTERENERE -

YNRIEFERARIZ ISCSI 17 LUN ~ SRTEERY fstab IERPHARLUATHAR o MATFR « Hfth LUN FERZEH
N ERIEERAT  ELRRETAANEIREE -
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/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0 /var/lib/docker ext4
defaults 0 O

ZEE L Docker
EEEME Docker 22 AR TP ER ©

1. EFRE =& EH EM Docker ETFHAIRE L EITIERRA

# sudo mkfs.ext4 /dev/sd?

WRTEAR iISCS| &2EREE ZEINEE » 55FF /dev/mapper/Docker-Store °©

2. 317 Docker fATFHifx @ISR -

# sudo mkdir -p /var/lib/docker

3. RIS REHEFAERENELIARMMEE /etc/fstab o

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0 /var/lib/docker extd
defaults 0 O

QBHEFR iISCSI £ ER - ABFMFEA TS netdev EIE c IREAEEFHALMEIREE netdev
defaults ~ EZREER o

/dev/mapper/Docker-Store /var/lib/docker ext4 netdev 0 0

4. BEITRER AR IGIREIRERE o

# sudo mount /var/lib/docker
[root@hostl]# df -h | grep docker
/dev/sdb 200G 33M 200G 1% /var/lib/docker

o BINMAEE £  SARAPASATEA o

$ sudo swapoff --all

6. EERERTE * A /etc/fstab BIRFABRIRIER ~ FIU0 :
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/dev/mapper/rhel-swap swap defaults 0 O

() wmRmrx2ems - TERRERERE -

7. HEREITRIEE R « LUEREZ /var/lib/docker HREFFHERFT « BEFTEHIRRBEEGIMIELE
o

Z#E Docker for StorageGRID
BEAZUN{AIZ22E Docker for StorageGRID ©
EE L8 Docker ~ 55T FHILER -

1. % Docker &% yum repo °

sudo yum install -y yum-utils
sudo yum-config-manager --add-repo \
https://download.docker.com/linux/rhel/docker-ce.repo

2. ZRFIRNEN -

sudo yum install docker-ce docker-ce-cli containerd.io

3. EX&h Docker ©

sudo systemctl start docker
4. A5 Docker °
sudo docker run hello-world

5. 5AHERE Docker T RAARIBIR AT ©

sudo systemctl enable docker

#5 StorageGRID ZE{&EIELAHREIEEE
BEARUN{A] % StorageGRID #EERELAHREHEZE o

301



E=ER - HRERREFEETYIDER -

T
1. ZEFRE £ YT /etc/storagegrid/nodes B o

sudo [root@hostl ~]# mkdir -p /etc/storagegrid/nodes

2. HSNERIWETFIRNEE - UFFARR / SRS - AP - RPIEESHEH ENESEER
FH¥ FETMEREE o

C) EELEEERBRNZEINRRTE  HIU del-adml.conf » FBERBHVER dcl-

adml °

—F1
dcl-adml.conf
dcl-snl.conf

—F2
dcl-gwl.conf
dcl-sn2.conf

—FH3
dcl-gw2.conf
dcl-sn3.conf

IETEZE A EIRLAHRRIE S

THIEEFIER /dev/disk/by-path I o EEILIAIT T en < HREGE IEFEAVERTS ¢
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[root@hostl ~]# 1lsblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
sda 8:0 0 90G 0 disk

F—sdal 8:1 0 1G 0 part /boot

L—sda2 8:2 0 89G 0 part

—rhel-root 253:0 0 50G 0 lvm /
F—rhel—swap 253:1 0 9G 0 lvm
lL—rhel-home 253:2 0 30G 0 lvm /home

sdb 8:16 0 200G 0 disk /var/lib/docker
sdc 8:32 0 90G 0 disk
sdd 8:48 0 200G 0 disk
sde 8:64 0 200G 0 disk
sdf 8:80 0 4T 0 disk
sdg 8:96 0 4T 0 disk
sdh 8:112 0 4T 0 disk
sdi 8:128 0 90G 0 disk
sr0 11:0 1 1024M 0 rom
BRI T#HS :

303



[root@hostl ~]# 1ls -1 /dev/disk/by-path/

total O

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:02:01.0-ata-1.0 ->
../../sx0

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0 ->
../../sda

lrwxrwxrwx 1 root root 10 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0-partl
-> ../../sdal

lrwxrwxrwx 1 root root 10 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0-part?2
-> ../../sda2

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:1:0 ->
../../sdb

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:2:0 ->
../../sdc

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:3:0 ->
../../sdd

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:4:0 ->
../../sde

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:5:0 ->
../../sdf

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:6:0 ->
../../sdg

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:8:0 ->
../../sdh

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:9:0 ->
../../sdi

FEEEEHRLEM

TEERIEHA

/etc/storagegrid/nodes/dcl-adml.conf

@ HEPR RIS AT LUEBE T 5EE I ~ S /dev/mapper/alias xI\indh ° saEHEIREE S
18~ B0 /dev/sdb EEMFEEROIEREE « WHITHARSENEKIEE °
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NODE TYPE = VM Admin Node
ADMIN ROLE = Primary
MAXIMUM RAM = 24g

BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:2:0
BLOCK DEVICE AUDIT LOGS = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:3:0

BLOCK DEVICE TABLES = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:4:0

GRID NETWORK TARGET = ensl92

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.43
GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.193.204.1
CLIENT NETWORK CONFIG = STATIC
CLIENT NETWORK IP = 10.193.205.43
CLIENT NETWORK MASK = 255.255.255.0

CLIENT NETWORK GATEWAY = 10.193.205.1

#FENRLEER
e A

&

/etc/storagegrid/nodes/dcl-snl.conf

i

PIERAR !

I

NODE TYPE = VM Storage Node
MAXIMUM RAM = 24g
ADMIN IP = 10.193.174.43

BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:9:0
/dev/disk/by-path/pci-0000:03:00.0-scsi-0:
/dev/disk/by-path/pci-0000:03:00.0-scsi-0:
/dev/disk/by-path/pci-0000:03:00.0-scsi-0:

BLOCK_DEVICE_RANGEDB 00
BLOCK_DEVICE_RANGEDB 01
BLOCK DEVICE_ RANGEDB 02
GRID NETWORK TARGET = ensl92

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.44
GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.193.204.1

B ERRLEEF
e

/etc/storagegrid/nodes/dcl-gwl.conf

OFEISK:
0:6:
0:8:

o O O
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i

FHHIE

H
i

R :

NODE _TYPE = VM API Gateway
MAXIMUM RAM = 24g

ADMIN IP = 10.193.204.43

BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0
GRID NETWORK TARGET = ensl92

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.47

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.193.204.1

CLIENT NETWORK IP = 10.193.205.47

CLIENT NETWORK MASK = 255.255.255.0

CLIENT NETWORK GATEWAY = 10.193.205.1

Z4Et StorageGRID HHKEMEH
BEARUN{AIZ24E StorageGRID FERMEFNES o

HE LI StorageGRID HEKIENEH « BT FIlan< !

[root@hostl rpms]# yum install -y python-netaddr
[root@hostl rpms]# rpm -ivh StorageGRID-Webscale-Images-*.rpm
[root@hostl rpms]# rpm -ivh StorageGRID-Webscale-Service-*.rpm

%% StorageGRID 4HAEHEZE
BEARYN{AIER% StorageGRID 4HAEIEZEM AR ©

EHA&EME StorageGRID EiEGIEIAARENEZFE 218 /etc/storagegrid/nodes ™ BN BEREEEREZNA

i

AERGEHERRENAS  FESEEHR ERIT e S !

I

sudo storagegrid node validate all

NREEIERE - RISEHERERNBLNSTETRRE -
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Checking
Checking
Checking
Checking
Checking
Checking
Checking

for misnamed node configuration files.. PRASSED

configuration file
configuration file
configuration file
configuration file
configuration file
for duplication of

for
for
for
for
for

node
node
node
node
node

dcl-adml..
del-gwl..
dEl=snl..
docl-sn2..
docl-sn3..

NRABREAEZTIERE « RIEGRETRAL SMIER - MREIREERER

Checking for misnamed node configuration files..
' ignoring /etc/storagegrid/nodes/dcl-adml
ignoring /etc/storagegrid/nodes/dcl-snZ.conf.keep
ignoring /etc/storagegrid/nodes/my-file. txt
configuration file for node dcl-adml..
NODE TYPE = VM Foo Node
VM Foo Node is not a valid node type.

Checking
ERROR :

EEROE:
ERROR :

Checking
ERRCE :

ERRCE :
Checking
Checking
Checking

BRROR:

ERROR:

ERROR

ADMTN ROLE = Foo

Foo is not a valid admin role.
BLOCK DEVICE VAR LOCAL =
fdevfmapp:r/sgws gwl-var—local is not a valid block device
configuration file for node dcl-gwl..
bond0.1001

GRID_NETWDRK;TARGET
bond0.1001 is not a

R

See *.cC

valid interface. 5
GRID_HETWORK_IP = EoL

10.1.3 is not a wvalid IPv4d address

GRID NETWORK MASK = 233.

248

e H )

~ AZRESTINBUELE ~ 7 BEHEA

See *_.conf.sample

onf.sample

/dev/mapper/sgws—gwl-var—-local

gee “ip link show’

255.248_255.0 is not a walid IPv4 subnet mask
configuration file for node dcl-sni..

GRID NETWORK GATEWAY = 10.

10.2

ADMIN NETWORK ESL =

182

i

1648.

e )
2.0.1 is not on the local subnet
100.9/21,172:16:0fc0

Could not parse subnet list

configuration file for node
configuration file for node

dcl-sn2..
dcl-=n3..

for duplication of unicque wvalues between nodes.

GRID NETWORK IP = 10.

1.0

dcl-snZ2 and dcl-sn3 have
BLOCK DEVICE VAR LOCAL =
dcl-snZ .and dcl-sn2 have the same BLOCK DEVICE VAE LOCAL
BLOCK DEVICE RANGEDE 00 = /dev/mapper/sgws-snZ-rangedb-0
dcl-snZ and dcl-sn3 have the same BLOCE DEVICE RANGEDB 00

o
the

same GRID NETWCREK IP
/dev/mapper/sgws—snZ-var-local
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E{EStorageGRID TZiEARFS]
BEAZUN{EIER SN StorageGRID FEHARTS o

L E RN StorageGRID #ifh ~ WHEREMET IR EMNKEENAE « (SN ERB IS StorageGRID Ei#
ARFS o

HEENE) StorageGRID FH#ARTS ~ sA5TA R ER o

1. EEEFH ERIT TGS !

sudo systemctl enable storagegrid
sudo systemctl start storagegrid

D meErEnER TR TERE— LY -
2. PIT T AR IREDBESETT
sudo storagegrid node status node-name
3. HIMEAR[EHARRERIENRE Not -Running Stopped » BT TH< !
sudo storagegrid node start node-name
fIan ~ RRAE THEL ~ ERATLABE) del-adml iR

[user@hostl]# sudo storagegrid node status
Name Config-State Run-State

dcl-adml Configured Not-Running

dcl-snl Configured Running

4. MREFTATERALELE) StorageGRID FH#ARF (RARE S ERMBILMEIRE)  FRTFIIHS -

sudo systemctl reload-or-restart storagegrid

7t StorageGRID H5%E Grid Manager
BERRAN{I7E T EEIREEE EAY StorageGRID H1:%7E Grid Manager ©

REEEIEEEL LY Grid Manager A& T HERE StorageGRID 247 ~ LISER &5 ©
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=S

R EHINR AL SER B EE K AT AE

TR
1. B|Z=E Grid Manager

"$5%E StorageGRID R 1REME "

"Hrigut & E StorageGRID"

"5 T AR AR RS 4R

"B AR R

"fEE NTP AR EA"

"IN LIBR R AR ER"

"$EEStorageGRID RG] "

© © N o o &> w Db

B|ZEZE Grid Manager

8 Grid Manager E &R E StorageGRID R4FIEMFIAEEN ©
FtaZ AT ~ HBLSETESIREHE « WRMAERBIER
EEfEA Grid Manager ZREZE ~ FHieAl F7P 8 o

LR
1. 77EY Grid Manager ~ #8it0F :

https://primary admin node grid ip

A ~ B LUTEEIEIE 8443 £72HX Grid Manager ©

https://primary admin node ip:8443

2. #—F T8t StorageGRID #2471 ° MEENEERAINERE StorageGRID AMEHIET ©
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License Sites Grid Metwork Grid Modes MTP DMNS Fasswords Summary

License

Enter a grid name and upload the license file provided by Metipp for your StorageGRID system.

Grid Mame

License File Browse

#i% StorageGRID S5 4AE K}

BEAZUN{A] 138 StorageGRID $ZHEHEZE o

1S ZBHEE StorageGRID GV R #4478 ~ I _H{ENetAppiR IHAVIZIEIEEE -
HEISTE StorageGRID ZHEEH ~ s55E TP ER

B

1. 78 TSR EHERY TERLTE) WA « BA StorageGRID RANRTE - TR - LGRS EEIRE
RSB LfE o

2. BT > 15 NetApp HFETXH (NLE-unique-id. txt) » AGERITH o ISEERTHE « L&
RIS AE o

@ IEEMNZERBECIRERE - TMRUEEFNERBISIRER o StorageGRIDIERILUEHTE
REBIRMUSTIRARE -
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I_ic%nse Sites Grid Network Grid Nodes NTP DMNS Passwords

Summary

Sites
In a single-site deployment, infrastructure and operations are centralized in one site.

In a multi-site deployment, infrastructure can be distributed asymmetrically across sites, and propertional to the needs of each site.
Typically, sites are located in geographically different locations. Having multiple sites also allows the use of distributed replication and
erasure coding for increased availability and resiliency.

Site Name 1 MNew York +

o N
3. f—TF [F—%)
HriZuh & E StorageGRID

BRI I S FTIE & StorageGRID ~ MRS RIEMNRESE ©

Z4t StorageGRID B ~ {8HBE/ DB —EILE o SR LUEMEEINYILE « LUIRFStorageGRID BHEXE R4
Mo SEEMBEESE °

AEMBILE ~ BT NP ER

TR
1. 72 NG BELE - BAMSRTE -

2. BEAEEAELL « SFIE—TRE—(EMIGIREEMEE « AR TRALERE XFHRPEALE
RIBEREENERIEES G - ERZALGMIE16/EMLS -
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I_i{xénse Sites Grid Network Grid Nodes NTP DMNS Passwords

Summary

Sites
In a single-site deployment, infrastructure and operations are centralized in one site.

In a multi-site deployment, infrastructure can be distributed asymmetrically across sites, and propertional to the needs of each site.
Typically, sites are located in geographically different locations. Having multiple sites also allows the use of distributed replication and
erasure coding for increased availability and resiliency.

Site Name 1 MNew York +

Cancel m
3. H—T MF—%,

% StorageGRID }5E A 488 T 485
BEARUN{A] 2 StorageGRID 5% 498 488 F4HEK o
1R JBTETE NS HEES L E AR F48ER o

FHERRIEE B14E StorageGRID R E{EL & BIMEMRER 7R « U AEBMERAERFIERFHER (
BN ~ F& NTP EIIRSSBIFHERR) o

MRECHEZEREFRER - IFEREREREE - I5ENFE BB FRREBUGESBILREEA SEER -
AEIEEMRER TR » Bl NITER

N

5%
175 TF@ER 11 XFHREP -~ I5EED—EFERMAERE CIDR MR o

2. H—TRE—EREZRINGE « LUMEERSMNIRERIEE - MREEHEE D —EEHR « FR—T THEHRER
MRS ~ LB ENRAFERER FERFE - HRE3E0M Grid Manager sERVAEM EhREFTER S HIF
B o
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OO0 0 - 5 5 7
Ut:aﬂsﬂ Sitng Grid Netwark il Msdes NTE OnE Pagowards
Summary
Grd Network

fou mist specity tha subnets that are used on the Grid Metwand. These enimes fypicaly include the subnets for the Grd MNebwon: for
each 5% N your SloragedRID system. Select Discovar Sdd Networks fo aulomalicaly add subnets Lased on the nebwork.
configuration of all registered nodes,

Hole: You must manualy add any subneds Sor NTP, DNS. LDAP. or glher extornal sarvers accessed through the Gnd Network gatesay,

Subnat 1 10,193,204 024 ®
Subne 2 00000 + X
I E ", EI‘H. I i =) a b
cerce | |
3. #|—TF IF—#)

% StorageGRID HI4BI&ENEL
B AR AN (A R FIAZ (R N0 A StorageGRID R4AVIE B AN ERES o
S ATz E B EAB&ERRE ~ ZBENNA StorageGRID #4% ©

() Bteral  BEBEFAEEN StorageGRID MEFREEABIEEE -

AR ERENERER A FIIPER

‘%I-'r
4

5
1. 16 MHEHE) BE  TRDTETCEZENRE AR o

() mms @ - ARBEAHHE -

2. B—TEERE Y B SIEIRRSE -
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ucensa Sites Grid Network Grid Nodes NTP DMNS Passwords
Summary
Grid Nodes
Approve and configure grid nodes, so that they are added correctly to your StorageGRID systemn.
Pending Nodes
Grid nodes are listed as pending until they are assigned to a site, configured, and approved.
 Approve | % Remove Search Q

fe:91:ad:e1:46:c0

dcl-gw2

APl Gateway Node

CentOS Container

10.193.204.98/24

- Grid Network MAC Address i1 l Name Il Type I Platform 11 Grid Network IPv4 Address ~
© f6:8a:36:44:04:80 dct-adm1  Admin Node CentOS Container  10.193.204.43/24
46:5a:b6:7a:6d:97 | dc1-sn1 Storage Node . CentOS Container | 10.193.204.44/24
ba:e5:f7:6e:ec:0b dct-snd  Storage Node CentOS Container  10.193.204.46/24
c6:89:e5:bf:Ba:47 del-gwi APl Gateway Node CentOS Container  10.193.204.47/24

3. —T TizfE) o
4. 1 T—fRRE) F ~ HEEBHTIIARTIHRTE °
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Admin Node Configuration
General Settings

Site MNew York ;]
Name dci-adm1

NTPRole | Automatic

L

Grid Network
Configuration STATIC
IPv4 Address (CIDR) 10.193.204 .43/24
Gateway 10.193.204.1
Admin Network

Configuration  DISABLED

This network interface is not present. Add the network interface before configuring network settings.

IPv4 Address (CIDR)
Gateway
Subnets (CIDR)
Client Network

Configuration STATIC
IPv4 Address (CIDR) 10.193.205.43/24

Gateway 10.193.205.1

RS ¢ L IEAENRERRERVIL B R TR o

—-Name : FBHERAEIREHEDTE  LURAETE Grid Manager PRERIIATE - LIBTER ATIEE RS E 1R
EERRTE  BIERILREEEERE o

~-*NTP At * : AREIRIEY NTP At - BIEGHE M85 « T2 M THRE) - ER 188 BEg

REIEABIRRGEIRN - B EIRMEEIERIZE (ADC) BRFFRIHEFERS « FEHR « WREMEAIE
FRRG IP (UAERYABMRENRS - FRE HMERERES SIS RAPIRAE -

ERESAL AT A MBI EE D IHESMENTPIGR « J1R154 25 —(EEEsaT
(D LUBSENTPAR - BIEZEEEMES - SO BRI - Ihsh - SRS A W ATENES
SEATENTPAOR - ATRERIEA BB SO EAED S FRBERS « ACRR{RAERRAOFRIZHE o

-*ADC fR¥5 (ZFRfAFERL) * :EW TB8) - RRMFEEREEEE ADC IRFS - ADCARFS & B/
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BIRFBHUENAIRE - SEMneE DA =R FHRILARS ADC IRE - BfEZ% - IEHEEFZADC
ARFEHTIE EEARL ©

5. 7E Grid Network B « HREEEX TIRNBMRE !

-*IPv4 {3t (CIDR) * : 43488/ EAY CIDR 4BERAIIE (BFESAAY eth0) o FIYN
192.168.1.234/24 . °

--Gateway : AIMEAEERRERNE o U0 192.168.0.1 ¢ ©

() wResEeRTE - BREWE -

@ MR AN EERAAREEEEN DHCP ~ EIbEREEE A ES TR L REAFFRAML -
SAEEELER IP IHEARTE DHCP {3t&E&EH o

6. EEREMEHRNVEIRFER  FREFEMENEMN ME1EERK) BRPIIRE -
EF#HE (CIDR) XFHIEA « WAL EARIEH B R 74K - IRAZEFHER - IF2EERE -

@ MR EIRMEIRAERGEEEY DHCP ~ WEILEEE(E « A E SRR ERESFFRAAL -
SRFEEEER] IP (IUEF7E DHCP {iitEEH o

° FEFREEE * | $1? StorageGRID FEFEEE ~ MNREVIRLIERKEF StorageGRID FEAEEZHEER
REESBA « BIESATEIL Grid Manager $:E5 5 1RFRE o ENBRARIT TP !

a. EMRBIEAKE | ERAREZRREND « BEETNAER | M [ ENRK | - EMREKTETER
BRI o

FEEVIHAESR | SREAHRR [ EEAEAERS | MR AEERIAEE o

BEENINRESR | SREAHER [IP ABAE | ME%E RRFRAVARERE o
IREIEHE ~ A%BE—T ThERE -

€. 7£ Grid Manager H : UNREGELF7E Approved Nodes FRH ~ 5 ERENE, ©
f. % TPending Nodel (HERIEIRL) RIEPEIREGR o

0 EEEHLEFHIRE Pending Nodes (HHEBERIENZL) BEF o

h. HESISA R EBE R - MEZEAEE NPAER EE HEATRMNEN - MFESEM 5
SREAEEREN LR RMEERA -

7. NRCERE PR ERAIA P IR « SAREEWNIENEMN [ARIRER BERTHRE - MREKRERR
IR « IFERE MATREZR - METNARRMTERFE

° FEFSEE * : ¥1? StorageGRID FEFREE - INRATAN R LA AR StorageGRID FEREEZERER

o

a o

a. SMREIEARE | ERAREREEND « EINAER | M [ ENREK | - EMREKTETER
D EERIBFRE o

b. SEENINAER | REAR, [ RS | LRYABEE R ©
C. EEEVINAER @ SRTEARK [IP 48R | M5 RE RUAR BYARES o
REEE -~ ARE—T THB%EE -

e
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€. 7 Grid Manager / : ¥NSRE12L%!1E Approved Nodes RH ~ s5E R EIEY o
(HERVERRL) RIEPEPRETES o

f.
g

¢ TPending Node]
FRFEIRNERHIRTE Pending Node

. SRIEAI R E B E RV o [CEZERE NPZEA
BRRENZEEEERA o

8. #—T#F - AREREEERE MENERL JBE -

NetApp® StorageGRID®

Install

O—0 00

Llcense

Summary

Grid Nodes
Approve and configure grid nodes, so that they are added comrectly to your StorageGRID system.

Pending Nodes

Sites

Grid Network

Grid Nodes

(FERVENRS)

=Eoo

JHEH o

&) HEELEAK

NTP

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

_ Approve | X Remove |

Q

Grid Network MAC Address Il

f6:8a:36:44:c4:80
46:5a:b6:7a:6d:97
ba:e5:f7:6e:ec:0b
c6:89:e5:bf:8a:47
fer91:ad:e1:46:c0

Name I
dc1-adm1
dc1-snt
deci-sn3
dc1-gwi
dcl-gw2

Type 1]
Admin Node
Storage Node
Storage Node

AP| Gateway Node

APl Gateway Mode

0. HHLERENSERTEMBER - ERTEH 1-8 ©

Platform i1
CentDS Container
CentOS Container
CentOS Container
CentOS Container
CentOS Container

RENEN - WEEZEN 57

DNS

Search

7

Passwords

Q

Help ~

Grid Network IPv4 Address +

10.193.204.43/24
10.193.204.44/24
10.193.204.46/24
10.193.204.47/24
10.193.204.98/24

,wld\’E*E/E":H%EPFEﬁ-ﬁEI’JFﬁEEﬁEE g~ ERIMER—T HEE) BEEER MRE) Za) - BREREILE

ERENERERRERMNAS B THERER - AR

10. SERABMSERRERIIZETR « 55

—TF I'F—#,

o

7€ StorageGRID FY NTP {alfR2ssF4RE 1)

BEARUN{AIFEE StorageGRID Z4EHY NTP 4BAER

FEYW o

AERRRERBEE « KRS

EF 3 EHES

BE
100

THREE ©

EMILESNS NTP AIRR B ZE o

sl ~ UEREAREREARESS ESITRIEER
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FEEIMNEINTP AR TTIE IEE B 4k StorageGRID HIZREERF « 55777 Windows Server 2016 Z A1
CD AIWindowshikZs_E{EFAWindows Time (W32Time) RRFS o Rk Windows _ERIRFREIARFS A 50%E
B « Microsoft Az $B1f StorageGRID HEXREEHIRIEHRER o

SMER NTP fElARZS S R eRita/kEE NTP AEAVEIRIfER -

@ ERERFET - BRIRERAKIRERA « XM AM—M NTP FEIRSSER - SFREEE/VIUER
MM ABER SN B IR AEER AR T —1E NTP {AARSES ©
EEIEE NTP AR BN « Al TYIF8 ¢
TER
1. £FARES 1 ERMRES 4 XFHIRD ~ I5€ =/ I9E NTP EARESAY IP {irdt o
2. NEME  FR—TRE—EEBE SN - UL ELARSIER °

NetApp® StorageGRID® Help ~
Install
6 6 0 0 7 ;
License Sites Grid Network Grid Nodes NTP DNS Passwords Summary
Network Time Protocol

Enter the |P addresses for at least four Network Time Protocol (NTP) servers, so that operations performed on separate servers are kept in
sync.

Server 1 10.193.204.1
Server 2 10.193.204.1
Server 3 10.193.174.249
Server 4 10.193.174.250 o
oo | I EE
3. #—TF MF—b)

157E StorageGRID {9 DNS {AlfR2ssE4HE 1
BEARUN{AIERE StorageGRID AY DNS falRSS ©
R JBIETE StorageGRID Z#%H) DNS Bl ~ 7 RefE R 14 B IBMIE IP (i R7ZEIMERRIARES ©

$57E DNS AR E M AR FERATEMAIN 2T (FQDN) 28 « MIE IP A iZNE FERHEFA
NetApp AutoSupport ® L& ° NetApp ZEiZIeEE /D MEB DNS {AlARSS ©
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(D omeuEmONSAIRSS « LUSSELSATEEMRPER « BAEAHER o

HZ15TE DNS ARSI E ~ BT FIIPER

\F
4

5
1. TEREARES 1 XF5RF « $5%E DNS EARA3AY IP fuit o
2. MARE « FR—TRE—EEB SN « LINEEZ @RS o

NetApp® StorageGRID® Help ~

Install

o6 0 0 O

License Sites Grid Network Grid Nodes NTP DNS Passwords Summary

Domain Name Service

Enter the IP address for at least one Domain Name System (DNS) server, so that server hostnames can be used instead of IP addresses.
Specifying at least two DNS servers is recommended. Configuring DNS enables server connectivity, email notifications, and NetApp

AutoSupport.
Server 1 10.193.204.101 »®
Server 2 10.193.204.102 & X
(e IE
3. #—T I'F—%.

57 StorageGRID MY R4 ZH5

BEAR AR BB 8 E EIRECE 25 Grid Management root fEFAE G HR(FE
StorageGRID Z#MZZE ©

EE2H A FRIRE StorageGRID RMLEHITH « BIRER THITERET !

TR

1. 77 TEREEEENE] P~ BAEE StorageGRID RGAAEIRIEFMRENE RECEZN o« SRZEL MM
SCERULZRDE ©

2. FRAERLERNT - ENAABREERS

3. 7£ Grid Management Root User Password (B8 BIRIRERAER) P~ BABIBEUES root (FHETEE
Grid Manager °

4. EFREDIREREENET ~ EMEA Grid Manager 555 ©
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Install
O © © 0 © o :
License Sites Grid Metwork Grid Modes NTP Passwords Summary
Passwords

Enter secure passwords that meet your organization’s security policies. A text file containing the command line passwords must be downloaded
during the final installation step.

Provisioning ssssEEen
Passphrase

Confirm (ITTITT Y]
Provisioning

Passphrase

Grid Management sssseEEE
Root User
Password

Confirm Root User ssssseee
Passwaord

W Create random command ling passwords.

o MMREAT HISERE DR EE B MR EANE  SERUHEN BB < BT BE -

EIEVERSES « AR 258 - B—REABMEN - IRTBEMARE - a5 root 3¢
admin TR P FEGEMSENRS « SEEUCHEI MERRTREREIIEK < FIEN) EE -

£ Summary (HE) HEELEZ Install (F3E) B> RFIERETEH Recovery Package
@ X1 (sgws-recovery-packageid-revision.zip) ° AN BTFHILERABETTRZE
3%t o FINARFNZIEGHIZTE Passwords. txt BEEMEEGEZEFEES o

6. #%—T I —%,
1 EH4ERE I SR StorageGRID &4
BEAR AN BRsR AR 4B AR R ~ A5ERY StorageGRID ZEERRF o

= THARZRIEFTT  SAFARRCHAREREN - FRETITER

B
1 BREEEE -
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Install
License Sites Grid Network Grid Nodes NTP DS Passwords Summary
Summary

Verify that all of the grid configuration information is correct, and then click Install. You can view the status of each grid node as it installs. Click the
Modify links to go back and change the associated information.

General Settings

This is an unsupported license and does not provide any support entittement for this product.

Grid Name Morth America Modify License

Passwords StorageGRID demo grid passwords. Modify Passwords
Networking

NTP 10.193.204.101 10.193.204.102 10.193.174.249 10.54.17.30 Modify NTP

DNS 10.193.204.101 10.193.204.102 Modify DNS

Grid Network 10.193.204 .0/24 Modify Grid Network

Topology
Topology MNew York Modify Sites Modify Grid Nodes

dcl-adm1  dcl-gwi1 dctgw2 dcil-sm1  dci-sn2  dci-sn3

o I

2. WRFTAMIAREMERES o B EE) BELN 5 B4  AEE SRS o
3. f—TF %) o
ISR ERBERE A RS AR « BUE/GE—T T8 B « SBkTERmE S
()  BUmTARRER - MBBEEE -« FRECRBAAERN T AT ST o 1
FEEEH S0 (ERERRRE) o
4 f— T THIEEL -

ELRIBREAMBINEEREE > RRSRTETHIMERG O WHDERIEARIE XA (.zip
AR - MBATH MREEM ER « UET NS EERERKERIRE StorageGRID #4% °

SRCAILBEERAR (zip ~ ABRRERFEEMEZEZBEB/IE

@ HAREMEEMHER - BAHEHPE IR ARWEStorageGRID ZAMEUSERIBINNEZ L 5B

2 o

5. RE [REMY THLSBEEEEER B  AEE—T T—5) -

321



Download Recovery Package

Before proceeding, you must download the Recovery Package file. This file is necessary to recover the StorageGRID system if a failure
OCOUrS.

When the download completes, open the zip file and confirm it includes g "gpt-backup” directory and a second zip file. Then, extract
this inner zip file and confirm you can open the passwords.td file,

After you have verified the contents, copy the Recovery Package file to two safe, secure, and separate locations. The Recovery Package
file must be secured because it contains encryption keys and passwords that can be used to obtain data from the StorageGRID
system.

€ The Recavery Package is required for recovery procedures and must be stared in a secure location.

Bownload Recovery Package

[T | have successfully downloaded and verified the Recovery Package file.

NRLEMNTETT  RIEHM [ZERE BE - LERSHEUSEERNRNZEERE -

Instataton Status

Wieceasary, you may & Dovnload Fie Recomry Package fie again

Haime I Site i1 Grld Natwark Pvd Addiwss ¥  Progmss It Stage
deraomt sua 284218 D 5oty sorces
st siat 2 16421621 I
detat Site 172164 21T ™M Waiting for Dynastic 1P Sérvice pears
detsd Sited 1T 16421821 [ | E:Lﬂ:iaﬂmg hotf: fram primary Admen if
s Sie T 5 s:emu::u.:;g ot o peimary Admen i
kA Z3 |3 < = HE ESL . 2%
2 RZEPB AR EERSEL « RARL Grid Manager B AEM® ©

6. LU root FAEZDEA Grid Manager -~ i AIETE LIEHARIIEE HIZRES o

F4% StorageGRID HAY R4 ETE,
BEf% StorageGRID AR ERIRERVAHARIZF ©

RIEENREFHARIZF B AR E S VMware BIRERVFHRIZFE o EHITHREEIREA AR Z AT ~ (AR FTFHARFR
BEEH LR RPM 185 ~ AR A BEEIR GUI ITHR ©

[root@hostl rpms]# rpm -Uvh StorageGRID-Webscale-Images-*.rpm
[root@hostl rpms]# rpm -Uvh StorageGRID-Webscale-Service-*.rpm

IREEAILUEB GUI EEEITHRREE AR -

TR-4907 : {§FH Veritas Enterprise Vault %7 StorageGRID
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€ StorageGRID E1TiH & AR ERB T
BEA# Veritas Enterprise Vault #1A1f8EF StorageGRID #4& S IMEMN T EHEZRIZ o

I4HARISRIIR & NetApp ® StorageGRID ® 58 E 2 Veritas Enterprise Vault 277 B2 ER - ERFthER
BRN(ATE S EkIR1E (DR ) ZEAIFERTE StorageGRID LUEITIEE BIERE o

W

2L

StorageGRID 7% Veritas Enterprise Vault $2{t A& EFE HH S3 AN ZinE (D BAF o TEERPA Veritas
Enterprise Vault 1 StorageGRID 224 o

FILE BERVERS
o )

&
Windows Storage Server

e Mew )
rl/-" EMAILIMEFSADING

g R
sl Exchange

o

HCL Doming
\_' hed

T |; torageGRID" '

Veritas Enterprise Vault™ 53 Primary Storage

B+ COHTENT _\_\I
SOURCE
O GO

"_-.Gﬂ?
o9 = - O
I\-ﬂ@lﬁv"‘_;,

fAIEE AR B EL M E
EERABRA RS ~ s5IRE TFIX 4 / S48t
* NetApp StorageGRID XX #H(y hitps://docs.netapp.com/us-en/storagegrid-118/

* NetApp StorageGRID EXF https://docs.netapp.com/us-en/storagegrid-enable/
* NetApp EmmXH https://www.netapp.com/support-and-training/documentation/

5% TE StorageGRID #1 Veritas Enterprise Vault

BEAZUN{AIE{E StorageGRID 11.5 L{_ERRASH] Veritas Enterprise Vault 14.1 LA _ERRZASRIE
Z4HRE ©
I<4BREFERILL StorageGRID 11.5 #1 Enterprise Vault 14.1 A o §H S3 #1484 « StorageGRID 11.6 #

Enterprise Vault 14.2.2 s8EY%IE (WORM ) #BXFEERE—RBEA - MFELEEANFMAEN « F2H
"StorageGRID X 4" BEHEHBH4& StorageGRID &% ©
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https://docs.netapp.com/us-en/storagegrid-118/

%% StorageGRID #1 Veritas Enterprise Vault %R &4

* TE{E M Veritas Enterprise Vault 525 StorageGRID Z i ~ s55cHEER 7! SR I& 14
@ i WORM f#fF (MIF8HE) - RE StorageGRID 11.6 HE RS ©
* B%4E Veritas Enterprise Vault 14.1 S{E#hRZs o

@ i WORM 7 (¥)F8HE) - RE Enterprise Vault 14.2.2 hREUEHTHRES ©

* BEEVERMRRAREFERENERHRREHETE - NFEFAEN « 55268 ( Veritas Enterprise Vault EIE

r) ©
* BRI StorageGRID 5 ~ FENEIE « MESIRAATEE o
* BRI StorageGRID &#F#83iHE (HTTP 8 HTTPS) o

* MBFHABEZEENEE  551F StorageGRID B2 ER CA REHIEE Enterprise Vault {EfR2S © W55

B » 52 B "Veritas HIFHEXE" o

* B ERA&RH Enterprise Vault 4HR8HE2E ~ LUBUASZIRRIRETERER S 2 ~ HI90 NetApp StorageGRID ©

WMFEFME » sF2REA "Veritas FHEXE"
& Veritas Enterprise Vault 52 € StorageGRID
HEZ{EHA Veritas Enterprise Vault 5% StorageGRID ~ 5F#iF N8R -

HER
1. EX&h Enterprise Vault Administration 5 o

a Intnrpme dauk
b Fis Acson View Fesontm Togh  Window Halg

== 8@ o E B s B
| 3 Comuie oo F—
Bl Ftergroa it I} Dinciemy o SCEVSES
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3. REBIEDBAIEEEEITIR/E - WMAFEE THININEERD « ZEY NetApp StorageGRID (S3) o #&—

T I'F=#.

Mew Partition >,

Enterprise Vault can create a Vault Store Partiion on vanous types of
storage. Clidk Help for more nformation.

Stowage bype!
NetApp StorageGRID (53) ~
Storage descriphon:

e
stevage.

VERITAS
For essential information regarding the support of these devices, see
the Enterprse Vault Compatibility Charts,

4. BUBIZER TER S3 M SHER BRHATETE WORM 83 EIR - #%—T F—5
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Mew Partition x

How do you want Enterprse Vault to store data in the Netipp
StorageGRID (53) budker?

[Cistare data in {ORM made using 53 Obgect Lodd
Cick Help for more information

ot [ ] [ on | | e |

5. (IR EELL - SR THIE :
 FFESHAID
© WEEDRE
© IR LA | RIRESTE StorageGRID FRREMEMTHSHE (LBE) S (BIN : hitps :

<hostname> : <LBE_port>)
o BTRE4ATE | TALEIUMBIZETEERTE o Veritas Enterprise Vault A E I BTES ©
o BPRR&EIY : us-east-1 ATERE

MNew Partition x
NetApp StorageGRID (53) connection settings
Setting i Value .
) Access key ID SKAZXHHIS08932...
Y Bucket access type Path
3 Bucket narme object-lock-exam...
£ Bucket region us-east-1
&5 Log level Mo logging
£ Read chunk size (MB) 5 -
[ R | [ e Modfy
Descripbion
VERITAS Enter the gesgrashical regan where the budket s ceated,
= G | [
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6. FEBR:EH StorageGRID ATRRRVELR  sFIR— AR o FEDERRIERT) - B—THE « ARET—F -

Metipp StorageGRID {53 connecton setings
| Setting Value A |
| &% Access key ID SKAZXHHIS0BS32-

Enterprise Yault >

o Metdpp StorageGRID (53) connection test succesded.

< ack > Conced Heo.

7. StorageGRID ~324% S3 B2 ° 27 (RELHIWIM « StorageGRID EAEALERBEMERE (ILM) R
RUSRISE BRMRET 5 - SEEARIHBRARS o I [RFER) £ MEREERTFER) 28R T
—% o

MNew Partition x

Enterprse Vault seores the archived items n the 53-compliant
storage at the monfigured sEn ntenal.

(C) When ardhived fiies are replicated on the storage

{8 When archived fles sxst on the storage

Confioure partion scan nterval o 60 = minutes

VERITNS

<sack || mext> | = cancel Help

8. HHERE LA « ARE—T Ty o
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New Partition x

You have now entered al the information required to create the new
Vault Store Partition:

Vault Store Partrbon A

Hams: storagegrid

Description: Partibon of Vault Store FEAVSPer{

Storage: Metdpp SterageGRID (53)

Service host name: hitps: [fegsltl-gd 1.spdemo.neta

Buciont riame; obrpect dock e xample

Bucket regon: et

Bucket access type! Path

Storage clase: 53 Standard W

VERITAS . :

Click Finsh to oreate the new Partition.

<g [ooen ] | conce rep

9. INEIHFHMERHRERAERENEIE 2% « BRI LU StorageGRID #iA X E(#77:8% « 7 Enterprise
Vault FEFHE ~ BREMIESER o

Mew Partition X

The new Vault Store Partition has been successfully oeated and s
ready for use.

VERITAS

| e

#%f WORM {#77:%E StorageGRID S3 #1484 7E
BEARANMRI{ER S3 ¥ HE AR E StorageGRID for WORM E1Z:& ©
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8% StorageGRID for WORM f#1Z:2 &N E(& 14

HH WORM {#7F:%f% « StorageGRID /8 S3 ¥ EERFEZBMHUR S IERERK © 5FE StorageGRID
1.6 HESHRE ~ HEA53ET S3 ¥ HETERITRS (R © Enterprise Vault thEEE 14.2.2 iRELFEHhRZS o

X E StorageGRID S3 ¥4 #HE A ITRS IR E
AERTE StorageGRID S3 ¥ HEFRRAITRSARE ~ SBFem PR

1. 1£ StorageGRID fA R &322+ « B —(EITEE « ARIZ—T TER)

Create bucket

o Enter details

Enter bucket details

Enter the bucket's name and select the bucket s region

Bucket mame ﬁ

ul:lm*:l-lal:l-.—:-ampll:'{

Reglon B

Lis-aa%t-1

2. FEEY TRUFS S3 WM HTE. IR ~ ARIE—T TEIfEEFREl o
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= o -
t’__J Ente tetails o Manage object settings
M 1

Manage object settings

Ohject versioning

Enable object wersioning If you want to Store every Yersion of each object in This bcket. You can then retnese previous versons of an

object as nesdad,

n Oibgect versloning has been enabled automatically because this bucket haz 53 Object Lock enabled

53 Object Lock

53 Object Lock allows you to specify rétention and legal hold settings for the objects ingestéd into a bucket, if you want to use 53 Object

Laeh, Yol must enable this setting when yau creats the bucket. Yau cannat add or disable 53 Object Lock after & buckst ks cieated

1T 53 Object Lock Is enabled, object versioning it enabled for the bucket automatically and cannot be suspended.

Enable 3 Object Lock

330

THE1R © SAEEITRELUGRATRSEEIR o RFY [ S3 ¥ IHE) THITUEE -



baper abpei-lock-snample
Regiom us-east-l

3 Ofibect Lach Enabries

Dl cressed: 20T 0G-34 FAAA5 PET

Vi Duchet corfey il &1 Cormgie E
Budeet options Bucket access Platfonm services
Canskstency level P alferriesis-wr i | de L] (¥
last aoess fime updates Dbl w
Dbject vervioning Enatriest v
53 Object Lock Enabiisd "~

53 Digect Losth slbawes yiris B s iy remsemsdion oriel iegled B ki sediie g for the ofSbects mpesied avima bucket. i viu mantiooes 53 0bpect Lad b, vhm mrst enpbis {1y seming whes, yoiosamie the bscke. Yoo Gennol malie s
il 53 Thiet Lok irfter i o b crsaind

D e 50 Dt Lok i enabled 1 ucken, pludae't dnahile . Vo 5% 0 Ge'| Suspeand GRjecT seriboning v i1 buckit

£1 Dject Lok
Eraliled

Uetmiilt retetion )

i8]} Cusatie

Enptie

4. 12 TFERREE) T Bl TRA) ~ UHFERREHHERS 1 X - R—THEEE -

53 Object Lotk Emabird "

3 Denjeet Lok v e o Spee iy eeterme and bl ol sttt e byt ngeled Intm ket 1 e et A e 58 DRt Lok, el it s b s setting when wiu Orest =T bk, S canng enable ar
e S st Lok 2Ber i bughmt [ cimate]

W AP 53 Ot Lt oo ou i usciert, bl CarEaREaibn 1. S0ud B0 CR0°T 1005 00nd ohbCt s g For Tha Buikal.

53Dl Losch
Enabrled

Owleti retertion @
() Desbile

W) Enstie

Ottt retentinn modi
Camplanie
W e st maryiie e el g w ihzrmrg fhia yeniio parisd
Ontalt refention perind @
1 Dy hd
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in%
1. EEAEHPNPSE 1-3 ~ "BEAHEE" BERAEERE EH S3 YWHHEERERHER WORM #H3() EIE -
¥B—T I'vF—4%)

Mew Partition x

How do you want Enterprise Vault to store data in the NetApp
StorageGRID (53) budket?
[~1Etore data n WORM mode using 53 Object Lock|
Chck Help For more information
VERITAS
< gack Cancel Help

2. B A S3 Bucket FHEARRERF « SATSMEA B S3 ¥4 ETERIREINGEN S3 HIEERTE -
3. B EAR LU B R ER T
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[ "StorageGRID X 4" HE S H#4& StorageGRID #X ©

8 Veritas Enterprise Vault 52 & StorageGRID HI5 R4
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%7 StorageGRID it & A$ETsE
EERTE StorageGRID A FEEME « ETRH TSR |

1. BERFEML AW IEHRELSE StorageGRID ~ sARESAAE (HA) Ef4H - 1 StorageGRID Grid
Manager 7TE (GMI) -~ ¥Z—T4HRE « SIRERFAMN + &z -

[Vertas/Veritas-cree-high Availability 4H]

2. WAFTREN o #—T [ Select Interfaces | GEEN/TE) - RRMALLS 1 MiLE 2 AUERNE « HPh
81 (X2ER) REANIELS - EE—EFHERPIEIKES IP (it o F—TFH#7F -

Edit High Avallability Group 'site1-HA'
High Availability Group
H ATt T -HA,
Drezcrplion £il8 1-HA
Intertaces
Select nberfaces o MOiESe N Ihe HA group, A mieraces must be o e Same nebw ok subnet

Selel mbertais

Mode Name Interface IPv4 Subnet Praferred Mastar
SITE 1-ADM1 sth2 0E 024 L]
SIME2-ADMN wth? )5 24

Dinplaying 2 imterfaces

Virtual IP Addreases

Vimual P Sutnar 10 103 205 V24 AN vrtual 1P addrasEas MUl b within s sutnet Thars must ba ol
et 1 @nd no mohe man 10 vifual [P addretset

Virtual IP Addrets 1 -'(5 a3 +

3. WEEHE IP (VIP) fiitFEETE Veritas Enterprise Vault D EI@4HASEARS AR S3 42 FEARRTH o VIP fiL
HERTARAR RN G 1 BORE ~ MTEEE 1 BEEHAR « VIP (It EEEMt R EMRAEIILEE 2 o
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Storage Pool Detaiks - sited

Biades lHilicked A Llssgge

Humber of Hodes, 4
Storage Grade: All Sinrage Bindes

s Fams
STE1-53
BITEY-S4
SITE1-52
SITEY-51

Storaga Pool Detalls - sited

Humiser of Nodes: i
Sterage Grade: A6 Slorage Mk

Hade Hams - Sinm Marw Wsed (%) O

i
S[TE2-3 HTEQ ule i
SITE3-&4 ST DM
SITEZ-S3 SITEZ D434a%
SITEZ-54 SITEZ L%
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* B¢ Veritas Enterprise Vault 23X E I « StorageGRID TR —EERHEFEIES 1 - 3—@E DR
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@ EmiE4EREE Veritas Enterprise Vault #32EREHY o S3 InEh - BTfes il « FENE RS IEEEHE
[ o R EFBTE Veritas Enterprise Vault DEN&E R S3 HLFEE ©

334



Vi

1ZEY StorageGRID :H{HLERRERY L B

AETEAIRE NetApp S1FRY NetApp HEA S ~ S1EBHMEBERR o

sEIRA

1. ERENEEEFIMAE MRS "NetApp 2" o
a. SHFEE MR ERAMBIARAEA ©
b. IIREERKBIRF > FHRELHKRBEA » ABEET—F -

2. BAUSFRIMIIRRS) « RENERREAE NEERR) - BREEM  FR—T "EREEEEEREF
By T 24 o

3. BB THEMRIE (EAERERER o

4. 77 TER) BEAH - BT . THNIRAFEFEHHMILE _ CHEFIMAMIE _ - RBEBERFEITH
StorageGRID sF{HEES © |

a. &5 NetApp RESABRIES « ZABEZRCEFICEESR o

T & StorageGRID

1. EENRERCBETRILEZE - NetApp TEASREBEFHHBENCEIRFERER T EERR®E
HVfE -

2. & "StorageGRID FH{L#rpa"

@ HARIZHERERAIN zip 182 o 1EREBFEEEN% StorageGRID-Webscale - <version>
vSphere\NLF000000.txt °

TEHHRER—ERESY - EERNEZEREEER - UNSERENX - A THFREREBE - £/
B RFRIUNRA WRRSIRERA « A SEISEFEUE - BEIRIEFA BN IFIHERE ERERIEX
fracix « AR AEESPREMFIPIERENFREIGE -

@ BRdt MEXIEZERMAE MASHY StorageGRID ~ ERZHMRIAESENIRE o FHXER
*BRIEBERRAMREIENFERE « TRIFRM ;- -

WA Ll ERAIERIRERE ~ sBHf4S StorageGRID.Feedback@netapp.com ©

335


https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
mailto:StorageGRID.Feedback@netapp.com

NetApp StorageGRID ZB3% 4K
ISA LTS48 B — 1R #%/9 NetApp StorageGRID ZF3%&4 !

* 2024 %£ 2 B 16 H : "StorageGRID 11.8 7} : HaRMZ 2 55 M H1 (5 &L
* 2024 F2 H 16 B : "[EE7743 StorageGRID 11.8"
* 2024 &£ 2 B 2 B : "%k StorageGRID + LakeFS iR A /"

2023%F 128128 :

"StorageGRID FHIEEE RIS © Dremio BT LE Apache Hive 1# 23 {Z"

* 2023 & 11 B 7 B : "SPECtra Logic on -Prem Glacier ¥&fc StorageGRID"

* 2023108178 :

*2023F9H1H:

* 202388308 :
* 202358168 :
*2023FE 58168 :
* 2023 3H308:
* 202338308 :
* 20233814 H:
*2023F 28148 :
202318188 :
*2023F 181608 :
*2022F 128608 :

* 2022 11 B 23 H

*2022FEMMB7H:
*2022F 108508 :
* 202210858 :
*2022F9H 268 :
* 2022 9H 198 :

*2022F9H18:

* 2022 8H23H:
2022 8817 H:
*2022F8H16H:

*2022F8H5H:

*2022F7H268:

*2022% 6 H9H:
*2022F5H 26 H

336

"4 487 Hadoop : F|FE Dremio #1 StorageGRID & &Rl HHIRAL"
"FA Cloud Insights {8 Fluent (7oA E51% R UK EE ST 82"
"Amazon S3 {EEZRMNZREIRETEM% GA"
"/148 StorageGRID 11.7 #0129 All Flash #1775 SGF6112"
"StorageGRID )4 F R FIHVFTHAE"
"R Amazon S3 Alpha hRZs£2 StorageGRID BYZ24ERE"
"{#F BlueXP LA 3 ¢ 2 1 1 BUEDRREIZ{RE Epic EHR"
"MEIERE 3 1 2 1R ~ EAE a2 R HED Epic Systems EHR B} E"
"5 /] ~ B~ FHRMAR EWAMLELRERL 2"
"StorageGRID S3 ¥4 EHiBEEsE ~ BN Veritas NetBackup"
"StorageGRID FE#T NF203 £2 ISO/IEC 25051 JEFREERE"
"StorageGRID 7§ KPMG AR B1E0:8"
. " NetApp # Modzy #fif#2 {89 MLOps 2RzRAF Al"
"StorageGRID #1 ONTAP S3 % 1E | =2 ~ tfBUBFES"
"NetApp Cloud Insights #Ti% StorageGRID [ElE&&RIK"
"¥ StorageGRID for Snowflake ERIEKIFRTE"
"# A IRFS L FER Y NetApp StorageGRID"
"StorageGRID #J DatalLock F1¥hZREnFE(RE1B"
"SR PRSI M A B R E"
"{f StorageGRID 2B ERIE R
"—ERIEMI I TE RS, .. RRARENEAEITE S3 RELELRR"
"#& StorageGRID EARHMRIAHS elk HEBEES « LUEHA R PR
"NetApp StorageGRID E{S@BRARELEFE"
"&E& StorageGRID B&sd S EB AR EZNRE K RBE"
"f5F Cloudera Hadoop S33&1%23StorageGRID & Hc A"
. "StorageGRID : #FREEANIHBERMDEERTELR"


https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-8/ba-p/450762
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-8/ba-p/450762
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-8/ba-p/450762
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-8/ba-p/450762
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-8/ba-p/450762
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-8/ba-p/450762
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-8/ba-p/450762
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-8/ba-p/450762
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-8/ba-p/450762
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Spectra-Logic-On-Prem-Glacier-with-StorageGRID/ba-p/448686
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Spectra-Logic-On-Prem-Glacier-with-StorageGRID/ba-p/448686
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Spectra-Logic-On-Prem-Glacier-with-StorageGRID/ba-p/448686
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Spectra-Logic-On-Prem-Glacier-with-StorageGRID/ba-p/448686
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Spectra-Logic-On-Prem-Glacier-with-StorageGRID/ba-p/448686
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://www.netapp.com/blog/bedag-storagegrid-story/
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94

* 2022 &£ 5 A 24 B : "FIFA NetApp # Alluxio Dt TIE&FHIRKL"
* 2022 £ 5 H 10 B : "FEEEERZER StorageGRID HR{EHE T A"

337


https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876

NetApp StorageGRID ZE X4

&R LATEStorageGRID E421% B & {EINetApphR A FEEE S F -

* "StorageGRID FEFREE"
* "StorageGRIDERAE 11.5 - 12.0"

338


https://docs.netapp.com/us-en/storagegrid-appliances/index.html
https://docs.netapp.com/us-en/storagegrid-appliances/index.html
https://docs.netapp.com/us-en/storagegrid-appliances/index.html
https://docs.netapp.com/us-en/storagegrid-appliances/index.html
https://docs.netapp.com/us-en/storagegrid-appliances/index.html
https://docs.netapp.com/us-en/storagegrid-appliances/index.html
https://docs.netapp.com/us-en/storagegrid-appliances/index.html
https://docs.netapp.com/us-en/storagegrid-appliances/index.html
https://docs.netapp.com/us-en/storagegrid-appliances/index.html
https://docs.netapp.com/us-en/storagegrid/index.html
https://docs.netapp.com/us-en/storagegrid/index.html
https://docs.netapp.com/us-en/storagegrid/index.html
https://docs.netapp.com/us-en/storagegrid/index.html
https://docs.netapp.com/us-en/storagegrid/index.html

PNEXLE
SRR - BN - SRS TR -

R

"https://www.netapp.com/company/legal/copyright/"

L

NetApp - NetApp 12555 NetApp EIZEE 5 HBIZEEZ NetApp ~ Inc. BIFEIE - Eth AR B EmATER]

FERHEBFIEENER o

"https://www.netapp.com/company/legal/trademarks/"

=F
S NetApp FEASHITAE « ASM :

https://www.netapp.com/pdf.html?item=/media/11887-patentspage.pdf

[RALAREESR

"https://www.netapp.com/company/legal/privacy-policy/"

FR e
BAERIR AR NetApp EASFRER Z /1B iR BRIV B AR o
https://library.netapp.com/ecm/ecm_download_file/2879263

https://library.netapp.com/ecm/ecm_download_file/2881511

339


https://www.netapp.com/company/legal/copyright/
https://www.netapp.com/company/legal/trademarks/
https://www.netapp.com/pdf.html?item=/media/11887-patentspage.pdf
https://www.netapp.com/company/legal/privacy-policy/
https://library.netapp.com/ecm/ecm_download_file/2879263
https://library.netapp.com/ecm/ecm_download_file/2881511

RRIEE

Copyright © 2025 NetApp, Inc. FRTEFRE o GEEIR ° IHEREFMB ARASERET » MERARERE T
Eg&ﬁ%ﬁﬁu&ﬁﬂ?ﬁﬁ&ﬁﬁ % (B ~ EFTEm) B8 aiEFH - 8% - REREEEEFRERSR

9 NetApp hRIEERHTHRZ SRS RET FIIIREN REEHHH !

LEEREELA NETAPP TRER) 21 » AREAAREETRAVER » SEEFRNAERESEERREENEREZ
R > LB - RMEAIBERT > EREENRSENEMER EEEZEZIE « BN - MBI « 155k « &
SEFHTEMIRE (BEEFRRENBEMmIBRTE 25K ; £/ - BRSFIE LRRX | NEEEEDE) - &
it £ AL BE R LUE RS TUFREE A ~ BEESRIETS (BB EM) F75HE > NetApp AR
88 IMEERSNAERNIEZEFEZAREMSETRA o

NetApp 7 & FER £ B APt 2 (R R E BRI > -OARS1TEA o NetApp FEERERERAX PRtz EmimE
EREEET » FRIFEFIELEE NetApp EEHFEE - EANBEILLERT A EEREEMEFE « HIEESER
Hth NetApp & =M ERERIIET FERIRME

AFEMAFz EmZE—IE (8) ULRNEEFF - BSNEFISEREFREFFRE

BIRHERIEREE © BUTHRAIRIER « BRI AREEES DFARS 252.227-7013 (2014 £ 2 A) #1 FAR 52.227-
19 (2007 &£ 12 B) mfy TEMTERER) - JEmEIBERL & (b)(3) /N&RFFk Z PR ©

IEEFrE BN EEERN / WEERY (W FAR 2.101 FAER) HERISA NetApp, Inc. FiF © iRIBEA GRS
HBIFRE NetApp FMTERMEREREEBREHENE » TEXZHMALERE - ZEBFHNZERAS
JEERE ~ JFEGE « JFEIRE « 21K - BRARAMIENERER » ERNERBFASHIEERAISAFRAR
2 #E > WEREBITZENZENATER © IRIEAXSBERE » BRIEKRL NetApp Inc. EFIEEFTH » ~F
E1TER ~ 185 ~ ER B~ BITRETZER - ERIBNTE FREIFE 25T ol #F > ZE A DFARS R
252.227-7015(b) (2014 & 2 B) FritER] o

AR E

NETAPP ~ NETAPP 125§ http://www.netapp.com/TM Fr5l| Z {25192 NetApp, Inc. BIFEIE o SXHFRH R RFR
BHMARANERLE  MAHSEMEENERE > REEIE -

340


http://www.netapp.com/TM

	StorageGRID 解決方案與資源 : StorageGRID solutions and resources
	目錄
	StorageGRID 解決方案與資源
	存取 StorageGRID 評估軟體的步驟
	註冊帳戶
	下載 StorageGRID

	已驗證的協力廠商解決方案
	已驗證的協力廠商解決方案：總覽
	StorageGRID 12.0 經過驗證的第三方解決方案
	第三方解決方案已在StorageGRID NetApp上驗證
	第三方解決方案已通過StorageGRID 物件鎖定驗證、可在不含物件鎖的情況下在
	StorageGRID 支援的協力廠商解決方案
	StorageGRID 支援的關鍵管理程式

	StorageGRID 11.9 驗證的協力廠商解決方案
	第三方解決方案已在StorageGRID NetApp上驗證
	第三方解決方案已通過StorageGRID 物件鎖定驗證、可在不含物件鎖的情況下在
	StorageGRID 支援的協力廠商解決方案
	StorageGRID 支援的關鍵管理程式

	StorageGRID 11.8 驗證的協力廠商解決方案
	第三方解決方案已在StorageGRID NetApp上驗證
	第三方解決方案已通過StorageGRID 物件鎖定驗證、可在不含物件鎖的情況下在
	StorageGRID 支援的協力廠商解決方案
	StorageGRID 支援的關鍵管理程式

	StorageGRID 11.7 驗證的協力廠商解決方案
	第三方解決方案已在StorageGRID NetApp上驗證
	第三方解決方案已通過StorageGRID 物件鎖定驗證、可在不含物件鎖的情況下在
	StorageGRID 支援的協力廠商解決方案
	StorageGRID 支援的關鍵管理程式

	通過驗證的第三方解決方案StorageGRID
	第三方解決方案已在StorageGRID NetApp上驗證
	第三方解決方案已通過StorageGRID 物件鎖定驗證、可在不含物件鎖的情況下在
	StorageGRID 支援的協力廠商解決方案

	通過驗證的第三方解決方案StorageGRID
	第三方解決方案已在StorageGRID NetApp上驗證
	第三方解決方案已通過StorageGRID 物件鎖定驗證、可在不含物件鎖的情況下在
	StorageGRID 支援的協力廠商解決方案

	通過驗證的第三方解決方案StorageGRID
	第三方解決方案已在StorageGRID NetApp上驗證
	StorageGRID 支援的協力廠商解決方案

	通過驗證的第三方解決方案StorageGRID
	第三方解決方案已在StorageGRID NetApp上驗證
	StorageGRID 支援的協力廠商解決方案

	通過驗證的第三方解決方案StorageGRID
	第三方解決方案已在StorageGRID NetApp上驗證
	StorageGRID 支援的協力廠商解決方案


	產品功能指南
	使用 StorageGRID 實現零 RPO ：完整的多站台複寫指南
	StorageGRID 總覽
	StorageGRID的零 RPO 要求
	跨多個站台進行同步部署
	單一網格多站台部署
	多站台多網格部署
	結論

	為AWS或Google Cloud建立雲端儲存資源池
	為Azure Blob Storage建立雲端儲存資源池
	使用雲端儲存資源池進行備份
	設定StorageGRID 搜尋整合服務
	簡介
	建立租戶並啟用平台服務
	使用Amazon OpenSearch搜尋整合服務
	平台服務端點組態
	搜尋整合服務與內部部署彈性搜尋
	平台服務端點組態
	Bucket搜尋整合服務組態
	何處可找到其他資訊

	節點複製
	節點複製考量
	節點複製效能預估

	網格站台重新配置和站台範圍的網路變更程序
	重新部署站台前的考量事項

	將物件型儲存設備從 ONTAP S3 移轉至 StorageGRID
	透過將物件型儲存設備從 ONTAP S3 順暢移轉至 StorageGRID 、實現企業級 S3
	透過將物件型儲存設備從 ONTAP S3 順暢移轉至 StorageGRID 、實現企業級 S3
	透過將物件型儲存設備從 ONTAP S3 順暢移轉至 StorageGRID 、實現企業級 S3
	透過將物件型儲存設備從 ONTAP S3 順暢移轉至 StorageGRID 、實現企業級 S3
	透過將物件型儲存設備從 ONTAP S3 順暢移轉至 StorageGRID 、實現企業級 S3


	工具與應用程式指南
	使用Cloudera Hadoop S3連接器StorageGRID 搭配使用
	為什麼要使用S3A來執行Hadoop工作流程？
	設定S3A連接器以使用StorageGRID Sfor
	測試S3A與StorageGRID Sfe的連線

	使用S3cmd測試StorageGRID 及示範S3在支援方面的存取
	安裝及設定S3cmd
	初始組態步驟
	基本命令範例

	Vertica Eon模式資料庫使用NetApp StorageGRID 功能做為共用儲存設備
	簡介
	NetApp StorageGRID 技術建議
	將Eon Mode安裝在內部部署環境中、並將公用儲存設備安裝在StorageGRID 原地
	何處可找到其他資訊
	版本歷程記錄

	使用elk堆疊進行記錄分析StorageGRID
	需求
	範例檔案
	假設
	指示
	其他資源

	使用Prometheus和Grafana來延長指標保留時間
	簡介
	聯盟Prometheus
	安裝及設定Grafana

	使用 F5 DNS 實現StorageGRID 的全域負載平衡
	簡介
	F5 BIG-IP 多站點StorageGRID配置
	結論

	Datadog SNMP組態
	設定Datadog

	使用 rclone 在 StorageGRID 上移轉、放置及刪除物件
	安裝並設定 rclone
	基本命令範例

	使用 Veeam 備份與複寫進行部署的 StorageGRID 最佳實務做法
	總覽
	Veeam 組態
	StorageGRID 組態
	實作重點
	監控 StorageGRID
	何處可找到其他資訊

	使用 StorageGRID 設定 Dremio 資料來源
	設定 Dremio 資料來源
	指示

	NetApp StorageGRID 搭配 GitLab
	物件儲存連線範例


	程序和API範例
	測試並示範StorageGRID 有關支援的S3加密選項
	伺服器端加密（SSe）
	使用客戶提供的金鑰進行伺服器端加密（SSE-C）
	儲存區伺服器端加密（SSE-S3）

	測試並示範StorageGRID S3物件鎖定功能
	合法持有
	法規遵循模式
	預設保留
	測試刪除具有定義保留的物件

	StorageGRID 中的原則和權限
	原則的結構
	使用 AWS 原則產生器
	群組原則（IAM）
	貯體原則

	StorageGRID 中的儲存桶生命週期
	什麼是生命週期配置
	生命週期策略的結構
	將生命週期組態套用至貯體
	標準（非版本化）儲存桶的生命週期策略範例
	版本控制儲存桶的生命週期策略範例
	結論


	技術報告
	StorageGRID 技術報告簡介
	NetApp StorageGRID 與巨量資料分析
	NetApp StorageGRID 使用案例
	為何選擇 StorageGRID 來處理資料湖？
	以 S3 物件儲存為基準測試資料倉儲和 Lakeouses ：比較研究

	Hadoop S3A 調校
	什麼是 Hadoop ？
	Hadoop HDFS 和 S3A 接頭
	Hadoop S3A 接頭調校

	TR-4871 ：使用 CommVault 設定 StorageGRID 進行備份與還原
	使用 StorageGRID 和 CommVault 備份和恢復資料
	已測試的解決方案總覽
	StorageGRID 規模調整指南
	執行資料保護工作
	檢閱基準效能測試
	貯體一致性層級建議

	TR-4626 ：負載平衡器
	將協力廠商負載平衡器搭配 StorageGRID 使用
	使用StorageGRID負載平衡器
	瞭解如何在 StorageGRID 中實作 HTTPS 的 SSL 憑證
	在 StorageGRID 中設定信任的協力廠商負載平衡器
	瞭解本機流量管理負載平衡器
	瞭解 StorageGRID 組態的幾個使用案例
	驗證 StorageGRID 中的 SSL 連線
	瞭解 StorageGRID 的整體負載平衡需求

	TR-4645 ：安全功能
	保護物件存放區中的 StorageGRID 資料和中繼資料安全
	資料存取安全功能
	物件和中繼資料安全性
	系統管理安全功能
	平台安全功能
	雲端整合

	TR-4921 ：勒索軟體防禦
	保護 StorageGRID S3 物件免受勒索軟體的侵害
	使用物件鎖定的勒索軟體防禦
	使用複製的貯體搭配版本管理功能來防範勒索軟體
	使用具有保護性 IAM 原則的版本管理功能來防範勒索軟體
	勒索軟體調查和補救

	TR-4765 ：監控 StorageGRID
	StorageGRID 監控簡介
	使用 GMI 儀表板來監控 StorageGRID
	使用警示來監控 StorageGRID
	StorageGRID 中的進階監控功能
	使用 StorageGRID 中的 Curl 存取指標
	使用 StorageGRID 中的 Grafana 儀表板檢視指標
	在 StorageGRID 中使用流量分類原則
	使用稽核記錄來監控 StorageGRID
	使用 StorageGRID 應用程式來執行 Splunk

	TR-4882 ：安裝 StorageGRID 裸機網格
	安裝 StorageGRID 簡介
	安裝 StorageGRID 的必要條件
	安裝 Docker for StorageGRID
	為 StorageGRID 準備節點組態檔案
	安裝 StorageGRID 相依性和套件
	驗證 StorageGRID 組態檔案
	啟動StorageGRID 「支援服務」
	在 StorageGRID 中設定 Grid Manager
	新增 StorageGRID 授權詳細資料
	新增站台至 StorageGRID
	為 StorageGRID 指定網格網路子網路
	核准 StorageGRID 的網格節點
	指定 StorageGRID 的 NTP 伺服器詳細資料
	指定 StorageGRID 的 DNS 伺服器詳細資料
	指定 StorageGRID 的系統密碼
	檢閱組態並完成 StorageGRID 安裝
	升級 StorageGRID 中的裸機節點

	TR-4907 ：使用 Veritas Enterprise Vault 設定 StorageGRID
	設定 StorageGRID 進行站台容錯移轉簡介
	設定 StorageGRID 和 Veritas Enterprise Vault
	針對 WORM 儲存設定 StorageGRID S3 物件鎖定
	設定 StorageGRID 站台容錯移轉以進行災難恢復


	存取 StorageGRID 評估軟體的步驟
	註冊帳戶
	下載 StorageGRID

	NetApp StorageGRID 部落格
	NetApp StorageGRID 產品文件
	法律聲明
	版權
	商標
	專利
	隱私權政策
	開放原始碼


