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Erasure-coding Minimum number Recommended Total Site loss Storage overhead
scheme (k+m) of deployed sites number of recommended protection?
Storage Nodes at number of

each site Storage Nodes
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YRGB E StorageGRID ¥4 8 E|IMEES3ETEE « rILUFEH Cloud Storage Pool © MR
EFEEA LB Amazon S3 (AWS) ¢ Google Cloud ©

CEENER
ERTEFEEIIFE o StorageGRID
* IRB1EAWSE{Google Cloud k5% ESMBSIFHETFE ©

1. £Grid Manager ~ BI¥ %=~ ILM > Storage Pools* °
2. £EBM@EM (Cloud Storage Pools (Eimf#fFt) | &E&H ~ BEX* Create* (JBir*) | o

lCreate Cloud Storage Pool (i Eimf#fFt) 1 HREEREFEEIHIR o

3. BIARRTRTE o
4. ¢ MRMEER) ThUBEHEEE M Amazon S3*) o

It FER B RV B A AWS S38(Google Cloud °
5. BA AR EiRFEFMIISIHEFEURI ©
A ERAMEE

https://host:port’

http://host:port’
6. BMASIEFELTE o

TIREN LB ARSHEELBITEAT - TRIBURRHFEFHERM - RESRFEEFERNE - BEX
BEIE -

7. BE - HAGFISRIDMWZRFIEIE -
8. # ThI%| &2 Do Not Verify Certificate (FREGEHRE) o
9.8 —T M*f#E>1 o

TSR
R E AAmazon S38{Google Cloud#E 1 Eig iz &Rt o

_ & . Jonathan Wong _

#Azure Blob Storagef® 1 EinfEFE R
AR IS E R StorageGRID ¥R E M Azure A28 ~ BJLUFEHCloud Storage Pool °

CREMES
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https://host:port`
http://host:port`

* BREFEETINFE ° StorageGRID

s B EINEBAZUre B 2R ©

1. #£Grid Manager ~ BIEZ* ILM > Storage Pools* ©

2. £EH@EM Cloud Storage Pools (Eimf#fzE) | BERH ~ B Create* (Eir*) 1 ©
lCreate Cloud Storage Pool (ZIi Eimf#EfF) | REBREHEENHIR o

3. MARETRETE o
4. it TtrERgSEEY ) ThizUBEEHEERY ™ Azure Blob Storage* °©
S. AR EiRfEFMISIHEFEURI o

REFHEAmERR !

https://host:port’

http://host:port’
6. BAAZUre BEFHTE ©

EIeENATBNEEAZUe B LB 2B « TEIEEIICloud Storage Pooli& &k o HEEFEIRf4AF SR
& EEEEIE-

7. & ~ B AAzure RE3HIAERAIR E 2 IBFIRE SIBLGETTER:E
8. # THI%FK 52 Do Not Verify Certificate (REGFERE) o
9. #—T M*f#E>1 o

TEHRAE R
BB AAzure Blob Storage2 i i #1z B Rt o

_ & © Jonathan Wong _

EAERHEFEROETED
SRR ITILMATRY « YIS A RIS RTE e THG

TEENER
* BERTEHEEINEE o StorageGRID
* IMEREIMNBAZUre B 2R ©
1. 7£Grid ManagerH - ZIEZE* ILM > Rules > Create* ©
2. BAGREA o
3. BWARGLUEERA
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https://host:port`
http://host:port`

g T
SR B AR o
S ARE o
R E TR
g T
—T T o

© © N o a &

TRHRMER
DR E B 77 £ StorageGRID AR « IR FFERIRHEF HPETHD MM

OTEREEE ILMARBUBS ~ Cloud Storage Pool R & 72714 ~ M EEAI R AR ~ MERETYHE
J& o

_{E#& : Jonathan Wong _

5 E StorageGRID S SRS

ZIEr TR EA Amazon OpenSearch ARFSELAEBERZE Elasticsearch 2KE&E NetApp
StorageGRID = H# S ARFSAVsFAHERER o

7T

Y E=EFSHRF o StorageGRID

* {CloudMirrorff%) o StorageGRID#&StorageGRID 13 EYH 153 LEEFE ST RIIEE RIIIMNSE B AOth o
B o BEAREFEESEMHEN - ARHEMEFRITIR E S EBRNEXEIEERIMEAmazon Simple

Notification Service (Amazon SNS) o©

* MEEGARTS o #FSimple Storage Service (S3) ¥ EBERHFEEEISERElasticsearchZ& 5| ~ KA LATE
HohFERIMBIRFERIE SO P EER o

FERBEHSIHAEEHEFAEEERAVETRE - MBFHAEN « F2H EHATERBHNEE" -
AN AFETRA " () () (3EX) StorageGRID" WSS B SR HEEMEUARZE SIS
;‘Tf‘x%ﬂ%ﬁ% o tbER Bl ZBIAmazon Web Services (AWS) S{AEREZE B ML SR ERPEHENFH I REER

HREFEGrid Manager ~ THEBIBIZT « WAETFENSIZIEESS  #1TStorageGRID EZ4~ & (PUT) FTE
(Get) 1% ~ LIFETENESESRA

AT P L B B AR FS

1. {EFGrid ManagerZi7S3fAF ~ BABETEATE « ABENSIEFHIFE °
2. 11 TH#ER) BELE ~ EWN TAHFTFEIR. B8 - AME -« ol SEEMER o
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Create a tenant

(- Enter details Selact permissions
e

Select permissions

Select the permasgigns fior this lenant acceunt

Miow platform services @
U owm identity source @
Albow 53 Selegt @

3. REMFrootEAEYIATE « SEUNRE 4 LRUBHRIHE « FEEME K ER BH4E B A root 77 EVEIR
RREHPIRS ©

4. #B—T llrootE Al ~ ZA%3EEEY Bucket : Create and Manage Bucket] ©
EEEEeE MAREIERER 8@ -

S. 1t MAREEREN - EWR IRNEFENER) UBUK THSIFNER « WEABRETHHA -

f£FHAmazon OpenSearchi S & RS

Amazon OpenSearch (g15%Elasticsearch) ARFERE

B A IEA2 e BT 4R B R B it 5% 'E OpenSearchfRFS ~ 2RI/ e 2 F o MR IEHE A EPBFEElasticsearch3k &
SEBERF A28 ESESIRFEANIIEEGHES o

@ T BB ERAWSEIEEE A » FEEE « WEFINEE - UKEIROpenSearchRFSHIME
R o

1. REBORIEREIL B "AWS OpenSearch Service AFT" (WU TFIEBEBRSM
° HER4 4E1E AT | sgdemo
° WER10 | IBATEEUES | BUSEEE ENRBAEEUES)) I8 o

° SSEF12 7FEURRY : 3#HEY Configure Level Access Policy (RRERBREFEURA]) 1 ~ EEEX Json) 5|
BREUER T SEAETFEURE]

* S ECWAWS B DRI RZEEREE (IAM) IDMERELBEIRAR AETHXE -
" BRBETHXF (IPfiil) EAEAREFERAWS EZESHNAHE ERGARIPAE
* BAECRIEE23Z5 1424 "hitps://checkip.amazonaws.com" SHENAEIP o
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https://docs.aws.amazon.com/opensearch-service/latest/developerguide/gsgcreate-domain.html
https://docs.aws.amazon.com/opensearch-service/latest/developerguide/gsgcreate-domain.html
https://docs.aws.amazon.com/opensearch-service/latest/developerguide/gsgcreate-domain.html
https://docs.aws.amazon.com/opensearch-service/latest/developerguide/gsgcreate-domain.html
https://docs.aws.amazon.com/opensearch-service/latest/developerguide/gsgcreate-domain.html
https://checkip.amazonaws.com/

"Version": "2012-10-17",
"Statement": |

{

"Effect": "Allow",

"Principal":

{"AWS": "arn:aws:iam:: nnnnnn:user/xyzabc"},
"Action": "es:*",

"Resource": "arn:aws:es:us-east-1l:nnnnnn:domain/sgdemo/*"
by

{

"Effect": "Allow",

"Principal™: {"AWS": "*"},

"Action": [

"es:ESHttp*"

I
"Condition": {
"IpAddress": {
"aws:SourcelIp": [ "nnn.nnn.nn.n/nn"

]

I

"Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

}



16

Fine-grained access control

Fine-gr asned aoens controd peovides numeroun featre to help you keep your dats secure Featuees include documens-level secusity, feld-
bevel vecurity, read -only usen, and OpenSearch Deahboandh/Kibana ternent. Fine-grained accen control regueres 2 master user. Learn more

=z

Enable fine-grained access control

SAML authentication for OpenSearch Dashboards/Kibana

SAML puthentiaton Lot you ute your erating identey provider for wngle ugn-on for OpenSearch Dahboant/M2una Learn meore [

@ Touse SAML authentication, you must first enable fine-grained access control.

Amazon Cognito authentication

Enable to uwe Amaron Cognito suthentication for OpenSearch Dashboardu/Xibana Amazon Cognita supports a variety of identity providen
for viername -panword authentication Lesm more B

Enable Amazon Cognito authentication

Access policy
Acurus poticeey control whether a request s sccepted or repected when it resches the Amazon Openfearch Sermce domain Hf you spedity an
SLeoUnt, uier, of role in this policy, you Mmunt g your reguests. Learn more [

Domain access policy
Only use fine-grained access control

Allow open sotEs 1o the domuan

Do not set domain level access policy
Al reguests to the dorman will be dersed

© Configure domain level access policy

Visual editor Import policy

Access policy
j- “tatesent”; | -
& |
L | "Lffece”: "Allow",
L5 “Principal”: {
? T T e L Ry, em—
L b
L “Action®: “es:tt,
ie “Resource”: 'jrn:hu:cl:ui‘clll.!:dm:mth}l'ﬁiﬁt"
1 ).
2. {
13 "Iffect”: "Allow",
18+ TPrincipal”: {
13 e
18 Y
17= “Action™: |
18 “es:lDerpe*
19 *
8= “Coadition™: {
1= “Ipaddress”™: {
3= “bwi:tourcels®: |
i3 TALG . —
i ]
% }
~ G .
:: ) Rasogree®: “am M:n-.n-un-l.-:“:doum.'lﬂm!' -




2. LFF15512003 88 « SREEHE R IER IR o

30 OpenSearch Service

Sgd emo wuu Delete Actinm w

General information

3. #—TFOpenSearchBRIRURL  7E8T53 R BRUBE I IVERIR © MBHEFIVEIERIR - 0D
HERAIFCRIPLA B ERREA BN AMIP « UAFFRBMERIR -

4 EERIECDEREL - #ER TB172%8) - {MERBE 'Management (BIE) | — Dev Tools (FA%T
8)

5. 7£ TDev Tools (BHEETH) 1 — [Console (FIEHA) 1 T EA TPUT <index>' (JAE<index>") 1 ~ &
AU EE R FARS| K E#FStorageGRID ¥4 E R o THMETIIEEF P ERRS|BTE TgmetaEily o
B—T/N=ZARREUMITPUTH S - TERISE R 2B REARIERLE « M5 SEFHEEERFT ©

S OpenSearch Dashboards

= Dev Tools

Console

History Settings Help

: ; 1+ f
1 PUT sgmetadata D[ il v ;
2 acknowledged” : true,
3 "shards_acknowledged” : true,
4 "index" : "sgmetadata”
34

6. HRE5|A{tsgdomain>Z 5| FHYAmazon OpenSearch UIFEE] o
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& Soocesfilly updted o torvice wofwors verdion FI02 11103-PE

St gon OpenSasich Sardiiy

sgdemo .
General information
ol 1 Deritton
[= e Ot L ———
= sbibecaiis 5
Do AN Clisse mfa s
AU e ersdr
B3 0 e ST | o . DA 1
i e
s 2]
Chutbin coiPigun stbon ity Cofiguration Chustor hastih [T Ato-Tura Lo Tagt Coewmed s - N
—
Indices (7]
- : : [
a 1 o
Ity - Dusnsnrm et comint Sipw [Lyin] Qe $etal » Sagmirg by Fimlct mmappizngs
1 508 g 19 I M A e
....... ™ o 102 08 L}

T & Bk inFaAE AR

10\

HEFE A oo
a

BRE TR R SR ETIDHR
1. R EERNP  BiERHERE (S3) >TolREEinRAS

2. #%—T [Create Endpoint (ZEIIixE:) | ~ BMATIAR - A% —T Continue (#48) |
° BB TBEIS] TAWS/OpenSearch]

° TURL RGIPRIERR D B2 THAIRIRHRIASIE mRS o
° EZAIBVREF 2 « £ TURNY RGP ERBVAHARN ~ AEARNASEM L T/<index>//_doc'y e

TEUESEEFIF « URNZE R Tarn:AWS : es : us-east-1:211234567890 : domain/sgdemo
/sgmeydata//_doc' °



Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @
.J'.‘-.'E--O,‘:,‘E."Ii-':éafc:'u
URI @
https://search-sgdemo-/ | i -co50-]e

URN ©

r

sestus-east- 1 ——— 0200 sgdemo/ sgmetadata/_doc

3. HE7FElAmazon OpenSearch sgDomain ~ i5E1E [FENEE) (FAREEE « A% # A Amazon S37ZEY
RNV EEE - GEEAT—E * 55%—T TContinue (#48) 1 o
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Create endpoint

@ Enterdetalts — Select authentication type @ Verify server

L Ophional L Ophonal

Authentication type @

Select the method used to authenticate connections to the endpoint.
Access Key v
Access key ID @

A A | ||/ ()

Secret access key @

Previous Continue

4. BEERRIREL « FAEEE rﬁﬁﬁf’ﬁﬁ%ﬁCA,mu R BRI IREE ) o WNSRESRERLTY ~ B g REREELI T EIRY
InEhE M o MNREFERM ~ 55 WE&I.‘*%J&EE’JURN@ M/<index>//_doc' » ﬁ'ﬁEAWST?EYEﬂE*D* HEi8
HBIEFEHER ©

Platform services endpoints

A platform services endpoint stores the information StorageGRIC needsto use an external resource as a target for a platform service (CloudMirror replication, notifications, or search integration . You must
configure an endpoint for sach platform service you plan to use

1 endpoint Create endpoint

Display name Last error Type
HERSE & gl 2 $ e = uen @ %
L e e
A5 hitps://search-sedermn - ——————— - arriaws S5 us-east-
Search 3 .
cpansearch L.egz.amazonaws.com/ 1 ki 1 0310/ sgdemio sgmetadata/_doc

EESEARBEAISNEREES
RSB MESRE

A2 R 2 RIS E N EREBE Elasticsearch#Kibana Using Docker ~ {&1#38I:8 2 B3 - W3R Elasticsearch
HKibanafAiRZF ETZETE ~ sRAITELERS ©

1. FHBREULFSER "DockerZ 42 =" W LdtDocker ° FFIER "CentOS DockerZ4EiZ =" LR EF ©

K3
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sudo yum install -y yum-utils

sudo yum-config-manager --add-repo
https://download.docker.com/linux/centos/docker-ce.repo
sudo yum install docker-ce docker-ce-cli containerd.io
sudo systemctl start docker

© HEEEMMAKEEEDocker ~ FFHMA TGS !
sudo systemctl enable docker
° # TVM.max.map_count'] {B5%%262144 :
sysctl -w vm.max map count=262144
AERAENRRBFRERE  FRA TGS !
echo 'vm.max map count=262144' >> /etc/sysctl.conf

. eEMKER EMESIREAFERE" BREEREE « ANZEKR#TTElasticsearchfKibanaAIB{RE o 7EILLEEF
s ML T8.1RR ©

5C FElasticsearchFr2 i BE & B/ ISFIEN  [EEEE LB MKEE Kibana Ul
#0StorageGRID Esplanim2t5zss o
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Elasticsearch Service || Self-managed

install and run Elasticsearch
1. Install and start Docker Desktop.

2. Run:

VWhen you start Elasticsearch for the first time, the following security configuration
occurs automatically:
s Certificates and keys are generated for the transport and HTTP layers.

* The Transport Layer Security (TLS) configuration settings are written to
elasticsearch.yml.
* A password is generated for the elastic user

= An enroliment token is generated for Kibana.

You might need to scroll back a bit in the terminal to view the password

wore and enrollment token.

3. Copy the generated password and enrollment token and save them in a secure
location. These values are shown only when you start Elasticsearch for the first time.

You'll use these to enroll Kibana with your Elasticsearch cluster and log in.

F:] If you need to reset the password for the elastic user or other built-in
h-reset-password tool. To generate new

NOTE Users, runthe elasticsearc
enrollment tokens for Kibana or Elasticsearch nodes, run the
-create-enrollment-toksn tool. These tools are available in

B e
TadolLliloid

the Elasticsearch bin directory.

Install and run Kibana

To analyze, visualize, and manage Elasticsearch data using an intuitive Ul, install Kibana.

1. In a new terminal session, run:

docker pull docker.elastic.co/kibana/kibana:3

docker run --pname kib-81 --net elastic -p ! docker.elastic.co/fk

When you start Kibana, a unique link is output to your terminal.
2. To access Kibana, click the generated link in your terminal.
a. In your browser, paste the enrollment token that you copied and click the
bution to connect your Kibana instance with Elasticsearch.
b. Legin to Kibana as the elastic user with the password that was generated

when you started Elasticsearch.
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3. Kibana DockerA23EiE % « TIEATEERURLEL Nhttps://0.0.0.0:5601"1 o LLURLAAI{EIARESIP{IHEER
0:0:0:0¢

4. ERERE%TE TElasticy MElasticfERi—1{ED B ELMNZIEE AKibana Ul ©
S. BREAR « SAEERIRECIERE L - =E B1788) - {IhseRT « ENEESHETH o

6. £Dev Tools Console (R TEFHER) EEL - WA THE<index>'] ~ EAIUEEHPFERAILES| K
77StorageGRID ¥ Hh4EE Kl o TEILEEEFIP « FKMIEAZRSIBTE TshgmetaB Kl o #H—T/N=ARFFHLUH
TPUTER S o TERRSE R 2B REARIERLE ~ M7 SEHHEERFR ©

& elastic

— . Dev Tools Console

Console Search Profiler Grok Debugger Painless Lab sera

History Settings Help

1 PUT sgmetadata 2 1~
2 "acknowledged” : true,
3 "shards_acknowledged” : true,
4 “index” : “"sgmetadata”

& R FS imra 4H RS
EERETARBNRE « HEETIISH -

1. FHAEERENF « AIEEERE (S3) >TalRFines

2. ##—7T [lCreate Endpoint (Ririm%:) J ~ WATIAR « A%Z—T lContinue () |
© EEmiEEsg) ¢ TEMEE)
° URI : https://<elasticsearch-server-ipgihostname>:9200'

=K

° urn: Turn:<soes>:es::::<se-unibe-text>/<index-name>//_doc' ~ Efhindex-name & EKibanaE£#E &
FAR94a%8 o &) © Turn:local:es : : sgmm/sgmadm/_do'
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3.

4.
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Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

elasticsearch

URl @

Attps: /10 ——— . ()

URN ©

urn:local:es::sgmd/sgmetadata/_doc

| o m

BEEVEAHTTPEAERSSEE! « B AEAE LTS Telastic) FElasticsearchZERRFELMNEE - EEHITE
T—E - 5% —T Continue (44) 1 -

Authentication type @

Select the method used to authenticate connections to the endpoint.
Basic HTTP W
Username @
elastic

Password @

[ — ®

Previous Continue

#EHY Do Not Verify Certificate and Test and Create Endpoint (REGEH/EEFVAIGR IR IIHEE) | LIEEE IR




B o YNRERSEALT) ~ BIFRETARL T ERIRIRAIRFER o MNREFFRM « 55HEEIURN « URIFIERE S
1B NETR B IEFE R o

Platform services endpoints

A platiorm senvices endpoint stores the nformation StorageGRID needs to wse an external rescurce as a target for a plathorm service (ClowdMmor replicateon, notifications, or search integration ). You must

configure an encpoint for cach platform senvice youplon to use,

2endpoints Crante endpolnt

Lant wer
P @ @  umig = upn @ =
§ gl search-sgdemo -Tw 22 3holpelzcanpw 3 3rte Tius-east- ETGANSCE LU
aw t Search
1 es amaronanws.com/ |"|'1"|il'I11["L‘\'rlll"lllll'.'._.:llJ oy sgmetadata;_doc
elasticceareh Saarch e L 1) umticcat esssgmd, sgrmetadatal_coc

Bucketi$ SE SRTZ4ARE
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<MetadataNotificationConfiguration>
<Rule>
<ID>Rule-1</ID>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>
<Urn> urn:local:es:::sgmd/sgmetadata/ doc</Urn>
</Destination>
</Rule>
</MetadataNotificationConfiguration>
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GET sgmetadata/ search

"query": {
"match all": { }
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"query": {
"match":

{
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https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll
https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll

Editing: Hode IP/subnet and gateway

Ose up arrow to recall a previously typed wvalue, which you can then edit
Use d or 0.0.0.0/0 as the IPfmask to delete the metwork from the mode

Ose g to complete the editing session early and return to the previous menu
Press <enter> to use the wvalue shown in square brackets

Site: LONDON

=2

LONDON-ADMI Grid IP/mask
LONDON-51 Grid IP/mask

L45.74.14/2¢6
45,74, 16/2¢6

45.74.248/26
E5.74.26/26

ol e O o B

o aaa

ol o e B
=2

bt bt Bt bl

LONDON-52 Grid IP/mask .45,74,.17/26 0.45.74.27/26
LONDON-53 Grid IB/mask .45.74.18/26 0.45.74.28/26
LONDON-ADM1 Grid Gateway [ 10.45.74.1 ]:

LONDON-51 Grid Gateway [ 12.45.74.1 ]:

LONDON-52 Grid Gateway [ 12.45.74.1 ]:

LONDON-53 Grid Gateway [ 12.45.74.1 ]:

Site: OXFCRD

OXFCRD-ADM1 Grid IF/mask [ 10.45.75.14/26 ]:

OXFCRD-51 Grid IF/mask [ 10.45.75.16/26 ]:

OXFCRD-52 Grid IF/mask [ 10.45.75.17/26 1:

OXFCRD-53 Grid IF/mask [ 10.45.75.18/26 ]:

OXFCRD-ADM1 Grid Gateway [ I 45:759:1 1:

OXFCRD-51 Grid Gateway [ I.45.75:.1 ]:

OXFCRD-52 Grid Gateway [ I.45.75:.1 ]:

OXFCRD-53 Grid Gateway [ 10.45.75.1 ]:

Finished editing. Press Enter to return to menu.l

Site: LONDON

LONDON-ADM1 Grid IP
LONDON-51 Grid IP
LONDON-52 Grid IP
LONDON-53 Grid IP
Fress Enter to cuntinuel

10.45.74.,14/2¢6
10.45.74.16/26
10.45.74.17/26
10.45.74.18/26

e
I
I
r
I

Mom oM m
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Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

1: SELECT HCDES to edit

2: EDIT IP/mask and gateway

3: EDIT admin network subnet lists

4: EDIT grid metwork subnet list

5: SHOW changes

[ SHOW full configuration, with changes highlighted
T: VALIDATE changes

8: SAVE changes, so you can resume later
GS: CLEAR all changes, to start fresh

10: APPLY changes to the grid

0: Exit

Selection: lGI

d. AZATEULD BRAIESE ~ PR * o

Validating new networking configuration... PASSED.
{Checking for Grid Network IP address swaps...

Applying these changes will update the following nodes:

LONDON-ADM1
LONDON-51
LONDON-52
LONDON-53

The following nodes will also reguire restarting:
LONDON-ADM1
LONDCOH-51
LONDCON-52
LONDCON-53
Select one of the following options:
apply: apply all changes and automatically restart nodes (if necessary)
stage: stage the changes; no changes will take effect until the nodes are restarted

cancel: do not make any network changes at this time

[apply/stage/cancel]> stagel

e MR LMEFLEZTEZERMHE  FRA "A UFBEFRB T2 EIRMRS
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EP 10.45.74.14 - PuTTY

Validating new networking configuratci
Checking for Grid Network IP address

Sh.e.. EA
SWAPS...

Applying these changes will update the following nodes:

LONDCN-ADHL
LONDCN-51
LONDON-52
LONDON=53

The following nodes will also require restarting:

LONDON=-RDM1
LONDCN-51
LONDON=52
LONDCN-53

Select one of the following options:

apply: apply all changes and automatically restart nodes (if necessary)
stage: scage the changes; no changes will take effect until the nodes are restarted
cancel: do not make any network changes at this time

[apply/stage/cancel]> stage

Generating new grid networking description file..

Running provisioning... PASSED.

Updating network configuration on LONDON-S1..
DON-52. .

Updating network configuration on LON

Updating nectwork configuration on LONDON-33.

Updating network configuration on L(}NDON-am{l

Finished staging network changes. You must mnaally restart these nodes for the changes to take effect:

LONDON-ADM1 (has IP 10.45.74.14 until restart)
LONDON=51 (has IP 10.45.74.1€ until restart)
LONDON-52 (has IP 10.45.74.17 uncil rescarc)
LONDON-53 (has IP 10.45.74.18 until restart)

Importing bundles...

..................................................................

ol IMPORTANT

* A new zecovery package has been generzated as & result of the *

configuration change. Select Maintenance > Recovery Package

in the Grid Manager to download it.

Hetwork Update Complete. Primary admin restart required. Select 'continue’ to restart this node immediately, 'abort' TO restart manually.

Enter a to abort, ¢ to continue [a/c]

f. ¥ ENTER #:R[0] - —EIhA

>

EXR

SABHER change-IP 77 ©

Network Update Complete. Primary admin restart required. Select "continue' to restart this node immesdiately, '"abort' to restart manually.

Encer a to abert, ¢ to continus [a/c)

> a

Restart aborced. You must manually restart this node as soon as possible

Press Enter TtO reTturn to the previous m.em:..

3. 1t Grid Manager TEFHIMEEH  * Grid manager* > * Maintenance * > * Recovery package*
BT VLAN  ;F2F—H [EMAEE VLAN €8 -

S. FARAuE S EMFREERREAN / SHAEFRAEE  MERFITEC / BPRIZIRN - EIE ~ S EEFBE) o
MBEHESTERMMER IP A/ SHAF LR VLAN # 1P il « ] UEEHE BB HITEE o

4.

6.

i3

WN5R StorageGRID FEFREERE

FA%EE VLAN 28

TR F BRI LURIHIFEY StorageGRID FEAREEMEIE S oA P IR - LUBIERMITEE o

pg
1.
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RAPAFEFREE Z Al
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{2 EE 2377 EY StorageGRID FEREE

#5123 GUI https://<admin-or-client-network-ip>:8443 o —BH 5%

FItEE AR « RUIEIE(ER Grid IP 135(?%.8%%%8’]% Grid IP ©

. #4 % Grid ,.\H%E’J VLAN ° #N8
BErEE

=]
AN
/1L,\IE

RRIEEREFIEREE - BRlEZE2ERAP I VLAN ~ R M7E


https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
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https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
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https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://<admin-or-client-network-ip>:8443

4. SSH EFERKE « MfEMA T hutdoown -h now | FERAENEY

S. TERMTARLL AT RS E 218 557N StorageGRID BB LHEFET{ GUI https:/<grid-network-
ip>:8443 o fEF3 GUI 8 ping/nmap T A - M3 REEFRERICRERE « TWEHMBERMIETHERE

AR o

6. MREHEEFARIHER IP ~ TR UTEIMEREERRL VLAN o FARIEEREKRME « FIEGERERN

SERREA change-ip TEEHARIHAER IP o

7. 4ERAMEEET o 1€ Tthe Some Appliance Installer] StorageGRID #EHY NERE>*EHEILIEHI28* ) « JABE

BV ME#rBIi&% = StorageGRID *] ©

8. EBFTBEEREREREIER Grid REEGMEER « IAKE - FHEMA change-ip ZREFNEALRE B

FA P i o

Y BYEIF L1 ONTAP S3 28 E StorageGRID
BB EIF R ETE ONTAP S3 |E#Z18 8 E StorageGRID ~ BIR{EHE4AK S3
BB EUEIF BT ONTAP S3 B8 E StorageGRID ~ BIREZEAR S3
BT

BRI EAENETEN ONTAP S3 B ZE StorageGRID HITRES ©

BRI EURER MBI ONTAP S3 E#Z12E E StorageGRID ~ BRI S3
TR B TR 1L ONTAP S3 E#12E E StorageGRID ~ BIRBEZEAR S3
%1% ONTAP

BT BTAR  BOWSET SVM MHHEERERS « EAE B  BHERATBEE -

BILfHF RS

7£ ONTAP System Manager # ~ BIEZEf#F VM ~ ARHIGHEHE VM o
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https://<grid-network-ip>:8443
https://<grid-network-ip>:8443

= [ ONTAP System Manager

DASHBOARD clustert

INSIGHTS
Health

STORAGE

Overview

Volumes

LUNs 4 SIMBOX
Consistency groups [ |
NVMe namespaces

Shares

Buckets

Qtrees

Quotas

Storage VMs

ZEEY TRYAE S3 1 A0 TRRA TLS 1 #ZEXA1R ~ ABRE HTTP (S) EiFE - &K IP ~ FHARES - LERRH
BENEREYN MRCPRBEFREAERILE) -
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Add storage VM

STORAGE VM NAME

svm_demo

Access protocol

(%) SMB/CIFS, NFS, S3 SCS f NVMe

[ ] Enable SMB/CIFS
[ enable NFS
B Enable s3

S3 SERVER NAME

s3portal.demo.netapp.com

B enable TLs

PORT

‘443@

CERTIFICATE
(© use system-generated certificate (i )

O Use external-CA signed certificate

[] use HTTP (non-secure)

PORT

‘ 8080 B

DEFAULT LANGUAGE ()

cutf 8

NETWORK INTERFACE
Use multiple network interfaces when client traffic is high.

onPrem-01

IP ADDRESS SUBNET MASK GATEWAY BROADCAST DOMAIN AND PORT V74

Add optional gateway

192.168.0.200 24| Default v

Storage VM administration

[_] enable maximum capacity limit
The maximum capacity that all volumes in this storage VM can allocate. Lea

[ Manage administrator account

kave

23 SVM BYBREH  REZEIUEAE - THILERER S3 LIMIRAFRE °




Added storage VM

STORAGE VM 53 SERVER NAME
svm_demo s3portal.demo.netapp.com

User details

USER NAME
sm_s3_user

iy The secret key won't be displayed again. Save this key for future use.

ACCESS KEY

34EH21411SMW1YOV3NQY

Download

EEII SVM Z 18 ~ E4REE SVM L #7IE DNS RE °

Services

NIS Name service switch

Not configured Services lookup order @
HOSTS
Files, then DNS

GROUP
Files

NAME MAP
Files

NETGROUP

DNS

Not configured




E# DNS &M IP °

Add DNS domain

DNS domains

demo.netapp.com

Name servers

192.168.0.253

#2137 SVM S3 FEE
IREFRPIRTURE S3 EAEMBFAE - 4R%E S3 :RE °
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Protocols

NFS 2 @& SMB/CIFS

Not configured Not configured

NVMe S3

STATUS

Not configured
(*) Enabled

s
Disabled

HTTP
Enabled

HIBERE -
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Storage VMs

~+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT

Disabled 443

HTTP HTTP PORT
Enabled 8080

root

sm_s3_user 34EH21411SMW1YOV3NQY

WACRELENZREEE -

Storage VMs

+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT
Disabled 443

HTTP HTTP PORT
Enabled 8080

root

sm_s3_user 34EH21411SMW1YOV3NQY

THEERIHERERN S3 TiF -

Valid forever

Valid forever




Added user

USER NAME
demo_s3_user

ACCESS KEY

3TVPI142)JGE3Y7FV2KCO

SECRET KEY

75a1QqKBU4quA132twl4g4iC4Gg5PP30ncy0sPES

KEY EXPIRATION TIME
Valid forever

/\ The secret key won't be displayed again. Save this key for future use.

Download iflq:pse

#2317 SVM S3 B4l

£ SVM S3 R T8H4H) REIRH L  MERA LIMBRT 2 EAEM STRER EIRBVREH
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Add group

NAME

demo_s3_group

USERS

demo_s3 user x

POLICIES

FullAccess x

H1I SVM S3 f#E&
BEE TE}) B ARE—T [+ 38 &l
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= [ ONTAP System Manager

DASHBOARD Buckets

INSIGHTS +~d
STORAGE

Overview

Volumes

LUNs

Consistency groups
NVMe namespaces

Shares

Buckets

Qtrees
Quotas
Storage VMs

Tiers

WAL - A8« WEUHEN RABERMEFEFN ... 0 ZEUTHE - ARE—T IESEE) %if -




Add bucket

NAME

bucket

CAPACITY

100@”&3 v|

|:| Enable ListBucket access for all users on the storage VM “svm_demo®.

Enabling this will allow users to access the bucket.

fMore options

£ TEZEE BRP EN TRBRARE) ZIGHR - RAEE—T T &if-
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Add bucket

NAME

‘ bucket

FOLDER (OPTIONAL)
Specify the folder to map to this bucket. Know more

CAPACITY

‘100 = ‘GiB v‘

[ | Use for tiering

If you select this option, the system will try to select low-cost media with optimal performance for the tiered data.

. Enable versioning

Versioning-enabled buckets allow you to recover objects that were accidentally deleted or overwritten. After versioning is enabled, it can't be
disabled. However, you can suspend versioning.

PERFORMANCE SERVICE LEVEL

Extreme

Not sure?

SEIEFTETE _FEHEFEE « EREARERTE - MARE - HiTEE 1 WASEE « WEUHER TEA
ListBucket fZHX ... | ZEXAGIR « 2ABIG—T 7 #%if o
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Add bucket

NAME

ontap-dummy

CAPACITY

1OOHHGiB v|

|:| Enable ListBucket access for all users on the storage VM "svm_demo”,

Enabling this will allow users to access the bucket.

_ {£# : Rafael Guedes # Aron Klein_

FEB Y B AT ETE ONTAP S3 |E#ZF282E StorageGRID ~ EIR{%E4K S3
F R B (EFR A ONTAP S3 EZTEEE StorageGRID ~ BIR{E4R S3

'IJ

#4% StorageGRID

EEETILRERVAERS « RFIRGEILER ~ £AE ~ KERHE « BHERRBIFITHEE -

VRIS
REE MEA) RH ~ RRE—T N2 %Kik
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= N NetApp | StorageGRID Grid Manager

DASHBOARD
no @ v Tenants
NODES
View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the
TENANTS ter

v r3a .

CONFIGURATION

Name @ % Logical spaceused @ & Quota utilization @ % Quota @ 2 Objectcount @ 2 Signin/Copy URL @

MAINTENANCE

SUPPORT

No tenants found

IR IRMHEIA S LBAVGEAAE R - 2E S3 T’E%Fﬁ}i miaA « NEEEEE - EEENTSIRFEI A S3 &
Y o IRe] LUEIEER B C B D BIRIR o 5R7E root Zh5 ~ REIR—T5Ei%d o

B— TP ABLUSRIBRFHAER  * CHEREEEF ID ~ FiRHEBRE * < &—T BA) &t - 55F
CHEEIEP ADMIEE A o [#7F URL DUHKRRER -

Tenants

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the
tenant name
Name @ = Logical spaceused @ = Quota utilization @ = Quota @ = Objectcount @ = Sign in/Copy URL @
enant_demc 0 bytes 0 =) [E]
)
1

EERIECHREAAOMEIEEA © #7F URL BUERREER « 2B A root EREE
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C A No
Q LabStatus @ Pow

StorageGRIDi Tenant Manager

Recent Optional v
Account ID 27041610751165610501
Username root

NetApp

Password | seeeees|

Sign in

BifERE

REE [MERAE RBRULEINERE -

N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (S3) ~ U Se rS
My access keys
View local and federated users. Edit properties and group membership of local users.
Buckets

Platform services endpoints 1user m

ACCESS MANAGEMENT A

Groups
Users
Username FullName 3% Denied 3% Type =
Identity federation
Root Local

51



Enter user credentials

Create a new local user and configure user access.
Fullname @

Demo S3 User

Username @

demo_s3_user

Password

serennes

Confirm password

Deny access

Do you want to prevent this user from signing in regardless of assigned group permissions?

BIUMEREZR AR —TERAERBURRMEREFEER

WIHBEFEHEN URL EEERE ID
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etApp | StorageGRID Tenant Manager

Demo S3 User

~
Overview
Full name: @ Demo S3 User /'
endpoints
Username: @ demo_s3_user
EMENT A
User type: @ Local
Denied access: @ Yes
Access mode: @ No Groups
Group membership: @ None
Password Access [r\r Access keys Groups

Change password

Change this user's password.

AERI S3 &R - AR —TERERE -

= N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (S3) A U S e rS
My access keys
View local and federated users. Edit properties and group membership of local users.
Buckets

Platform services endpoints 2users m

ACCESS MANAGEMENT A

Groups
Users
Username % FullName 32 Denied < Type <
Identity federation
Root Local
N D user Demo S$3 User v Local

EH [FEER) REIRE - ABR—T TBRUSR) 12l - TREXE IR - T8 S3 &% - BA—EM
FARE ~ MEEE RIS -
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Create access key

@ Choose expiration time a Download access key

Download access key

To save the keys for future reference, select Download .csv, or copy and paste the values to another location.

0 You will not be able to view the Access key ID or Secret access key after you close this dialog.

Access key ID

TCT7L1XSMIOS091E86TR @1

Secret access key

RIJNCSN5SFX9RSWgFdj6SQ7wMrfRZYuSbQLANQTOC FD
o}, Download .csv
BiuzeMiEa

REFBE T8 BEIEIEHE -
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Create group

° Choose a group type @ Manage permissions @ SetS up policy

Choose a group type @

Create a new local group or import a group from the external identity source.

Local group Federated group

Create local groups to assign permissions to any local users you defined in StorageGRID.
Display name

Demo S3 Group

Unique name @

demo_s3_group

(&)
A
T

Continue

IEHEREIRER E AMEE - B Ul R ~ T3k S3 #IR -

55



@ Choose a group type - . e Manage permissions -

Manage group permissions

Select an access mode for this group and select one or more permissions.

Access mode @

Select whether users can change settings and perform operations or whether they can only view settings and features.

Read-write @ Read-only

Group permissions @

Select the permissions you want to assign to this group.

Root access

Allows users to access all administration features. Root access permission supersedes all other permissions.

Manage all buckets Manage endpoints Manage your own S3
credentials

Allows users to change settings of Allows users to configure

all S3 buckets (or Swift endpoints for platform services. Allows users to create and delete

containers) in this account. their own S3 access keys.

DKC“OUS m

S3 #FRAEFAERER (1AM [RB) 5] o REHERARERBE] « A% json [RAIREEI SRS o LLRAIARLE
EEREREYHE P RIATES « WERA [ Bucket | RIRTEEE® A [ Bucket | RYFERIZRPHIT(EM S3 1F

=<

56



"Statement": |

{

"Effect": "Allow",

"Action": "s3:ListAllMyBuckets",

"Resource": "arn:aws:s3:::*"
by
{

"Effect": "Allow",

"Action": "s3:*",

"Resource": ["arn:aws:s3:::bucket","arn:aws:s3:::bucket/*"]
}

Create group

Choose a group type - Manage permissions ——— Set S3group policy ———— it
g g 4 -

Set S3 group policy @

An S3 group policy controls user access permissions to specific specific S3 resources, including buckets. Non-root users have no access
by default.

No S3 Access

"Effect": "Allow",
Read Only Access "Action": "s3:ListAlIMyBuckets",

"Resource": "arn:aws:s3:::
Full Access h

@ Custom "Effect": "Allow",

"Action": "s3:"",
"Resource": ["arn:aws:s3:::bucket”,"arn:aws:s3:::bucket !|

(o]
v

B m

&~ REREMEEREL T
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Create group

@ Choose agrouptype ——— @ Manage permissions ——— @ Set S3 group policy ——— o Mdumm

Add users

Select local users to add to the group Demo S$3 Group.

Username $ FullName £ Denied $
demo_s3_user Demo S3 User v
Previous Create group

= N NetApp | StorageGRID Tenant Manager

DASHBOARD

STORAGE (S3) A B U C kets

My access keys
Create buckets and manage bucket settings

Buckets
Platform services endpoints 0 buckets Create [jycket

ACCESS MANAGEMENT A

Groups rental $3 Console [
Users
Name 2 Region % ObjectCount @ SpaceUsed @ 3 DateCreated 4
Identity federation
No buckets found

Create bucket

EHEAThe RN & o
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Create bucket

. Manage object settings
o Enter details "‘( =l

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

bucket]

Region @

us-east-1 v

TEUEE —(EHEFE LR BIRARTE

Create bucket

@ Enter details a hf?nége object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

Previous Create ~_am:l«et

WERYE _EREFE « EREARAREHE
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Create bucket

- Manage object settings
° Enter details @ . . -

Enter bucket details

Enter the bucket's name and select the bucket's region.
Bucket name @

‘ sp,dummy{

Region @

us-east-1 v

sRDTELL S —E#FE L RURRARE ©

Create bucket

@ Enter details a N‘l‘a.\lnag‘e object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

’hc reate bucket

_ {F%& . Rafael Guedes # Aron Klein_
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FB Y B E1F 5B 1E ONTAP S3 B8 % StorageGRID -~ EIR{ZE4K S3
FEB Y B ETF R HB1E ONTAP S3 B3 28 = StorageGRID ~ BIR{IZE4K S3

1E A ZKJE Bucket

Eﬁﬁﬂ%—‘%%#ﬁ&)\%ﬁ ONTAP BTfar o FkFIRSER S3 BIEIRETILRE « BT UERTAERENT

fEFE LA IIHT ONTAP fEF#E S3 8 ~ i S3 BIBEIRTEAELRE ONTAP 247 ©

o Add New Account - O

Add New Account

‘% Enter new account details and click Add new account

Display name:

X

online help

{Buckel (onginal and post-migration)

Assign any name to your account

Account type:
S3 Compatible Storage
Choose the storage you want to work with. Default is Amazon S3 Storage
REST Endpoint

s3portal.demo.netapp.com:8080

Access Key ID:

Specify S3-compatible API endpoint It can be found in storage documentation. Example: rest server.com:8080

3TVPI42JGE3Y7FV2KCO

Required to sign the requests you send to Amazon S3, see more details at https://s3browser.com/keys

Secret Access Key:

{..'..'..................................

Required to sign the requests you send to Amazon S3, see more details at https://s3browser com/keys

[C] Encrypt Access Keys with a password:

Tum this option on if you want to protect your Access Keys with a master password

[[] Use secure transfer (SSL/TLS)
If checked, all communications with the storage will go through encrypted SSL/TLS channel

-4 advanced settings

<7 Add n%ccount @ Cancel
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REERFIR—EAER L EERB R RFE

Q S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) = ’ 2‘ %
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
& New bucket & Add external bucket == Refresh Path:
Name Size Type Last Modified Storage Class

«~{__| ontap-dummy

@ [.g:w
@ Upload folder(s)

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

% Upload vl 1 Download % Delete m New Folder [ Refresh

Task Size %  Progress Status Speed
Q S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (oniginal and post-migration ] ‘
(] open X
| 1+ -‘ > ThisPC > Downloads v O Search Downloads pel
Organize New folder =y @ @
& Downloads # # Name 3 Date modified Type Size
Documents: # [ ] 9141P1_q imagetgz 3/22/20241:225AM  TGZ File 2,641,058 KB
[&] Pictures * cluster1_demo_s3_user_s3_user.bdt 3/23/2024 11:04 PM  Text Document 1KB
[ This PC cluster]_svm_demo_s3_details (1).txt 3/23/2024 11:03PM  Text Document 1KB
—j s cluster]_svm_demo_s3_details.bt 3/23/2024 11:01 PM  Text Document 1KB
ye 2 his.exe 3/22/2024 124 AM  Application 2121 KB
i Cousthiagen 1] hotfix-install-11.6.0.14 3/23/202411:55AM 14 File 717,506 KB
[ Desktop 7P putty 7/18/20206:39PM  Shortcut 2KB
)] Documents ¢4y s3browser-11-6-T.exe 3/23/2024 12:36 PM  Application 9,807 KB
4 Downloads
D Music
[&=] Pictures
B videos
‘aa Local Disk (C:)
v
: e
File name: | "s3browselemo_s3_user_s3_user.txt" 'cIusterl_svm_demo_sB_E\gails (1).bt" "cluster]_svm_demo_s3_details.tbt" "hfs.exe" "putty” V|
o
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Q S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) EERE i
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
s New bucket & Add external bucket %2 Refresh Path:
‘;1 ontap-dummy Name Size a Type Last Modified Storage Class
- _ clusterl_dem.. 157 bytes Text Document 3/23/2024 11:23.25PM  STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM STANDARD
_; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM  STANDARD
[F]putty.exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
[1hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#5s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM STANDARD

R

N

ﬁ' Upload ~ Download Delete @ New Folder l %,Rehesh
5]

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
REERMERPEL — YRR
fRIERAESE -

Q‘::EVC‘ZE!‘ 0 - rre ersion (for non-commercial use on - bucket (onginal and post-migration @ ' i g
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket & Add external bucket 2 Refresh Path:
{:J ontap-dummy Name Size - Type Last Modified Storage Class
] bucket El clusterl_dem_. 157 bytes TextDocument  3/23/2024 11:23:25PM STANDARD
El clusteri_svm.. 211bytes TextDocument 3/23/2024 11:23:25PM  STANDARD
E clusteri_svm.. 211 bytes Text Document 3/23/2024 11:23:25PM STANDARD
[# putty exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
(i hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM STANDARD

Confirm File Delete

N\ N N ; ;
% Upload ~ & Download % Delete C@ New Folde 0 Are you sure to delete "putty.exe’?

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog 5
|f z | o
Task Size %  Progress Status — s

LEEEFERITETRESR « RIEREREHELS  RREIMRE



& s3sro

- R - 9% A
53 Open X
1 & > ThisPC > Downloads v &  Search Downloads P
. Storage Class
Organize ¥ New folder
» W STANDARD
‘ Downloads # » Name Date modified Type Size N STANDARD
* s . 2 A - 2> £41 058 K W STANDARD
Documents | | 9141P1_g_image.tgz 3 AM  TGZFile 2,641,058 KB
& Pi 3 . . W STANDARD
[&] Pictures * || cluster1_demo_s3_user_s3_user.bt 3 1:04PM  Text Document 1KB K et
s ] cluster_svm_demo_s3_details (1).b¢t 24 11:03PM  Text Document 1KB
& This PC d =T i m
= . || clusterl_svm_demo_s3_details.bdt 202411:01PM  Text Document 1KB
) 3D Objects — 5
#2 hs.exe 3/22/20241:24AM  Application 2,121KB
Cloud Storage o 3 T — - e
- 9 [ hotfix-install-11.6.0.14 202 14 File 717,506 KB
[ Desktop ;? putty Shortcut 2KB
| Documents ¢y s3browser-11-6-7.exe Application 9,807 KB
4 Downloads
D Music
[&=] Pictures
B videos
‘s Local Disk (C:)
v
File name: | hfs.exe V|
e
o g A -2
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
7 BIEESRT ~ IR A VA NEY/LCTTEN
T S3 FIERH ~ FIT AR IR LA k7S o
[ 3 Browser 11.6.7 - Free Version (for ial use only) - 2nd post-mig = o § - 4
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
b New bucket o Add external bucket %2 Refresh Path: ws/s/BTYR
2 ontap-dummy Name Size Type LastModified Storage Class
2] bucket [ clusterl_dem.__ 157bytes TextDocument  3/23/202411:2325PM STANDARD
[ clusterl_svm... 211bytes TextDocument  3/23/2024 112325PM  STANDARD
F clusterl_svm... 211bytes TextDocument  3/23/2024 112325PM  STANDARD
[hfsexe 207M8 Application 3123/2024 11:2336PM  STANDARD
[¥Is3browser-11.. 958M8B Application 3/23/2024 11:2326PM_ STANDARD
éuulud - Download Delete ENmFuldel %,_Reﬁesh S s (11,85 M8) i O fokiars
Tasks (1) Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://bucket.s3portal.demo.netapp.com:8080/ [ copy
Key LastModifed ETag size Storage Class Owner Versionld
] cluster!_demo_s3_user_s3_userx
revision # 1 (curent) 32312024 11:2325 PM acHc95436976f3678b2b6ed6a60e The 157 bytes STANDARD Unknown (Unknown) MzgOMiQIMDAWL
[ cluster1_svm_demo_s3_details (1) bt
revision # 1 (current) 32312024 112325 PM 407753646a6cfe19de71eeMSH04 211bytes STANDARD Unknown (Unknown) NDgOMiQTMDAW.
(] cluster1_svm_demo_s3_details.txt
revision #: 1 (curent) 32312024 112325 PM 17d20651856/480a567af3%feccc 1062 211bytes STANDARD Unknown (Unknown) NTU2NZIOMDAWL.
[Fhfs.exe
revision #:2 (current) 32312024 112336 PM 9285576982d1269372f0ace91d63477 207M8 STANDARD Unknown (Unknown) NZQ1OTE4MDAW.
revision #: 1 32312024 11:2325PM 9e8557e98ed1269372f0ace91d63477 207M8 STANDARD Unknown (Unknown) Njk20DI3MDAwLN
[Eputty.exe
revision # 2 (deleted) 3/23/2024 11:2331PM Unknown (Unknown) NjMzMDAWMC52
revision #: 1 3/23/2024 112325 PM 54cb91395cdaad9d47882533c21fc0e9 83405KB STANDARD Unknown (Unknown) NZE2NzEyMDAWL
[@s3browser-11-6-7.exe
revision # 1 (current) 32312024 11:2326 PM 2636/09705#47829626937c5cl08200-2 958 M8 STANDARD Unknown (Unknown) NDY20DcwMDEU...
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= “ ONTAP System Manager Search actions, objects, and pages Q Q

Lets you select specific volumes for protection if you Lets you select which volumes you want to be backed up ‘ Lets you protect a consistency group with a zero
DASHBOARD e don't need to protect entire storage VMs. to a cloud destination. ‘ recovery time objective.

INSIGHTS
(@ Netapp SnapCenter software simplifies backup, restore, and clone management for the applications hosted across ONTAP enabled platforms. Use NetApp SnapCenter for application-consistent

STORAGE

NETWORK

Bucket protection
SnapMirror (local or remote)
PROTECTION | 2 of the 2 buckets aren't protected.

EVENTS & JOBS

Relationships Back up to cloud
2 of the 2 buckets aren't backed up to the cloud.
HOSTS

CLUSTER

Protect buckets

Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

(—%SmrageGRlD o
Il oness

aws Amazon S3 o

=
{5 others plicate data or metadata to the cloud target. A valid data container must be created with the object store provider. This assumes that the user has valid
bject store provider to access the data bucket.

+add v

RMEBIEA URL ATURE A StorageGRID Bfl (A& fEA Path-styl URL) ¥4 FREHERES §
Storage VM | ©

Add cloud object store

NAME

sgws_demo

URL STYLE

Path-style URL

OBJECT STORE SCOPE

O Cluster () storage vM

useey @@

O SnapMirror (©) ONTAP $3 SnapMirror

SERVER NAME (FQDN)

192.168.0.80

NRCERARIZ SSL ~ SATEILERE B & T s imsb BB « I1E StorageGRID Inki/&sEHER o TR 5




HIZEY SSL 7518 ~ 2ARFEULTA HTTP inRhERIE o

¢ bt B R9hAY StorageGRID #HAE#A A StorageGRID & S3 £IRMHERZTE o

ACCESS KEY

JCT7L1IX5MIOS5091E86TR

SECRET KEY

C L T e YT

CONTAINER NAME ()

bucketl

Network for cloud object store

NODE IP ADDRESS SUBNET MASK BROADCAST DOMAIN GATEWAY

onPrem-01 192.168.0.113 24 Default 192.168.0.1

[ ] use HTTP proxy

REEREBMBR - RFIFTLUREBRNRARE - B [SHRAKRE) - 2AREN F5E) -

I ONTAP System Manager Search actions, objects, and pages

Back up to cloud

DASHBOARD 2 of the 2 buckets aren't backed up to the cloud.

INSIGHTS

STORAGE

NETWORK

EVENTS & JOBS Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

PROTECTION

~ Local policy settings @
Relationships
HOSTS

Protection policies = Snapshot policies =2 Schedules
CLUSTER

Applicable when this cluster is the destination Applicable when this cluster is the source or wh...

At0,5,10, 15,20, 25, 30, 35, 40, 45, 50, and 55 minutes past the
hour, every h

At'S minutes past the hour, every hour 3 Schedules
. e AL12:15 AM, 06:15 AM, 12:15 PM and 06:15 PM, every day

No schedules o sthcias AL02:15 AM, 10:15 AM and 06:15 PM, every day

o Mhais PR —

AREFTERR ~ MR MREREER) & T 1)\ 885 T38) -




Policies Protection overview

Protection policies

Policy type

Continuous (Al

Continuous Policy for S3 bucket mirroring. Continuous Cluster

THROTTLE RECOVERY POINT OBJECTIVE
Unlimited 1 Hours

IBERFIRI LR E SnapMirror RIEEETRE o

SnapMirror create -source-path SV_DEMO : /bucket/bucket - destination-path sgws_demo : /objstore -
policy Continuous

@ clusterl-mgmt

IR ET BB TR (ReE RV EE R BB P RE R E IR AT 5 ©
Buckets

Lifecycle rules  Capacity (available | total)

0 100 Gi8 100 Gi8

0 100GiB 100 GiB

MNRBAEEETREN A ZE [ SnapMirror ( ONTAP T Eim) 1 2% - HFIEEEEF SnapMirror EFTHEARRE ©
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bucket

ru SnapMirror (ONTAP or cloud)

Destination Relationship health State

sgws_demo:/objstore t (© Healthy (© Mirrored

ERFEER

BPIIRTEE BRI ETEERE ONTAP 1R&Z| StorageGRID ° (EBFERENABZME ? HFPIHZRIRF BRIt ER
EhRAERVETHE - BRRE B R R IR A ? MIRFLFIEA S3 BIEREE StorageGRID f#1FE ~ M IR
BARSLRES « MERBFRIGHREFE - DA EEZWMAHIMBRRE o RPIERBYIMHE StorageGRID f#
FERRE 1 Bk

[ 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp)

- 8 x
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket o Add external bucket 2 Refresh path:[ 7 | 7 8 Y 3
“ bucket Name Size Type LastModified Storage Class
sg-dummy cluster_dem.. 157bytes TextDocument  3/24/2024 121353 AM  STANDARD
clusterl_svm.. 211bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
207MB Application 3/24/2024 121353 AM | STANDARD
[s3brdyser-11.. 958MB Application 3/24/2024 121353 AM  STANDARD
Upload ~ | o Download Delete 1] New Folder Refresh
x Sul ;
Tasks(1) Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [ copy
Key LastModified ETag Size Storage Class Owner Version Id
[ hfs. exe
revision #: 1 (current) 3242024 121353 AM "9e855798ed1269372f0ace91d63477" 207MB STANDARD tenant_demo (27041610751 NjUSRDhCNDIRT

TEFFIET ONTAP fEZER ~ BRFIRFThRZAHTIE ERAIEAEEMG ~ MREHERTI -
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[ 53 Browser 11.6.7 - Free Version (for I use only) - and post-mig = Wi - 8 X
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
b New bucket s Add external bucket wsL/ BT D
] ontap-dummy Name Sze Type LastModified Storage Class
& bucket clusterl_dem.. 157bytes TextDocument  3/23/2024 11:23:25PM  STANDARD
J clusterl_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
cluster]_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
[ putty.exe 83405KB Application 3/23/2024 11:2325PM  STANDARD
fs.exe 207MB Application 3/24/2024 121452 AM - STANDARD
#s3browser-11.. 958MB Application 3/23/2024 11:2326 PM STANDARD

Upload + Download
™

Delete ] NewFolder

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

URL:  http://bucket.s3portal.demo.netapp.com:8080/

Key
cluster]_demo_s3_user_s3_user
revision #: 1 (current)

] cluster1_svm_demo_s3_details (1)xt
revision # 1 (current)
cluster!_svm_demo_s3_details txt
revision #: 1 (current)

[hfs exe
revision #: 3 (curent)
revision|, ;2
revision #: 1
[@putty.exe
revision #: 1 (curent)
[#s3browser-11-6-7.exe
revision #: 1 (current)

YR F9E StorageGRID —f8]

WIRRRES ©

s Refresh
5.

0 folders

LastModified ETag Size Storage Class Owner Versionld
323/2024 112325 PM acfc9543e97e13678b2b6ed6a60e b 157 bytes STANDARD Unknown (Unknown) MzgOMQTMDAWL
3/23/2024 112325 PM 407753b646a6cfef19fde71eefS4 211bytes STANDARD Unknown (Unknown) NDgOMQIMDAW.
3/23/2024 11:2325PM 17d206518561480a587af3%feccc10e2 211bytes STANDARD Unknown (Unknown) NTU2NzIOMDAWL
3/24[2024 1214:52 AM 9e8557e98ed1269372f0ace91d63477
323/2024 112336 PM 9e8557698ed1269372M0ace91d63477 207MB Unknown (Unknown) NzQ1OTE4MDAW.
31232024 11:2325PM 968557698ed1269372f0ace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAwLn
3/23/2024 11:2325PM 54cb91395cdaad9d47882533c21fc0e9 83405KB STANDARD Unknown (Unknown) NZE2NZEyMDAWL
31232024 11:2326 PM 2e361b9705/4782062d6937c508210-2 958 MB STANDARD Unknown (Unknown) NDY20DcwMDEu

[ 53 Browser 1167 - Free Version (for non-commercial use only) - Bucket (Migration Temp)

HPI B EERFEFER R 7R

{B7E SnapMirror B{&Z Al ~ AMERD

- o
» 7
Accounts Buckets Files Bookmarks Tools UpgradetoPro!  Help
& New bucket offs Add external bucket 2 Refresh w s/ 08
] bucket Name Size Type LastModified Storage Class
& sg-dummy clusterl_dem.. 157bytes TextDocument  3/24/2024 121353AM STANDARD
cluster]_svm.. 211bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
T puty.exe 83405KB Application 3/24/2024 121428AM  STANDARD
[Ehfs.exe 207MB Application 3/24/2024 121456 AM  STANDARD
[#s3browser-11.. 958MB Application 3/24/2024 121353AM  STANDARD
4 Uplosd - | g Downlosd | g Delete ( ] New Folder b Refresh 1fie (20200
Tasks (1) Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [P
Key LastModified ETag Size Storage Class Owner Version Id
[¥hfs.exe
3/24/2024 121456 AM e8557e98ed1269372f0aced Tk rTLM 207MB tenant_demo (27041610751..  OEMR{Y4NDgIRT.
revision #: 1 3/24/2024 121353 AM "9e3557esaad125937Mac391 tenant_demo (27041610751... | NjUSRDhCNDIRT

_FE

EBR R #TR
BB EETR

ONTAP SnapMirror S3 2R 2E BB RIARES ©
~ LU B BYih o 554k StorageGRID FLAE4E

Rafael Guedes # Aron Klein_

St ONTAP S3 |[E#5#54E StorageGRID ~ BIR{
11 ONTAP S3 |E#3#58E StorageGRID ~ BIRiE

I3 AFI7E StorageGRID I#iEIL T —{ERRZS
EM AR A FEFZECER o

%45 S3
24K S3
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%8 S3 &8

BT « KEB RIS EEAEMNRE « MRS RS HTHI528 - StorageGRID 12{1 AP
<Al S3 SREABREE o

Z A StorageGRID BI2 Ul (MIEEEEIES Ul) -~ BEIEL TAPI ) BIESEm -

= N NetApp | StorageGRID Grid Manager

DASHBOARD

s @ . Dashboard

NODES

Health @
TENANTS

[ v Overall st

CONFIGURATION

MAINTENANCE

JER MES) &R « L [ POST /GRI/account-enable — s3-key-import 1~ #—T T Tryitout s (A) #&
$7 ~ SA1BIR—T lexecute 1 (¥117) %8R o

accounts Operations on accounts o

o ¢-enable-s3-key-import ENADIES the Import S3 Credentials feature on this node. Warning: Enabling this feature allows Grid Manager users with Change Tenant Root Password permission o
/grid/account-enable-s3-key-import ;o fyll access to tenant data. This feature should be disabled immediately after use

Parameters

No parameters

HEEE MRA) TABTHEEZE [ POST /GRID/accounts/{id}/user/{user_id}/s3-access-keys |
BPSTELLE A LI ERTEE ID MIERAEIRE ID © 557F json HIRHIEA ONTAP EAEMMAIMEE o &

AL EEBENEAR ~ 5#kk T~ Expires 1 (FJHAH) @ 123456789 - #A%&¥—T [ execute (1T
) 1 °
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m /grid/accounts/{id}/users/{user_id}/s3-access-keys Imports S3 credentials for a given user in a tenant account
\'

‘ Parameters

Name Description
‘d * required
string ID of Storage Tenant Account
(path)

27041610751165610501
user_id " reavired
steing ID of user in tenant account
(path)

ebc132e2-cfc3-42c0-a445-3b4465cb523c
body * required

Edit Value Model

(body)

{

“accessKey": "3TVPI142)GE3Y7FV2K(CO",

“secretAccessKey”: "75a1QqKBU4quA132twI4g41C4GgSPP30ncyOsPES"™
}

SHRFFEERESREAR - LEZEA MREI T POST /GRI/account-disable-s3-key-import | FIHI&IRE
ATHEE

m /grid/account-disable-s3-key-import Disables the Import S3 Credentials feature on this node. ™
‘ Parameters Capgel

No parameters
‘ Responses Response content type [ application/json v ]

MRBRFEEFEES U FEERERERF « MEEINSREME -
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Users > Demo S3 User

Overview

Fullname: @

Username: @

Demo S3 User /'

demo_s3_user

User type: @ Local
Denied access: @ Yes
Access mode: @ Read-only
Group membership: @ Demo S3 Group
Password Access Access keys Groups
Manage access keys
Add or delete access keys for this user.
AccesskeylD S Expirationtime $
................ 86TR None

................ m None

BRI

IMNRITHAGETEENE ONTAP ;K AHEHZE| StorageGRID ~ A UATELLAE R o TNRIEZE ONTAP S3 BEE
StorageGRID ~ BREZIRTEIE B4 RIBERVIFEF o

7Z ONTAP R4 BIEEH « 4588 S3 BH4HIAEHER TS  ReadOnlyAccess | ° EiPhLEEREBSE A ONTAP
S3 f#FE °
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Edit group

NAME

demo_s3_group

USERS

demo_s3_user x

POLICIES

ReadOnlyAccess x

g

FITH R EHE DNS RE AT ONTAP #EE15A StorageGRID iRk o s5ME Ein /K8 EMERR - WRTHEEE
RABERIER « 357 StorageGRID H#TIGiH 2L 418
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Endpoint Domain Names

Virtual Hosted-Style Requests
Enable support of S3 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com,

s3.example.co.uk, s3-east.example.com

Endpoint 1 s3portal.demo.netapp.com +

S A FIRR BEEE SR TTL :BHA - 250 DNS LRI EH AL - WEAR—TIREEEEE - A THWRZ
BIETFIAR AR StorageGRID ERMZEVRIVIAE 77 S3 £88 (MIEEARIEIE) - #B& SnapMirror BREL ~ 1L
Fe#5B% ONTAP Bk} o

_1E& : Rafael Guedes # Aron Klein_
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