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- Before expansion -

3 nodes are 100% full
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- Before expansion - ——— After adding 3 nodes

3 nodes are 100% full 3 new nodes can be used for 2+1 EC
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- Before expansion - —— After adding 2 nodes

3 nodes are 100% full 2 new nodes cannot be used for EC
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——— After EC rebalance

3 nodes are 100% full 2 new nodes cannot be used for EC 5 nodes are 60% full, EC can continue

- Before expansion 7 —— After adding 2 nodes
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