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擴張計劃

StorageGRID中複製資料的擴展規劃

如果您部署的資訊生命週期管理（ILM）原則包含建立物件複本的規則、您必須考量要新
增多少儲存設備、以及新增儲存磁碟區或儲存節點的位置。

如需新增其他儲存設備的相關指引、請檢查建立複寫複本的ILM規則。如果ILM規則建立兩個以上的物件複本、
請規劃在物件複本所在的每個位置新增儲存設備。簡單來說、如果您有兩個站台的網格和 ILM 規則、在每個站
台建立一個物件複本、則您必須"新增儲存設備"前往每個站台、以增加網格的整體物件容量。如需物件複寫的相
關資訊，請參閱"什麼是複寫"。

基於效能考量、您應該嘗試在不同站台之間維持儲存容量和運算能力的平衡。因此、在此範例中、您應該將相同
數量的儲存節點新增至每個站台、或是在每個站台新增額外的儲存磁碟區。

如果您有更複雜的ILM原則、其中包含根據儲存區名稱等準則將物件放置在不同位置的規則、或是隨著時間變更
物件位置的規則、則您對擴充所需儲存區的分析將會類似、但會更為複雜。

記錄整體儲存容量的使用速度、有助於瞭解擴充所需的儲存容量、以及何時需要額外的儲存空間。您可以使用
Grid Manager 來"監控及記錄儲存容量"。

在規劃擴充時間時，請記住考慮採購和安裝額外儲存可能需要多長時間。為了簡化擴充規劃，當現有儲存節點達
到 70% 容量時，請考慮新增儲存節點。

StorageGRID中糾刪碼（EC）資料的擴充規劃

如果您的ILM原則包含製作銷毀編碼複本的規則、您必須規劃新增儲存設備的位置、以及
新增儲存設備的時間。您新增的儲存容量和新增的時間、可能會影響網格的可用儲存容
量。

規劃儲存擴充的第一步是檢查ILM原則中建立銷毀編碼物件的規則。由於此功能可為每個銷毀編碼物件建
立_k+m_片段、並將每個片段儲存在不同的儲存節點上、因此您必須確保擴充後至少有_k+m_儲存節點空間可容
納新的銷毀編碼資料。StorageGRID如果銷毀編碼設定檔提供站台遺失保護、您必須將儲存設備新增至每個站
台。如需銷毀編碼設定檔的相關資訊、請參閱"什麼是銷毀編碼方案"。

您需要新增的節點數量也取決於執行擴充時現有節點的完整程度。

新增銷毀編碼物件儲存容量的一般建議

如果您想要避免詳細計算、當現有儲存節點的容量達到70%時、您可以在每個站台新增兩個儲存節點。

這項一般建議針對單一站台網格和磁碟區編碼提供站台遺失保護的網格、提供廣泛的銷毀編碼方案合理的結果。

要更好地瞭解導致此建議的因素或爲您的站點制定更精確的計劃，請參閱"重新平衡銷毀編碼資料的考量事項"。
如需針對您的情況最佳化的自訂建議、請聯絡您的 NetApp 專業服務顧問。
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了解StorageGRID中擴充後的 EC 重新平衡

如果您正在執行擴充以新增儲存節點、並使用 ILM 規則來清除程式碼資料、則如果您無法
新增足夠的儲存節點來執行銷毀編碼（ EC ）重新平衡程序、以供您使用的銷毀編碼配置
使用。

檢閱這些考量之後、請執行擴充、然後前往"新增儲存節點後、重新平衡以銷毀編碼的資料"執行程序。

什麼是EC重新平衡？

EC重新平衡StorageGRID 是擴充儲存節點之後可能需要的一個過程。此程序會以命令列指令碼形式從主要管理
節點執行。當您執行 EC 重新平衡程序時、 StorageGRID 會在站台的現有儲存節點和新新增的儲存節點之間重
新分配銷毀編碼片段。

EC重新平衡程序：

• 僅移動以銷毀編碼的物件資料。它不會移動複寫的物件資料。

• 在站台內重新分配資料。它不會在站台之間移動資料。

• 在站台的所有儲存節點之間重新分配資料。它不會重新分配儲存磁碟區內的資料。

• 嘗試向每個節點分配相同數量的位元組。重新平衡完成後，包含更多複製資料的節點將儲存較少的擦除編碼
資料。

• 在儲存節點之間均勻地重新分配擦除編碼數據，而不考慮每個節點的相對容量。複製的數據包含在計算中。

• 不會將擦除編碼資料分發到已滿 80% 以上的儲存節點。

• 執行 ILM 作業和 S3 用戶端作業時、可能會降低其效能？ #8212 ；需要額外資源來重新散佈銷毀編碼片段。

當EC重新平衡程序完成時：

• 銷毀編碼的資料將從可用空間較少的儲存節點移至可用空間較大的儲存節點。

• 銷毀編碼物件的資料保護將維持不變。

• 使用的（ % ）值可能因兩個原因而不同：

◦ 複寫的物件複本將繼續佔用現有節點上的空間 #8212 ； EC 重新平衡程序不會移動複寫的資料。

◦ 儘管所有節點最終都會擁有大致相同量的數據，但容量較大的節點相對容量較小的節點來說則不太滿。

例如、假設三個 200-TB 節點各填滿 80% （ 200 和 #215 ； 0.8 = 每個節點 160 TB 、或站台 480 TB

）。如果您新增一個 400 TB 節點並執行重新平衡程序、所有節點現在將擁有大約相同數量的銷毀程式
碼資料（ 480/4 = 120 TB ）。不過、較大節點使用的（ % ）將會少於較小節點使用的（ % ）。
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何時重新平衡銷毀編碼資料

EC 重新平衡程序重新分配現有的擦除編碼數據，以確保節點不會變滿或保持滿狀態。該程序有助於確保 EC 編
碼能夠在網站上繼續進行。

當網站上的資料分佈有令人擔憂的偏差且網站儲存大部分 EC 資料時（因為複製的資料無法透過重新平衡來移動
），請執行重新平衡程序。

請考慮下列案例：

• 包含三個儲存節點的單一站台正在執行。StorageGRID

• ILM原則對所有大於1.0 MB的物件使用2+1銷毀編碼規則、而對較小的物件使用雙複製複寫規則。

• 所有儲存節點都已完全滿。在主要嚴重性層級觸發 * 物件儲存空間不足 * 警示。

如果您新增了足夠的節點、則不需要重新平衡

若要瞭解何時不需要 EC 重新平衡、請假設您新增了三個（或更多）新的儲存節點。在這種情況下、您不需要執
行 EC 重新平衡。原始儲存節點將保持完整狀態、但新物件現在將使用三個新節點來進行 2+1 銷毀編碼和
#8212 ；兩個資料片段和一個同位元區隔片段都可以儲存在不同的節點上。
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雖然您可以在此案例中執行 EC 重新平衡程序、但移動現有的銷毀編碼資料將會暫時降低網格的
效能、這可能會影響用戶端作業。

如果您無法新增足夠的節點、則需要重新平衡

若要瞭解何時需要 EC 重新平衡、假設您只能新增兩個儲存節點、而不能新增三個。由於 2+1 配置需要至少三
個儲存節點才能有可用空間、因此無法將空節點用於新的銷毀編碼資料。

若要使用新的儲存節點、您應該執行 EC 重新平衡程序。執行此程序時、 StorageGRID 會在站台的所有儲存節
點之間重新分配現有的銷毀編碼資料和同位元區段。在此範例中、當 EC 重新平衡程序完成時、所有五個節點現
在只有 60% 的空間已滿、而且物件可以繼續擷取至所有儲存節點上的 2+1 銷毀編碼方案。

EC 重新平衡的建議

如果下列陳述中的所有陳述均正確、則 NetApp 需要 EC 重新平衡：

• 您使用銷毀編碼來處理物件資料。

• 站台上的一個或多個儲存節點已觸發*低物件儲存*警示、表示節點已滿80%以上。

• 您無法新增足夠的新儲存節點以供使用的銷毀編碼配置使用。請參閱。 "新增銷毀編碼物件的儲存容量"
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• 在執行 EC 重新平衡程序時、 S3 用戶端可以容忍較低的寫入和讀取作業效能。

如果您偏好將儲存節點填滿至類似層級、而 S3 用戶端可以在執行 EC 重新平衡程序時、容忍其寫入和讀取作業
的效能降低、則可以選擇性地執行 EC 重新平衡程序。

EC重新平衡程序如何與其他維護工作互動

您無法在執行 EC 重新平衡程序的同時執行某些維護程序。

程序 在EC重新平衡程序期間允許？

其他EC重新平衡程序 不可以

您一次只能執行一個EC重新平衡程序。

取消委任程序

EC資料修復工作

不可以

• 在執行EC重新平衡程序時、您無法啟動取消委任程序或EC資料修
復。

• 在執行儲存節點取消委任程序或EC資料修復時、您無法啟動EC重新
平衡程序。

擴充程序 不可以

如果您需要在擴充中新增儲存節點、請在新增所有新節點之後執行 EC 重
新平衡程序。

升級程序 不可以

如果您需要升級 StorageGRID 軟體、請在執行 EC 重新平衡程序之前或
之後執行升級程序。您可以視需要終止EC重新平衡程序、以執行軟體升
級。

應用裝置節點複製程序 不可以

如果您需要複製應用裝置儲存節點、請在新增節點之後執行 EC 重新平衡
程序。

修復程序 是的。

您可以在StorageGRID 執行EC重新平衡程序時套用更新程式。

其他維護程序 不可以

在執行其他維護程序之前、您必須先終止EC重新平衡程序。
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EC重新平衡程序如何與ILM互動

當EC重新平衡程序正在執行時、請避免變更ILM、以免變更現有銷毀編碼物件的位置。例如、請勿開始使用具有
不同銷毀編碼設定檔的 ILM 規則。如果您需要進行此類 ILM 變更、您應該終止 EC 重新平衡程序。
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