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# Recommended Cassandra setting: CASSANDRA-3563, CASSANDRA-13008, DataStax

documentation

vm.max map count = 1048575

# core file customization

# Note: for cores generated by binaries running inside containers, this
# path is interpreted relative to the container filesystem namespace.

# External cores will go nowhere, unless /var/local/core also exists on
# the host.

kernel.core pattern = /var/local/core/%e.core.%p

# Set the kernel minimum free memory to the greater of the current value
or

# 512MiB if the host has 48GiB or less of RAM or 1.83GiB if the host has
more than 48GiB of RTAM

vm.min free kbytes = 524288

# Enforce current default swappiness value to ensure the VM system has
some

# flexibility to garbage collect behind anonymous mappings. Bump
watermark scale factor

# to help avoid OOM conditions in the kernel during memory allocation
bursts. Bump

# dirty ratio to 90 because we explicitly fsync data that needs to be
persistent, and

# so do not require the dirty ratio safety net. A low dirty ratio combined
with a large

# working set (nr active pages) can cause us to enter synchronous I/O mode
unnecessarily,

# with deleterious effects on performance.

vm.swappiness = 60

vm.watermark scale factor = 200

vm.dirty ratio = 90
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# Turn off slow start after idle
net.ipv4d.tcp slow start after idle = 0

# Tune TCP window settings to improve throughput
8388608

8388608

4096 524288 8388608

4096 262144 8388608
net.core.netdev _max backlog = 2500

net.core.rmem max

net.core.wmem max

net.ipvé.tcp rmem

net.ipvé4.tcp wmem

# Turn on MTU probing
net.ipvé4.tcp mtu probing = 1

# Be more liberal with firewall connection tracking
net.ipvé4.netfilter.ip conntrack tcp be liberal =1

# Reduce TCP keepalive time to reasonable levels to terminate dead
connections

net.ipvé4.tcp keepalive time = 270

net.ipvé4.tcp keepalive probes = 3

net.ipvé4.tcp keepalive intvl = 30

# Increase the ARP cache size to tolerate being in a /16 subnet
net.ipvé4.neigh.default.gc threshl 8192
net.ipvé4.neigh.default.gc_thresh2 = 32768
net.ipvé4.neigh.default.gc thresh3 = 65536
net.ipvé6.neigh.default.gc threshl = 8192
net.ipv6.neigh.default.gc _thresh2 = 32768
net.ipvé6.neigh.default.gc thresh3 = 65536

# Disable IP forwarding, we are not a router
net.ipvé4.ip forward = 0

# Follow security best practices for ignoring broadcast ping requests
net.ipvé4.icmp echo ignore broadcasts =1

# Increase the pending connection and accept backlog to handle larger
connection bursts.
net.core.somaxconn=4096

net.ipvé4.tcp max syn backlog=4096
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(INE 2R
RHEL g7
8.8 (BiEk)

8.10

9.0 (Biak)

9.2 (B

9.4

9.6

Ubuntu

RIEIZCARAS
4.18.0-477.10.1.e18_8.x86_64

4.18.0-553.el8_10.x86_64

5.14.0-70.22.1.e19_0.x86_64

5.14.0-284.11.1.el9_2.x86_64

5.14.0-427.18.1.el9_4.x86_64

5.14.0-570.18.1.e19_6.x86_64

RIOEHBTE
#%it) -4.18.0-477.10.1.el8_8.x86_64

kernel-4.18.0-553.el8 10.x86_64

kernel-5.14.0-70.22.1.el9_0.x86_64
kernel-5.14.0-284.11.1.el9_2.x86_64
kernel-5.14.0-427.18.1.el9_4.x86_64

M1%-5.14.0-570.18.1.el9_6.x86_64

* 7R ¢ * Ubuntu hrZs 18.04 1 20.04 BIZIR BB « iFIRIRIRAFIER o

Ubuntu KrZs
22.04.1.

24.04

Debian

BARIZ IO RS
5.15.0-47- —fi%

6.8.0-31-generic

BIODESFRE

Linux-image-5.15.0-47-generic/jammy-
updates,jammy-security,now 5.15.0-47.51

Linux-image-6.8.0-31-generic/grine, IR7E 6.8.0-

* f5E ¢ * X1& Debian hiZs 11 EHEK ~ BRRIRRRA RS o

Debian hrZx
1 (BBEF)

12

RIEAZORRES
5.10.0-18-amd64

6.1.0-9-amd64

OEMHTE

Linux-image-5.10.0-18-amd64/Stable
3% 5.10.150-1

Linux-image-6.1.0-9-amd64/Stable ~ IF
#56.1.27-1
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ERTIESS :

sudo 1ln -s /etc/apparmor.d/<profile.name> /etc/apparmor.d/disable/
sudo apparmor parser -R /etc/apparmor.d/<profile.name>

gh

sudo 1n -s /etc/apparmor.d/bin.ping /etc/apparmor.d/disable/
sudo apparmor parser -R /etc/apparmor.d/bin.ping

* SE2R{EAAppArmor © ¥11¢ Ubuntu 9.10 SERTARZS ~ 55E1E Ubuntu 48 EALB$FRAVIETR ¢ = FHApPpArm" o
TEBGHTRY Ubuntu FRZs E ~ BTAEREIETE2ER AppArmor ©
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* "RHEL BY&34 /etc/sysconfig/network-scripts"
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1s -1

$ 1s -1 /dev/disk/by-path/

total O
lrwxrwxrwx 1 root

lrwxrwxrwx 1 root

../../sda
lrwxrwxrwx 1 root
-> ../../sdal
lrwxrwxrwx 1 root
-> ../../sda2
lrwxrwxrwx 1 root
../../sdb
lrwxrwxrwx 1 root
../../sdc

lrwxrwxrwx 1 root
../../sdd

root
root

root

root

root

root

root

BERZRNGEREEFITR o

9
9

10

10

Sep
Sep

Sep

Sep

Sep

Sep

Sep

19
19

19

19

19

19

19

18:
18:

18:

18:

18:

18:

18:

53
53

53

53

53

53

53

pci-0000:
pci-0000:

pci-0000:

pci-0000:

pci-0000:

pci-0000:

pci-0000:

00:
03:

03:

03:

03:

03:

03:

07.
00.

00.

00.

00.

00.

00

l-ata-2 ->
O-scsi-0:0:

O-scsi-0:

O-scsi-0:

O-scsi-0:

O-scsi-0:

.0-scsi-0:

./../sx0
0 ->
:0-partl
:0-part?2
0 ->
0o ->
0 ->

A EEREFHEEEIERP ST « UB{E4I1AStorageGRID MIRRZASZEE K KRRV EIR T - NRTFERLE

EHEREASERERIERERFIEAFHFHIRE « BIFIUER alias EEPRIRIL

‘/etc/multipath.conf °

fgn -
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multipaths {

multipath {
wwid 3600a09800059d6df00005df2573¢c2c30
alias docker-storage-volume-hostA

}

multipath {
wwid 3600a09800059d6df00005d£3573c2c30
alias sgws-adml-var-local

}

multipath {
wwid 3600a09800059d6df00005d£f4573c2c30
alias sgws—adml-audit-logs

}

multipath {
wwid 3600a09800059d6df00005d£5573c2c30
alias sgws—-adml-tables

}

multipath {
wwid 3600a09800059d6df00005d£6573c2c30
alias sgws-gwl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-rangedb-0

LB S TVERRIRMNIL « FIERR AT M ERPETRAEIREE /dev/mapper © SRETHAARHMEEIFER
BIEERIRHETFHIEER « AIEES A B SN RENAHE o

MRICELTEHARFRMAEIREZIE StorageGRID Eigh#28E « MFAXEHEERNZERK  IIFIUEMRERE
F EET WL @AM /etc/multipath. conf o REBREEESE T EFEHBRRRIContainer Enginef# Tz
HAREE BN ] o EF AR LA B R BMASER2R 5 ZM#1F Volume LUNEYRI% ~ iR EE R ~ B
1RIE A -

@ #& Docker {EA{Z/RENIE SN BN A 235 | ZEMZE BB o Docker BETERIKhRZASH LS —1E
Container 5|ZHfY o

HERAE N
* "28 € Container Enginefs#7FVolume"

* EFEEERXR"
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HEARBEER

LB Ao | BAEFHIEE (Linux)

f£% % Docker 8¢ Podman B835|E 2 A1 > LA]se B 2RIV CREFHIFR L HETE ©

@ 1% Docker {EA{ZRENEEEN BRI B 255 | EMZIEEBERF o Docker BETERKRRAF LS —1E
Container 5 |2E{< o

() MLinux) #§M92 RHEL * Ubuntu B Debian 2B - BRI ZIBIRAMITIR > 52 "NetApp EiE
MHBRIAIMT (F8) "o

RIRERI(E
MREFTH RS Docker 3% Podman f#fF & > WHEHDRE LA RMKATAZER - RIFTUBHBL T8

* Podman . /var/lib/containers

* Docker : /var/lib/docker

1. EAR5 I ERHFHIRE LEIERAR

AIIETE3RAR

sudo mkfs.ext4 container-engine-storage-volume-device

UbuntuZXDEBIAN

sudo mkfs.ext4 docker-storage-volume-device

2. ##Container Enginel#FHIEE :

12
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(TIE 2R
° FEADocker :

sudo mkdir -p /var/lib/docker
sudo mount container-storage-volume-device /var/lib/docker

o FEAPodman :

sudo mkdir -p /var/lib/containers

sudo mount container-storage-volume-device /var/lib/containers

Ubuntuz{DEBIAN

sudo mkdir -p /var/lib/docker
sudo mount docker-storage-volume-device /var/lib/docker

o #EAPodman

sudo mkdir -p /var/lib/podman
sudo mount container-storage-volume-device /var/lib/podman

3. BARFIFHMEEREBNEEIHIEE /etc/fstab ©
° RHEL : ResAFERE

° Ubuntu 3§ Debian : docker-storage-volume-device

I BRI R RiE R E R T BRI R BB ENRE -

ZitDocker
StorageGRIDRA AR EA B IRESTE Linux EEE o
* 7£7% Ubuntu 5% Debian ZtStorageGRIDZ A1 » fE4ZEZ 8 Docker ©

* YNRITEIZ(FH Docker B35 % » sSBKIB TITERZEE Docker o BHI » Z2EPodman o

@ 1% Docker {EAZRERE S BRI A 235 | ZMZIEEBERF o Docker FETERKHRZAF IS —1E
Container 5|2t o

1. SBRBLINUXEREE R FRIET IR ZE Docker ©



()  MBEHLnuERIFERHRMMDocker AT DockerdB1E Tl -

2. FITTIIMER S « FEIRERA KRB Docker !

sudo systemctl enable docker

sudo systemctl start docker

3. BMIATA% « RSB ZEDockerAIFERRRRZS

sudo docker version
R IHFFERESARASAZES 1.11.0 HEFThRZ ©

ZitPodman

StorageGRIDAMIEABEIESENE o MMREEEFA Podman B2851% » SBAKREBUTHERLE Podman o &
81 » 228 Docker ©

1. RBLInUXEEEXZRFHIET « Z2EPodmaniflPodman-Docker ©

() #Podmant « fGt7EZEEPodman-Docker &4 ¢

2. A TSRS « BEEE ZEEPodmanflPodman-DockerfIFERARRZS

sudo docker version

@ {#FBPodman-DockerE4 ] L ffEFIDockerdn < ©

FA R inFNEIBR SRR A 4784 3.2.3 UEMhRAS ©

Version: 3.2.3

API Version: 3.2.3

Go Version: gol.15.7

Built: Tue Jul 27 03:29:39 2021
0S/Arch: linux/amdoc4

G
R RE
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Z 4 StorageGRID 14 ARFS (Linux)

TR LUERE

| VRSN

RIEE R 4488 AYStorage GRIDE B IR L 2E StorageGRID E 144 ARFS ©

@ MLinux) #5AY2 RHEL ~ Ubuntu 2 Debian & - SRS ZIBRRAMNFIER > 528 "NetApp EiE
MHBRIAIMT (FF) "o
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ATNE AR
& A LUEFAStorageGRID 1B IEMRPMEG KR 224t StorageGRID BRI FHRRFS ©

RINERI(E

B LR PRI AIIERPME L2 52 EHEARTS o LESh ~ (AT LUERRERIEFFE 2RI DNF EfFE
B~ Bin%iE RPM B o 552 RERARELInuxIEE R FRIDNFREFERA -

1. 1 StorageGRID ILINAER KBTI SETH - ARHHEBNIIHZREREL

HIgn ~ SEMBIER ST /tmp ~ UEE TP REREFHGHS °
2. Wroot& N EifEA AASudoEfRIVIRFR EABEEH « ARKRBISEIRFAITTIE<

sudo dnf --nogpgcheck localinstall /tmp/StorageGRID-Webscale-Images-
version-SHA. rpm

sudo dnf --nogpgcheck localinstall /tmp/StorageGRID-Webscale-
Service-version-SHA. rpm

(D cpmrmEmEEt AEBRERBEE -
() mREBEERERMES imp > FERDS LURMARFEEE o
UbuntusiDEBIAN

&AL FE StorageGRID DEB &% Ubuntu 5{ Debian 224t StorageGRID T #ARFS ©

RIRERI(E

B EAS TR A DebE M R E T HARTS © L5h ~ IC AT LUER ZERIEFBEMAIAPTRFEHEE K -
WERZEDebEH © F2RBRANKELINUXIERRFRIAPTRETFERA o

1. K StorageGRID (FEAER) EMERIISEIH - IREH=RHERE LM

HIgn ~ REMBERSZETR /tnp ~ UEET TP RERSEFHGHS ©
2. Kroot& i EAAASudoEfRAIIRFE BEABE I « ABRRIT TGRS °

N BHDZEEMN - “service AEBZRE 'images B - MIRBHGBHREEMBEE /tmp > 58
BN e S LU BRFR FARYRRIE o

sudo dpkg --install /tmp/storagegrid-webscale-images-version-SHA.deb



sudo dpkg --install /tmp/storagegrid-webscale-service-version-
SHA.deb

R4 StorageGRIDE M Z B » MBS LZREE Python 3 © 5 “sudo dpkg --install
@ /tmp/storagegrid-webscale-images-version-SHA.deb' B ZI{ESER IR {ER » oA B X

o
7
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9 NetApp hRIEERHTHRZ SRS RET FIIIREN REEHHH !

LEEREELA NETAPP TRER) 21 » AREAAREETRAVER » SEEFRNAERESEERREENEREZ
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88 IMEERSNAERNIEZEFEZAREMSETRA o

NetApp 7 & FER £ B APt 2 (R R E BRI > -OARS1TEA o NetApp FEERERERAX PRtz EmimE
EREEET » FRIFEFIELEE NetApp EEHFEE - EANBEILLERT A EEREEMEFE « HIEESER
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