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/var/local — /dev/mapper/sgws-snl-var-local
rangedb0 — /dev/mapper/sgws-snl-rangedb0
rangedbl — /dev/mapper/sgws-snl-rangedbl
rangedb2 — /dev/mapper/sgws-snl-rangedb2

rangedb3 —# /dev/mapper/sgws-snl-rangedb3

ZmER (Linux)

ZERBEPEIHEBENRENETEE (Linux)
ERIEAM L « StorageGRID EH T HABENRELIT —LEEE sysceleo

@ lLinux) #5892 RHEL ~ Ubuntu 3% Debian Z& - BRI XIERRABIFIR > 5528 "NetApp EiE
MHBRTAEIMT (Rg) "o

GHEITNYIEE

# Recommended Cassandra setting: CASSANDRA-3563, CASSANDRA-13008, DataStax
documentation

vm.max map count = 1048575

# core file customization

# Note: for cores generated by binaries running inside containers, this
# path is interpreted relative to the container filesystem namespace.

# External cores will go nowhere, unless /var/local/core also exists on
# the host.

kernel.core pattern = /var/local/core/%e.core.%p

# Set the kernel minimum free memory to the greater of the current value
or

# 512MiB if the host has 48GiB or less of RAM or 1.83GiB if the host has
more than 48GiB of RTAM

vm.min free kbytes = 524288

# Enforce current default swappiness value to ensure the VM system has
some

# flexibility to garbage collect behind anonymous mappings. Bump
watermark scale factor
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# to help avoid OOM conditions in the kernel during memory allocation
bursts. Bump

# dirty ratio to 90 because we explicitly fsync data that needs to be
persistent, and

# so do not require the dirty ratio safety net. A low dirty ratio combined
with a large

# working set (nr active pages) can cause us to enter synchronous I/O mode
unnecessarily,

# with deleterious effects on performance.

vm.swappiness = 60

vm.watermark scale factor = 200

vm.dirty ratio = 90

# Turn off slow start after idle

net.ipvé4.tcp slow start after idle = 0

# Tune TCP window settings to improve throughput
net.core.rmem max = 8388608

net.core.wmem max = 8388608

net.ipvé4.tcp rmem = 4096 524288 8388608
net.ipvé.tcp wmem = 4096 262144 8388608
net.core.netdev max backlog = 2500

# Turn on MTU probing
net.ipvé4.tcp mtu probing = 1

# Be more liberal with firewall connection tracking

net.ipvé4.netfilter.ip conntrack tcp be liberal =1

# Reduce TCP keepalive time to reasonable levels to terminate dead
connections

net.ipvé4.tcp keepalive time = 270

net.ipvé4.tcp keepalive probes = 3

net.ipvé4.tcp keepalive intvl = 30

# Increase the ARP cache size to tolerate being in a /16 subnet
net.ipvé4.neigh.default.gc threshl 8192
net.ipvé4.neigh.default.gc thresh2 = 32768
net.ipvé4.neigh.default.gc thresh3 = 65536
net.ipv6.neigh.default.gc threshl = 8192
net.ipvé6.neigh.default.gc thresh2 = 32768
net.ipvé6.neigh.default.gc thresh3 = 65536

# Disable IP forwarding, we are not a router

net.ipv4.ip forward = 0



# Follow security best practices for ignoring broadcast ping requests

net.ipv4.icmp echo ignore broadcasts =1

# Increase the pending connection and accept backlog to handle larger
connection bursts.

net.core.somaxconn=4096

net.ipv4d.tcp max syn backlog=4096

ZHLinux

S BTEFRA Linux 4988 1 2% StorageGRID - BERSSZIBIRAMNTIR > 55
FANetAppEZEMERT A ©

ez Al

HRIEHNIERERAFN S StorageGRID BIRIEIZOMRASTER ~ MITFAZ o A< "uname -r BUSEERFRIZ
IDRRZS ~ SOAFIFE R GRS o

@ MinuxJ #5E9Z RHEL ~ Ubuntu 5% Debian &% - BRI XERAERIZIZE > 552 /F "NetApp EiE
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8.8 (BiBF) 4.18.0-477.10.1.el8_8.x86_64 ¥y -4.18.0-477.10.1.e18_8.x86_64
8.10 4.18.0-553.el8_10.x86_64 kernel-4.18.0-553.el8_10.x86_64
2.0 (BB 5.14.0-70.22.1.el9_0.x86_64 kernel-5.14.0-70.22.1.el9_0.x86_64
92 (BB 5.14.0-284.11.1.el9_2.x86_64 kernel-5.14.0-284.11.1.el9_2.x86_64
9.4 5.14.0-427.18.1.el9_4.x86_64 kernel-5.14.0-427.18.1.el9_4.x86_64
9.6 5.14.0-570.18.1.el9_6.x86_64 A#%-5.14.0-570.18.1.e19_6.x86_64
Ubuntu

* 7EE  * Ubuntu hrZs 18.04 1 20.04 BIZIR EBE « i RIRIRAFIEER o

Ubuntu frzs  &IERZCORRZ BIDEFRE

22.04.1. 5.15.0-47- —f% Linux-image-5.15.0-47-generic/jammy-
updates,jammy-security,now 5.15.0-47.51

24.04 6.8.0-31-generic Linux-image-6.8.0-31-generic/grine, IR 6.8.0-
31.31

Debian

* f5E ¢ * 1% Debian hiZs 11 EREK ~ iR RIRRRA RS o

Debian higZs RIEAZORRES LDEMHTE

1 (BiBE) 5.10.0-18-amd64 Linux-image-5.10.0-18-amd64/Stable
1% 5.10.150-1

12 6.1.0-9-amd64 Linux-image-6.1.0-9-amd64/Stable ~ I3
#6.1.27-1
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o 28 Ubuntu B » ISV BEIERERABERIEIN o BEEIE OpenSSH EAREs UARUE % Ubuntu 1
8 ssh 72EX o FE EthEEIER] LURIFABRARES o

2. FEARPRA EHER AT UZENER AR B %77 E - ©1F RHEL By Extras $83& o
3. MNRERAH -

a. FITTFH &L . $ sudo swapoff --all

b. #RPHIFFIERIRIEE /etc/fstab » URERE °

() mmmrx2ems - TERRERERE -

T 2 AppArmor 5 EHEZE (Ubuntu #1 Debian)

MR ZEBITEENUbuntulRIZEHIRLE M5 A58 {EARIAppArmorfZEIESI R 48
B BT R IT B A N EHHERAREFYAppArmorsg EAE A sE & & 2 %28 StorageGRID
BRI THSEREREE M98 o
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B ~ StorageGRID 2B —EIBEHIRTE EfEZ25CiRiEl B« RS BUHBAppArmor ©

ERTI&mS :

sudo 1In -s /etc/apparmor.d/<profile.name> /etc/apparmor.d/disable/
sudo apparmor parser -R /etc/apparmor.d/<profile.name>

#h

sudo 1In -s /etc/apparmor.d/bin.ping /etc/apparmor.d/disable/
sudo apparmor parser -R /etc/apparmor.d/bin.ping

* SE2EAAppArmor ° ¥1¢ Ubuntu 9.10 SLERTARAS ~ 5E1E Ubuntu 48 LA BFRBVIET ¢ "=HAppArm" o
TEETRY Ubuntu k7 _E ~ BIAE#RIESE 2SR AppArmor ©
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REIRFFHIRE (LUN) DECATHE - FER [MFEAFERER PRRMERAENT7IEE :

* BETHAAENEGEERE (RIEFIEEZEH ENEMBEMEEME)
© BERENFEEFER BIRKERFIMEERD
* S{EVolumeHIA /]

E01EStorageGRID i FEBE L IBEEAS « IS B ERILE « LURLnudS R SEERVolumeliSES
7 o

() £FBEST - KRCRHWEMELRRE « IBRRTH B IS LRREET -

() EhEENSREEEREIEE—EWEEE LUN -

(/dev/sdo B0 ~ EICIEEHEE LB RER « AR EH (RIR RHEBER - GLERUESEEIHE
M EEE EMTERRNEREF - MREFEAMNZE iscsT LUN M Device Mapper ZBEEE -5
BEBHPERAZLERKR® /dev/mapper » LEEE SAN {8 3BT HARFERENFERRER
BF o aE ~ (A LUER THRARIAVEFSELE “/dev/disk/by-path/ ZRep A FFHE MRV B A TE o

fan

ls -1

$ 1s -1 /dev/disk/by-path/

total O

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:00:07.1-ata-2 -> ../../sx0
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0 ->
../../sda

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-partl
-> ../../sdal

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-part2
-> ../../sda2

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:1:0 ->

../../sdb
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:2:0 ->
../../sdc
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:3:0 ->
../../sdd
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BERZRNGEREEFIATR o

AEEEIREFHIEEIERZ 5L  LUEEHI1EStorageGRID MRRASZEE R KRRV MEEIZ T - NRIEFERALE
ENREASERTRIZARGEREFEARBFUIRE « BIFTUER alias® ﬁ?fﬂlﬂﬁ’ﬁf&ﬁu

‘/etc/multipath.conf °

fugn

multipaths {

multipath ({
wwid 3600a09800059d6df00005df2573c2c30
alias docker-storage-volume-hostA

}

multipath {
wwid 3600a09800059d6df00005d£3573c2c30
alias sgws-adml-var-local

}

multipath {
wwid 3600a09800059d6df00005df4573¢c2c30
alias sgws—-adml-audit-logs

}

multipath {
wwid 3600a09800059d6df00005d£5573c2c30
alias sgws-adml-tables

}

multipath {
wwid 3600a09800059d6df00005d£6573c2c30
alias sgws-gwl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-rangedb-0

LUEREH I ERRIRRMIL  FIER R EE B HRPRETARREE /dev/mapper © RIGTEHRREHEEEER
BIEERIRHEFHEER « I ES BE SN RENAHE o

MREERTEHRAFERERZIE StorageGRID #ifi#2HE « MFRKEHEERNZERK « B UERERE
T ERBITI B /etc/multipath.conf © EEEET‘&@EH%J:T@%THE’JContainer Enginef#fF
WA RN AT o ﬁ%ﬂu%jﬁﬂ%E*ﬁiff&%%ﬁ%]&ﬁﬂﬁlé‘%ﬁ%Ié'“{u%ﬁVolume LUNBYRI% ~ BB iCaiRac(E ~ &2
RIS A -
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@ 1% Docker {EAEIREBEI BN A5 | BT IE B BT o Docker FETERKRRRAFIU S —1E
Container 5|2 o

FERAER

* "#% 7 Container Enginefs#7FVolume"
* EEHRAET K"

BREREEER
FLE R85 | BHFHIEE (Linux)
1£Z % Docker 8¢ Podman B255|Z 7A@ KAIREEER IV CHEFEMERTLHETE

@ 1% Docker {EAZREBEIN B A 2S5 | BT IE B BT o Docker FETERKRRRAFIU S —1E
Container 5|2 o

@ Linuxy #EMY2 RHEL * Ubuntu Bf Debian & - RS XIBIRAKFIR > 52 "NetApp EiE
MHEBRTEHIMT (Rg) "o

RIRERI(E
IMRTFTHRIREMIS Docker 5t Podman 7% » B EHDFNE LR EMRBZER » AJAIUBRN T I8

* Podman: /var/lib/containers

* Docker : /var/lib/docker

1. EAR5 I ERHFHIRE LEIERAR

AIIETESRAR

sudo mkfs.ext4 container-engine-storage-volume-device

Ubuntuz{DEBIAN

sudo mkfs.ext4 docker-storage-volume-device

2. #h#Container Enginef7Z R :
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(TIE 2R
° FEADocker :

sudo mkdir -p /var/lib/docker
sudo mount container-storage-volume-device /var/lib/docker

o FEAPodman :

sudo mkdir -p /var/lib/containers

sudo mount container-storage-volume-device /var/lib/containers

Ubuntuz{DEBIAN

sudo mkdir -p /var/lib/docker
sudo mount docker-storage-volume-device /var/lib/docker

o #EAPodman

sudo mkdir -p /var/lib/podman
sudo mount container-storage-volume-device /var/lib/podman

3. BARFIFHMEEREBNEEIHIEE /etc/fstab ©
° RHEL : ResAFERE

° Ubuntu 3§ Debian : docker-storage-volume-device

I BRI R RiE R E R T BRI R BB ENRE -

Z#Docker
StorageGRIDR AR LUMEA B ZRESTE Linux LB o
* 7£7% Ubuntu 5% Debian Z#tStorageGRIDZ A1 » &A% 4 Docker ©

* WNRITFEIZ(ER Docker 235 » AR T T ERLLEE Docker ¢ B[ » Z2EPodman o

@ #% Docker {EA{Z[RENREEII BRI B 255 | BB EBRF o Docker BETERKRRAF IS —1E
Container 5|ZHUY o

1. SBRIBLINUXER/EX R RIS RIRZEEDocker ©



()  MBEHLnuERIFERHRMMDocker AT DockerdB1E Tl -

2. FITTIIMER S « FEIRERA KRB Docker !

sudo systemctl enable docker

sudo systemctl start docker

3. BMIATA% « RSB ZEDockerAIFERRRRZS

sudo docker version

FA P il A AR 2SR AN 4 2875 1.11.0 SUEERTARZS o

Z#EPodman

StorageGRIDRAMIEABEIIESENE o MRTIFEEMFEA Podman B2851% » SBKREBUTHERLE Podman o &
Bl » ZZ4EDocker ©

1. RBLInUXEEEXZRFHIET « Z2EPodmanifPodman-Docker ©

@ ZH#EPodmankF Bt ZEZEEPodman-DockerEf o

2. MATH&HS « BEREEZEEPodmanflPodman-DockerfIFERARRZN :

sudo docker version

@ {@EAPodman-DockerE4a] LIfEEFBDockerdp % ©

FA P imA A AR 8 AR AS 6 2B 4% 3.2.3 SUEEATARAS ©

Version: 3.2.3

API Version: 3.2.3

Go Version: gol.15.7

Built: Tue Jul 27 03:29:39 2021
0S/Arch: linux/amdoc4

G
SRR TR
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Z it StorageGRID T H#4ARFS (Linux)
B UERE S ISR 24558 M Storage GRIDE R 28t Storage GRID 14 ARTS o

@ MLinux) #EM92 RHEL * Ubuntu 3 Debian ZBE - BRIZ ZIRIRAMFIR > 32/ "NetApp EiE
MHEHBRIAIMT (F8) "°
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ATNE AR
&R LU(EFAStorageGRID 1EXIEMNRPMEG KR 24t StorageGRID Z1ERYFHARFS ©

RINERI(E

B LR PRI AIIERPME L2 52 EHEARTS o LESh ~ (AT LUERRERIEFFE 2RI DNF EfFEH
B~ Bin%i RPM B o 552 RERARELInuxIEE R FRIDNFREFERA -

1. #StorageGRID ILINAER KBTI SETH « IRHHEBNIIHZREFREL -

HIgn ~ SEMBIERST /tnp ~ UEE TP REREFHGHS °
2. Wroot& N EifEA AASudoEfRIVIRFR EABEEH « ARKRBISEIRFAITTIE<

sudo dnf --nogpgcheck localinstall /tmp/StorageGRID-Webscale-Images-
version-SHA. rpm

sudo dnf --nogpgcheck localinstall /tmp/StorageGRID-Webscale-
Service-version-SHA. rpm

(D cpmrmEmEEt AEBRERBEE -
() mREBEERERMES imp > FERDS LURMARFEEE o
UbuntusiDEBIAN

&AL FE StorageGRID DEB &% Ubuntu 5{ Debian 224t StorageGRID T #ARFS ©

RIRERI(E

B EAS TR A DebE M R E T HARTS © L5h ~ IC AT LUER ZERIEFBEMAIAPTRFEHEE K -
WERZEDebEH © F2RBRANKELINUXIERRFRIAPTRETFERA o

1. K StorageGRID (FEAER) EMERIISEIH - IREH=RHERE LM

HIgn ~ REMBERSZETR /tnp ~ UEET TP RERSEFHGHS ©
2. Kroot& i EAAASudoEfRAIIRFE BEABE I « ABRRIT TGRS °

N BHDZEEMN - “service AEBZRE 'images B - MIRBHGBHREEMBEE /tmp > 58
BN e S LU BRFR FARYRRIE o

sudo dpkg --install /tmp/storagegrid-webscale-images-version-SHA.deb



sudo dpkg --install /tmp/storagegrid-webscale-service-version-
SHA.deb

R4 StorageGRIDE M Z B » MBS LZREE Python 3 © 5 “sudo dpkg --install
@ /tmp/storagegrid-webscale-images-version-SHA.deb' B ZI{ESER IR {ER » oA B X

o
7
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9 NetApp hRIEERHTHRZ SRS RET FIIIREN REEHHH !

LEEREELA NETAPP TRER) 21 » AREAAREETRAVER » SEEFRNAERESEERREENEREZ
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88 IMEERSNAERNIEZEFEZAREMSETRA o

NetApp 7 & FER £ B APt 2 (R R E BRI > -OARS1TEA o NetApp FEERERERAX PRtz EmimE
EREEET » FRIFEFIELEE NetApp EEHFEE - EANBEILLERT A EEREEMEFE « HIEESER
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