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sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common
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sudo sed -i 's/”\ (node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf
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sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

2. #&iscsite-initier-utilshR A< 2 5 7%36.6.0.874-2.el 75 EHTAR A :
rpom -gq iscsi-initiator-utils
3. BiIRmRAFH

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4 MAZERRK:

sudo mpathconf --enable --with multipathd y --find multipaths n

(D R etc/multipath.conf 88 find multipaths no &Y defaults ©

O. FAREfRYNIE iscsid M multipathd BITH :

sudo systemctl enable --now iscsid multipathd

6. BRI EYE) iscsi ¢

sudo systemctl enable --now iscsi

Ubuntu
1. ZETIRREN -

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

N
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dpkg -1 open-iscsi

3. RRHERATFE

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BAZEREK:

sudo tee /etc/multipath.conf <<-'EOF
defaults {

user friendly names yes

find multipaths no

}
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sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart
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sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties™: {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [

"/subscriptions/<subscription-id>"
1,
"permissions": [

{

"actions": |

"Microsoft.NetApp/netAppAccounts/capacityPools/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/read

"
14

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/writ

e"’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/dele
te" ,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/rea
d"’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/wri
te" ,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/del
ete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/Get
Metadata/action",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTargets/r



ead",
"Microsoft.Network/virtualNetworks/read",
"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations

/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1
"notActions": [],
"dataActions": [],

"notDataActions": []
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kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

FRTE ZWindowsARFEHISCSI Proxy c HERTE csi-proxy > 3828 "GitHub : csi Proxy" 5% "GitHub : #FH
A WindowsHISCSI Proxy" AR Windows_E#1THIKubernetesEiZs o
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version

storageDriverName

backendName
subscriptionID
tenantID
clientID
clientSecret
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resourceGroups
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virtualNetwork

subnet
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networkFeatures VolumeBIvnetThBEERIBER Basic
& Standard ° W IEFFAEHIEEFLE
HAFRRINEE ~ RISEBTERT R ER
FH © $5% networkFeatures 1§
RENFLEIHRE ~ BlgENEERE
RECERM °

nfsMountOptions FEAMIZHINFSHME%IE - SMBRHE  "nfsves=3"
& 2R o BEFFANFS 4. 1hRHEL
WM& ~ 3583 nfsvers=4 £
RO TRH B EEIERE R =
ENFS v4.1 o (EFHERIEEPRE
S EEEE R TR IRAHREFR

TERYBP L EEIE o

limitVolumeSize MREREEE R NSHRLE - "™ FERA®BIFIT)
BB RECE R

debugTraceFlags SRHEHHRSEFRANEEEZE & null

Bl 2 \{"api": false,
"method": true,
"discovery": true} ° FRIEMIE
TEE TR YR 55 B AMRVEC B,
BED ~ TWRIFE/NERILEINEE ©

nasType R ENFSESMBHAFRE R © #EIH  nfs
BFE nfs  smb Znull © NFSEAHE
&RITERR [EAnull

() mBERThAERREEN « 280 "REAzUre NetApp Files A RIELE & RAVERIIAE o

VENERRAETR

NREERIKAEREREBE IR ABEERN) #5R « CRRARENZM A2 AR ZEIR
MER (FHER - EHRER - SEERt) o MRRAEEE « Astra Trident & SCEr T2 L B IRFFERREIRIAzUre
BiR - MERNARREEE -

BE resourceGroups * netappAccounts ® capacityPools ™ virtualNetwork ' # “subnet BJLAE
PSR SEBRIERIEE c TAZHIER T « EREATERH - ARELBIUNSZELEERNER

o resourceGroups * netappAccounts #l ‘capacityPools {Eiebhistes - AIRHERZINE RESRET
FEIFEFRETANER - WoERESETE - TBABEAUWT ¢

BiREEE <EREAE>

NetAppikF BIRE4H//<NetAppik 5>

BREFRM BIRBFE/<NetAppiR P >/<BEEIRM>
E AR BRBH AR/ <R ERAERE>

FHEEE BIRBAR/ < R ERE>/ < F 4 RR>
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ﬁﬁﬂxﬁéﬁﬁ;ﬁﬁﬂ’\]ﬁ%lﬁﬁﬁﬂlﬂ?EE'F@J%IE  BUEHITER A Volume BIRECE © 52 R [(ERREEH] IESHEE

4 55 ¥as%

exportRule BB HFTRERR @ RYRR A © r0.00.0.0/0
exportRule #EELUETR2FREY
A8 ~ LICIDRF®TEFILEFIE
BYIPvA{I 3L} IPvAF 4R 4R
& ° SMBHiFR&E B 2R o

W

snapshotDir $EHl.snapshot B &1 AT R E "R
size IR ETERR K/ 100A5%
unixPermissions AR ERYUNIXHERR (41B)\EAM " (FAEBIIEE « s JRREERSRE

HF) o SMBHRE&EBERARE o

EREHRENBIRAER o EALLAAR « Astra Trident&@TERERNUERZRFMENetAppiR P ~ REEE
ZIAEGANFEFAEES ~ M BB @ REE P —EEEM FHE L o E% nasType BB nfs ARG
Ef - BIngANFSHIREETERLE °

SCMIRGREAANFIL E XS BINGER « EEAREIEANEE « BB LEREL TR ENHIFER
HERIMIEEE] o

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus
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#h2 : ERREEEHESRNSERBERAES

1B iR4RRE BT HE Volume B it Azure eastus B Ultra REERM . Astra Trident@ BEIERZ MBS
IKEGANFRYFRA FAERE ~ W PEISE b — (@R & I E R & o

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
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‘IR AE— DR RE N E S E R N EE—FEE - MELE D VolumeBIRECETRR(E

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi

unixPermissions: '0777"'
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g4 @ ERERNER

IR IHERA T E—ERPERZAREFER - ENFZEREEEXRARANRBER « MEBE
fEKubernetesFRE I REB LR RNFHFERNF « EREA - ERBERNERZRAKRED BRMBIKE

performance °

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

HEFERER

V@SN StorageClass EEF2HE LMF#EEERMD o
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ERNEAIESE parameter.selector ML

£/ parameter.selector A UAEEEBIEE StorageClass FANEHMEENERER o ZHEE
BEFMENERIPERZERZHE °

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"
allowVolumeExpansion: true

SMBHARRE BRI E Z A

1R

f£F nasType * node-stage-secret-name fl ‘node-stage-secret-namespace * BRI UISESMB
MR & ~ WIRFREM Active DirectorysBsE & } o



A1 : AR R ERBE AR

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: "default"

52 : SEmHERERTRKE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

43 | BEHREERTENEE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}
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@ nasType: ' smb XIESMBHAIREREEERESS © nasType: "nfs 3 nasType: “null NFS
EENEREESS ©
Ei BN

BIUBIHERIEZE  FRIT MG !
tridentctl create backend -f <backend-file>

MRBIREIIRW ~ RNBIHERERERE o ERIUFIT T < RIGRCER ~ UFEREA
tridentctl logs

A MAEEAAREAERREEZ & ~ SR UAB R Tcreatedn < ©

& ECloud Volumes Service AT Google Cloud&imHIINAEE
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AAstra TridentZEEp9% 1 o

EABEfEAstra Trident¥{Cloud Volumes Service Google Cloudfysz1&
Astra Tridenta] ECloud Volumes Service mfE 5 EI—EAR_HNEBERIE "ARFEiEE" .

* * CVSHBE* : FAs&AYAstra TridentfRTE4EE! - EREMERF(CMIRFEARESERMENEXFETEE
o CVSHAEEARTFS AR 2 — B RERSIEIE « NI XIS/ 00 GIBA/NWHIER o e LUEEH AP —I8 "= B RS
[B4R" :

° standard
° premium
° extreme

* *CVS : CVSIRBHRENRMS DB AE « (BMAEFRERIPE - CVSIRFFIRTE —BERASEIA « AR
FEIRNRENET GBIHEIRE © #EFERNRZAIES50EHIRE - HPAaHirE g AERN
RIS EFNREE - TRILUEFERP—IE "MIERBER"

° standardsw

° zoneredundantstandardsw

TEENER

WS ERAER " A Google Cloud Cloud Volumes Service" % ~ {8EETFIER :

* Google CloudfR /A B & ENetApp Cloud Volumes Service IhAE
* Google Clouditk 5 HIER4RIR

* Google CloudfRFEIRE netappcloudvolumes.admin B8
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version

storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber

apiRegion

apiKey

proxyURL

nfsMountOptions
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version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth



token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
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version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project

private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth



token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti
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IEEHIER storage REBREERERF StorageClasses AMOIEARE o (520 [HFLEREE) UUEE
WA E & FHETFLER ©

LR B H AR ENERE RNRE S ERTERIE snapshotReserve 5%#l exportRule &

0.00.0/0 ° EREFRMEBEFTEEMN storage B - BEER EREEHEEEE CHERER
serviceLevel MELEFMNSTEETERE - ERERMNERCAREDERMIMKIE performance
M protection°

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west?2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m



XsYgbgyxy4zg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard

servicelevel: standard
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: netapp.io/trident
parameters:

selector: "performance=standard"
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allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: netapp.io/trident
parameters:

selector: "protection=extra"
allowVolumeExpansion: true

* 55—{EStorageClass (cvs-extreme-extra-protection) HEEF—EERERA o EEM—I2Hik
BEE ~ RBFRBERAB10%NEIRAM o

* Exf&—{ElStorageClass (cvs-extra-protection) EHIREIRBRE10%EREEFEIRM o Astra
TridentRTE EEHMEERER « TRARSREBIREEX °

CVSHRF&4a5 &
T EEHIRHCVSARFS AR MISEFIARAE o
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version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
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auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelevel: standardsw
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version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"
private key: |-

MIIEvVAIBADANBgkghkiGI9wOBAQEFAASCBKYwggSiAgEAAOIBAQDaT+0ul 9FBAwW1 9
L1AGEkrYUS5xd9K5N105JMkIEFNDSWCD+Nv+jdlGvt FRLaLKSRVXyFS5wzvztmODNS+
qtScpQ+5cFpQkuGtvIUI+N6qtuVYYO3b504Kp5CtqVPICgMJakK2j8pZTIgUiMum/
5/Y90TbZrjAHSMgIm2nHzFg2X0rqgVMaHghI 6ATm4 DOuWx8XGWKTGIP1cO0gPqJlgsS
LLaWOH4VIZQZCAYyW5IUp9CAMWgHgdGOUhFNfCgMmED6PBUVVLsLvcg86X+QSWRIk
ETQElj/sGCenPF7tilDhGBFafd9hPnxg9PZY29ArEZwWY 9G/Zj ZQXTWPgs0VvxiNR
DxZRC3GXAgMBAAECggEACN5¢c590G/gqnVEVI1ICWMAa1M5M2z09JFh1L11JKwntNP]j
Vilw2eTW2+UE7HbJru/S7TKQgASDnn9kvCraEahPRuddUMrDOvG4kT1/IODV6uFuk
Y0sZfbgd4iMUQ21smvGsgFzwloYWS5qzO1W83ivXH/HW/1igkmY2eW+EPRS/hwSSu
SscR+SojI7PBOBWSJh1V4ygqYf3veD/D95e12CVHERCkL85DKuUmeZ+yHENpiXGZAE
£8xSs4a500Pm6NHhevCw2a/UQ95/foXNUR450HtbjieJo50+FF6EYZQGEU2ZHZ08
37FBKuaJdkdGW5xgaI9TL7agkGkFMF4F2gv0OZM+vy8QKBgQD40oVuOkJD1hkTHP8 6W
esFlwlkpWyJRI9ZATLIOG/rVpslnX+XdDgOWQf4umdLNauShYEHOLU6ZSGs1Xk3/B
NHwR60XFugEKNi1iu83d0zS1HhTy7PZp0Zzdj5a/vVvQfPDMz70vsqLRdA7YCAbdzuQO0
+Ahg0ZtwvgOHQ64hdWO0ukpYRRWKBgQDgyHj 98ogswoYula+pPlySOpPwlmjwKyNm
/HayzCp+Qjiyy7Tzg8AUqlH10u83XbV428)jvg7kDhO7PCCKFg+mMmfgHmTpbOMag
KpKnZg4ipsgPlyHNNEoRmcailXbwIhCLewMgMrggUiLOmCw4PscL5nK+4GKu2XEL
JLqjWAZFMOKBgFHkKQIXXRAJ1kR3XpGHOGN890pZ0kCVSrgjubalef /5KY1FCt8ew
F/+alxM2iQSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PJHMkLXa2uazs4
WR17sLduj62RgGXRLX0c0QkwBiNFyHbRcpdkZJQuibYMhBa+757SxT4BtAOGAWMWT
UucocRXZm/pdvz9wteNH3YDWnJILMxm1KCO6gMXbBoYrliY4sm3ywJWMC+1Cd/HBA
Gecxd/xVuSmA2L2N3KMgl8Zhz8Th0G5DwKyDRJIgOQ0Q4 6 yuNXOoYE]jlo4Wjyk8Me
+t108iK98EO0UMZnhTgfSpSNE1bz2AqnzQ3MNOUECgYAqdvdVPnKGEfvdtZ2DjyMod
E89UIC41W])jIGmHsd8W65+3X0RWMzKMT 6aZc5tK9J5dHVMWIETnbM+1TImdBBEFga
NWOC6£f3r2xbGXHhaWSl+nobpTuvlo56ZRJIJVvVk71FMsiddzMuHH8pxfgNJemwA4P
ThDHCejv035NNV6oKyoO0tA==

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"'



auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw

ETRRIE?
BUBIKERBEZR AT TGS

tridentctl create backend -f <backend-file>
MRBIREILKRYN » RNBIRAERAERE o I UBIT i< RKigRacEk ~ UHIETNRE -
tridentctl logs

Al MAEEAAREAERREEZ & ~ SR AB R Tcreatedn < ©

2 ENetApp HCl — B R E2I5EEISolidFire 1&in
BEARUN{aITE L5t Astra TridentBF 2 I R fEATTE B o
CEENER
* TIRIFEFRA » oT#ITElementERfS ©
* 145 NetApp HCI / SolidFire IR EIEE N FE A FERENREE « UBIEMEE o
* P AERIKubernetes TEEIRLEBERZ L EEEEMISCSIT A o ;A2 "LIFEREREEH"

TEEMERER

o solidfire-san fAFRENEXZEMEVolumetZI : IERMEIR - BHEMN Filesystem HIEEL
1% ~ Astra Trident@ I HEE W RITIER RS o BRI FEE R StorageClassigRE ©

EEEnE HEIHE VolumeltZ T THROEFEER TRRIERAR
solidfire-san iSCSI &R rwo » ROX ~ rwx BIERRL - [ FIRE
IRAE T o
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EeENIZ TV BaRihE Volumet&Ez{ SERFEHEL SIERIERERR

solidfire-san iSCSI &1 rwo » ROX ~ rwx EIERRLR - [ FIRE
FREEE o

solidfire-san iSCSI BERG Rwo » ROX xfs > ext3 ™ extd

solidfire-san iSCSI IEERG Rwo ~ ROX xfs > ext3 ™ ext4d

Astra Trident{E 731858 B M csiERECERZ VR EACHAP » IR EERNZECHAP (B=
() os WTERME) - AABBE—SEE o REBMRE Usecuap AHEEEERIEosi Trident(s
FACHAP o FRISESR "4 HEia o

@ VolumeTzEXE+4B1E3Z Astra TridentAY B4R JECSiZRABZ1E o EAstra TridentsZ €A lcsil EE
{EBF ~ ZfERCHAP ©

EH] AccessGroups 3 UseCHAP B&RE  BA TYIHA—IEFRA :

* R ZFERMA trident (EAIZEI7ZEEHR « FHFEEHE o
* NRKERFI7ZENEHH -« HKuberneteshRZds21. 78 EFARZA ~ BIZERCHAP ©

2¥ SlE Ta5%
version KIEA
storageDriverName HEEENIENLTE kizZ [solidfire-san]
backendName B ] BEHFRIR ISte_1 +E7ERME (SCSI) IP{i
it SolidFire
Endpoint MVIP ~ R SolidFire $#FETEBR
ENTAZHAREDEANESE
SVIP fE7ERME (ISCSI) IP{itFNEZE
labels ERTMREEMNERISON-SRIE [
REE -
TenantName EFRANEARLTE (MR -
FHEIL)
InitiatorIFace RHSCSIREMRFITEREN TR TE 8K
UseCHAP fFFICHAPER:EISCSI =1
AccessGroups EFEANFEEHHEIDFE 255 Mridenty BITZEERAEID
Types QoS#RM
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28 55 AA 6

limitVolumeSize NRERIHFRE R/ NS UIEE 1 (FERASREIIT)
AIERRERM

debugTraceFlags SEEBHRRTE AN EEER -8 null

?J o AP IR~ THEL Ctrue

(D) #5718/ debugTracerlags MIFEIEMHHRI FESARMATIRIAED o

B . VB IRARRE solidfire-san =BT E AR RVERENTE D

BB RERCHAPER BRI RIRIESE « WL ABEQoSHFEN =T Volume BRIEEY o (R AIREE EHiH
745 ~ UEERARERELERER 10ps FERIZ2H -

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

&2 | B IREHFIERAER solidfire-san ERENE N B ERE Rt
LA EAERERNRENRIFEERE - URBRELE R MAStorageClass ©
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Astra Trident&@ T ERECER « ifEFERMN_ ERRBRERIRIRFHFLUN - KT HEER « REEESRIU
HHSEREHERNERRE - LIKRBREIRE DA

£ TEFrREEARIFERIET « FHEAERXRENREFERNREFENTERE type RF - ERERMEE
FERHRHY storage B o EULEHH P - AEREFERNEREECHER « AEFERIOAIEER LARERNTE

RiE °

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"

TenantName: "<tenant>"
UseCHAP: true
Types:

- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1

storage:

- labels:
performance: gold
cost: '4'

zone: us-east-la
type: Gold

- labels:
performance: silver
cost: '3"

zone: us-east-1b
type: Silver
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- labels:
performance: bronze
cost: '2'
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: '1"
zone: us-east-1d

%! StorageClassEE#& 2 L ERERM o fFH parameters.selector A - F{EStorageClass & 10y
MRLE S B R A AT A HR 8EEk Volume © TR @& EEFIENERE NP ERZEEHE ©

s —{EStorageClass (solidfire-gold-four) FHEEF—EERERM - SR —REFESRUENEIR

M Volume Type QoS &4 o Bz —1EStorageClass (solidfire-silver) EHEAIRHIRAMBENHEE
JRA o Astra Tridenti REEEMEEREE « WHERRTSHFRK °
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apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-gold-four

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=gold; cost=4"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl1

kind: StorageClass

metadata:

name: solidfire-silver-three

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=3"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-bronze-two

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=bronze; cost=2"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver-one

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=1"

fsType: "extd"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver"

fsType: "ext4d"
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MEFFHEER ~ F2H

* "Volume7ZEXE¥4R"

{EFHONTAP SANEEENTZ TS5 E 1B i

FRABRIEEFAONTAP IR TIAERITHAERITHAEE SANBEEN 2 N IREE ELNAE A U © ONTAP Cloud Volumes
ONTAP

° ||i?t_ "

* "AERGEAEEH"

i

=
g

Astra Control A] Z 8 32 17 VAR @ IR (R mAR (ReE ~ SCEEMIETNTZENE (TEKubernetesFEZ [
BENRAFE®E) ontap-nas S ontap-nas-flexgroup # “ontap-san EBENET : FBARE
"Astra Controlf& 2 o/ R 154" UBSsHEER o
* WWBIER ontap-nas BMANEESRMRE - KEBIMENTENHNEREELFESH -
@ * {#M ontap-san-economy & TEEARIVolumefEF Z2i# 2= ONTAP SZIEHNA =K ©

* {F/H ontap-nas-economy RLEEFEEEAVolumefEFAEZ EEONTAP IENSHEHFZ « UK
ontap-san-economy FEAFHREIFELR °

* 3B8701EM ontap-nas-economy MNREFREREEE FHrE - KHIMENITHE -

ERERER
Astra TridentZmELAONTAP ZIRHF.N#IT ~ BEEUZENALHIT adnin BEFEHEH vsadmin SVMIE
BE - REEERARZARABIERE - ¥HitAmazon FSX for NetApp ONTAP SZ#EHINetAppIiAE « Astra

TridentTBEAZ LIONTAP FEREEMNERBIT ~ UBITHEHSVMEERENE 9D fsxadmin A& vsadmin
SVMfERE - HEGHREARZAELBIERSE o o fsxadnin FREREEERFERENARENR -

MNREMFER 1imitAggregateUsage B8 | EEEEEIFHEIR o E{#FHAmazon FSX for
@ NetApp ONTAP B « #8fCAstra Trident 1imitAggregateUsage SEEXIZFAER vsadmin
M fsxadmin FRAEIRE | MREISEUDH - HREFERKERK

EEPAR] IATEONTAP s @ N B @IRRIA S « B TridentBRENZTVAESFER ~ (BRMITERITIEEM o Trident
IR ZRHThR A ER G PR AL RS MYAPI ~ TIELAPIAEMA L & ~ EFAHRESHREE S 5 s -

ZFFFONTAP X IERISANEEFZ R KL E B I

B AR (] 2 R EFA ONTAP IR AN SZ IR FISANBRENIZ TUIR 5% T STHRIIAE Y& i © ONTAPEHIRFIAONTAP B3
Rin®L - Astra TridentZE/ D EEIER—EESEASVM ©

LT ~ WA UMITSERSER LIS —ENZEREIFZEETFLER o FIE0 « TEIURERE san-
dev fEFBYEER] ontap-san BEFFIETVEL san-default FHAMEER ontap-san-economy — »

TFrAMIKubernetes TEEIREER N AL EEEMISCSITA - F2R "Fiai2" UBSEZFHEEN -
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Astra Tridenti (i iEEEONTAP 55 IhAE2RERE S IRV IR o

* 2UEE! | ONTAP HEEFTEHIRNFERAERBIEE - BZEABATCENZE2EASE « HIU0 admin
vsadmin MFEMREIONTAP EHIRAMR AHEEME ©

* /RFEEL | Astra Tridentth SEONTAP fE I R R IRAY/RE EEEREETEN © HIE - BIFERYUAES
RRImESE « SWRIEENCARSE (EREER) #IBaseb4iRiE o

TRIUEMIRAEN R « WEEDRENERE S EZEBE o N - —RAZE—ERRHE - EEVMER
ERERE A « EURRRIRERPBIRIRARE

@ NREEARRR M TRANE  BIRELR R  WEARREPRHZERISE -

RYFERE AR

Astra TridentfRESVMEEE/ZEHEESIEENIHEEN « 7 5EEONTAP ZBiImETEN - ERFERTALERN
TEMAE B admin F vsadmin o S ATFERERIRONTAP BIZIRIRASRIFRIEIES « AR Astra
TridenthR AT SE @ EFATHREAPI o EILURII B TNZEEAAE « WAstra TridentBECERA ~ BFREZEE

FH o

BinEZEHII TFR

YAML

RRZs © 1 {E1&i%% 8 . ExampleBackend storageDriverName : ONTAP-SAN &IE LIF : 10.0.0.1 SVM
: SVM_NFS &% © vsadmin 255 : 25

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

haolE » BinEERH— AN FHERNENAE c BIURIRZE - FABELE/ZIET I Basec4dRiE « M #F
AKubernetest® o I EH R IR —FEEENENMNOTER - At - S —BAIEIESIRE -
HKubernetes {#ZEIEE#IT ©

RRFRRER B BREE
WMMIRAN R ATUUERRE « WEONTAP Z&inE:N - BinEERRE =&

W

2o
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* BRIRESE | AR IR/EEBase644RiG(E
* BRIRALEEIR | FBALE 2IRAIBase64RIB(E
* {S1EBYCACertifate : Z{SIECAREHIBaseb44RiH(E o MNREREERICA « RILRREUILBE - IRKERA
S1ERICA ~ BRI /BBRLERTRE o
HANTERIZEIE TP

1. %Eﬁﬁ)ﬁlﬁﬁ, eS8 o AR « 5558 Common Name (CN) (—f&%#8 (CN) ) :REAONTAP Bz &

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. RISERCAREFIEONTAP ER(EHEE - ErIscEHHEAFEIRERIE - MRREMEENCA ~ FRHL

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. 7EONTAP ZiREE FRERFIRRENER (PR1) o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. FESDONTAP XEMAZEEABE cert BEEEHE ©

security login create -user-or-group-name admin -application ontapi
—authentication-method cert

security login create -user-or-group-name admin -application http
—authentication-method cert

5. fERELENRSAIEERE - LIONTAP Management LIF IPFISVM&FBER{t<SfManagement LIF>#<vserver
name> o
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curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

6. {FfBaseb44RIE/&R:E - RIRFSIERICAR:E

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. ERR E—SESHEREIL &

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee"
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

et et ittt o -
e frememem==s I

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R fremsoeesoso====== fesssmsme s e s ss s o s s s s s ess
fmm====== fememe==== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

femsmmmmmma== R e fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

E%ﬁ%ﬂﬂ =15 /i&ﬁﬁ%uh\nxﬁﬂ

TR UAEFIRA R - UERARNNEER TS AR EDEE R o EMiER AT | ERAERERME/EN
AV RIRPI B IAE RS ; ERRENR G BMAERERE/EE - SEEEMW - Lo ARIFRANEE
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7~ RBIIGERTE /0% - AAMBEAENbackend. jsontE% « HREIERITHMESRH tridentctl
backend update ©°

cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
Fommmomoe oo +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

fomm - Fom e e
T e I+

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

e frememesessess==== femssesee s e s s o s s s s
f======== fmmmmeme=s “F

SCHEMEIES « (7 BIERLALEHONTAP BASNER (11BI0S) - HEEENRE
() #- mEEESES RS EEBNEERRE - ARTHEBUSRNIES - 2&0
HONTAP S R EHTEE -

FHERAGHEHERI ZHMEENEFER - AR E BRI NHEEEL - IINEIREHETAstra
Tridentr] LUEAONTAP &Z & i@ ~ W ARIER KA VolumefEE o

SiEigroup

Astra TridentfE FigroupRIZHIHFIECERVHATRE (LUN) 7EX ° R EEBEIRE RinHigrouplr A SR

* Astra Tridentr] BEE Kk EBEEZIEAiIgroup °c 1R igroupName KRB ZFERIHEZET * Astra Trident

BRI % AMigroup trident-<backend-UUID> {ESVM._E o NIEFIREREE B IRERE EERYigroup ~ i
BRIEKubernetesHiEEIQNE B BTG /MIBRIEZE o

* HE ~ el UERHE S PR ML R IIMigroup o EEILUEARTTHILEE igroupName 4BAES
& o Astra Trident& 1§ KubernetesEiZAIQNFTIE/MIFR E TS ZEMigroup °
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BRAMREBNEIR igroupName % igroupName AJLUERMIER tridentctl backend update {EFHAstra
TridentE 815z igroup ° EREHETEEMMETFEH ZHMR&MIFFE o RIRAVELRR R ILAigroup
Astra Trident?RERIE o

HESEESAstra Trident#l1T{EREFE Eigroupe R#E & Kubermnetes BIE EMH#FEIEENRE
BEMIE o Tesi Tridenty 7] BENHTIE K8 PRigrouplIZEEIREIQN ~ KIBREHEIE o

(D 7EIKubernetesIZiE F{EREERISVM (LUK Astra TridentZit) B - FEHZEEMigroupr] FE{F
¥KubernetesZ= EFMMHVE T A Z R E B HM=ZEBRAIgroup © LES ~ A BRE{RKubernetes
E2EPNSEEEEEH—RIIQN o i1 _EFRt « Astra Trident® B EIERIZIQNAYFTIE EAFERR - 18
R EHREIAYIQN ] SE S EE M bR A ~ WIBAREIRLUNBRRIER ©

AR Astra TridentsZ EAER TcsiBRREETRIN]  BKubernetesEiEAIQNE B EN#1E EigroupH L H FFE
bR o BEIELHTIE EKubernetesF=&ERF « trident-csi MEBEZEPoOd (trident-csi-xxxxx £23.013ZA]
MIARZSH trident-node<operating system>-xxxx 1£23.01REFIRAR) ~ BEEFIZAVEREL - AR EER
AT MIINEEARR @ BURTEIE, o EAEEIQNT B2 FTIE =& IxMigroup ° SEIELETEE « HEBUR IEKubernetesfliiBRESF ~ $81LIAY
—/RP ER A BRIEMIBRIQN

UNRAstra Tridentili R AcsiE RAC BEFZ TVAVAZ BT T ~ BILBF S E#igroup ~ UEB EKubernetesE=EH&EE T
{EERELBTISCSI IQN °© A Kubernetesz S AIEIERIQNAZEFTIE Figroup © EAFM ~ EKubernetesZ= R PRAVER
EhIQNt 4B igroupFE B o

fEAY%MCHAPEREELR

Astra Tridentr] AfEF € MICHAPEREEISCSITEMSEE ontap-san # ontap-san-economy EBENFET © 558
ES A useCHAP #EIE © :REAR “true’Astra Tridentf# SVMBITER B2 R 2 MR E AL MCHAP ~ MR BIRIEEE
REFAE LB  NetAppiE&FAE mCHAPIREREELR o AR THI4HRREH

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password

igroupName: trident
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

(D ° useCHAP B2HEHMER « REERE—RK - BERERSR - iFHKSBtrueZ % ~ EREARH
= =]
AR o

b9 useCHAP=true » chapInitiatorSecret s chapTargetInitiatorSecret °
chapTargetUsername #l chapUsername HIAEEZERIRERT c MITEIUBIREIK 2 « BIFJEE
HEE tridentctl update ©
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ZEAK
IFEIARTE useCHAP BE - HEFEEIEEI5RAstra Trident{E#717& 1% _ LR ECHAP « E8IiE T31EH

* f£SVM_LEERECHAP :

° RSVMHFERMEBIBR L2 HERAE FERRE) M MEREHRA EFERITRIFIELUN « Astra
Trident& AR L2 HRR A cHAP WHEER E CHAPRIBI 28 B IR (E A E LB -

° fNRSVMEZLUN - Astra TridentiF A Z7ESVM_LEEIFHCHAP o LRI R R HIFERSVM LB 1F1E
BILUN o

* FRECHAPERENZZ M BEEFERERBMEE | S BBV ATRIRARPIEE WLEFR) ©
BIEFIEAVENEIES E igroupName TEEBIRPIRME o MNRKISE ~ BIFEERS trident ©

BIT1BIF 1% ~ Astra TridentZ2 B II ¥ FEM tridentbackend ECHAPHE R Bl{EFHE L 1B 1E AKubernetestd
% o Astra TridentfEItb & ix_E3RIIMIFTBPV ~ #EHE MR CHAP L o

PeERER R B I 12 i

R A EFHAICHAPZ2 BUIER EFH CHAPSR nﬁ backend.json fEXE . EREFMCHAPHZ I £
tridentctl update ApTURMISLEEE

()  EFEBHCHAPHEE OUAER cridencotl TR © HDSACLIONTAP UIEHT
(TP FAVERE) - EAAstra Tridenti AR B LT o
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cat backend-san.json

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",
"svm" :
"useCHAP": true,

"username": "vsadmin",

"ontap iscsi svm",

"password": "password",

"igroupName": "trident",

"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- o +

| NAME | STORAGE DRIVER | UulbD

STATE | VOLUMES |

e —— e — e
f——— R +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e e e
- e it +

RAEMNEGTIERETE ; MRSVM_LHAstra TridentE 058 ~ EFSEERERARE - IEERERE
WEEEEER « MIRAERNFRSERTFIARS - FETEPVAVERI E/ER « REERERNEEER

SANZHREZEIEEAEEHIONTAP

a

BEARANMATIZBONTAP Astra TridentZ2 325K 17 K {5 FA 32 ENetAppBISANERENTZ T  ANENTR (12 In HRREER) ~ LU

TN {alig & i ¥4 FE 2= Storage ClassHIs AR E Kl o

TR IHABREIEIR « FF2R TR .
2% =208 FE5%
version KA1
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W

#

storageDriverName

backendName

managementLIF

dataLlIF

useCHAP

chapInitiatorSecret

labels

chapTargetInitiatorSecret

chapUsername

chapTargetUsername

clientCertificate

clientPrivateKey

trustedCACertificate
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=RER
HIFEEHIE N BB

ERIESEEIAE EZE

EEMIPAIEERSVMEBIELIFEEE
#MetroCluster tJ# ~ fRuAZB S
ESVMEELIF o e LUIEE B4
13458 (FQDN) ° MNRFEREZE

% Astra Trident ~ BRI E& EEHAIPV6
{3t ~-use-ipve FEAZE o IPv6fiilt
BRI EE ~ FIU0[28e8

. dofb : a825 : b7bf . 69a8 . d02f
- 9e7b : 3555] °

R ELIFBIIPALLL o 357036
EiSCSI ° Astra TridentfIF& "a]
BEIEMLUNS FEONTAP" IF &R
L ERE T EPEERPREEVISCI LIF ©
WMRBEIER - BEEEES
datalLIF CEAMEES °
fEFCHAPER:EISCSIMAEONTAP
T EARLIEMSANEEENZR A
MME] c BREA true FFtAstra
Tridents% & R {E R E R CHAPAE
ImSVMBYTERREREE o AR "HEFE S
FHONTAP Z1EHISANEEENTE T 2R 5%
EEIm" UBYSFHAER o
CHAPEIENZZ ZHE o HE(RH

useCHAP=true

ERFIHR&AERISON-BIE
REE

CHAPEIZRRENS R - WERHF

useCHAP=true

BAERERME - WEEM

useCHAP=true

BIRERERTE - BEIFMG

useCHAP=true

A EiH&EENBase644REE - AR
BB RERE

AEIRTAZ S iHIBase644RIE(E ©
B /RER RS

RAISECAREHIBaseb44RtH(E © 2
A o FR/SREERE -

=
HoxX

TONTAP-NAS] ~ TONTAP-NAS-
Ei%9 B4 ~ TONTAP-NAS-
flexgroupl -~ TONTAP-SAN

1 ~ TONTAP-sanf&#E! |

EEEniZ\ a8+ T_J + dataLIF

r10.0.0.11 ~ T[2001:1234:abcd:::
fefo]l

JEESVM
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W

#

username

password

svm

igroupName

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

useREST

=R EH

BIONTAP 2= EENFAENERE
&8 o FANERREERT o

BIONTAP Z=E @RS o
FARsURRERS o

BEANRFERKS

E{FEF Z SANEERR & Bigroup$atd o
A2HE UEBSESZEM ©

ESVMAEC & Hrhii iR & R FrE R RY
AIERS - HEBEAEN - EEETHN
28~ EEERIIMHRI o

MRERAERSRIEE DL ~ lEZE
EITEIRRE o (1REFEHAmazon
FSX for NetApp ONTAP
Sendbackend ~ FE70IEE
limitAggregateUsage ° RIHB
fsxadmin fl vsadmin ;A7 B S
EXAggregatefEFIEFMEREAVIEIR - it
£ Astra TridentiNLAFES o

MRERMERRE A/ NSHIEE
AIERRERN - 1 ZIREIEHEIER
BIqtreeFILUNFERRE A/ EFR ©

=FlexVol {ALUNBIER ALUNEE
EBEWJETE[50 ~ 200]

5R SRR 2 E A BV (ESEEAE o 4

N ~ BRI IETE RS HE AR TR 5

4RAYECERABEN ~ BRIE/NER
{"API" : 8 ~ Tmethod1 : true

{EFONTAP Isrest APIFYFFEZ
o FTEE

useREST LU T FEEE *AIAZ =iz

# ~ BEARREIRIE « MIEAR
EREETIEESH - REAK

true  Astra TridentiZ{EFHONTAP
FFIEAPIEIRIRET T © tEIhRESE
ZONTAP EREHARASAIRRES © 1Lt
SMONTAP - FRfEANEABBKE
BESI7FEY ontap FEARE | E2FE
SEHEMN vsadmin M cluster-
admin B :

useREST Az1EMetroCluster {F 8
Fig o

MRZBSVMEITTE
managementLIF BIEE

Mrident -<#&ix-UUID>]

[Trident

1 (FERAFREINIT)

1 (FERAFEREINIT)

r100]

null

47



B R igroupName

igroupName AJ:REZAONTAP BE#EE _FEIMigroup o NERKISE - Astra Trident® B ENE L2 Migroup
trident-<backend-UUID> °

WNRIRHTEILEZMigroupName ~ FfiE:EEEKubernetes&Z &£ —1@igroup ~ NREBEAREIRIE Z B3
FISVM o i 2Astra Trident B Eh4 £ IQNFTILE B2 BRIEZEFRATERY ©

* igroupName BJEF LS TEAstra TridentASMISVM _EFE I K EIEBYFTigroup ©

* igroupName A& EE o FEIEZEFIP ~ Astra TridentdF 1L M B IR A Mligroup trident-<backend-UUID>
S

EEmEER T ~ el EEFE\VolumelitF o RRHIVolumelfiHigE AR Migroup © LA G FERE &R
HARRE RYTFEN ©

ARERECEHIRE R RIRERREIR

fEA A fE Y E LR TA AR I FI TR BIRACE defaults AHREEER o WNEHEH) ;A2 THABASEEH ©
2¥ et FA TR
spaceAllocation LUNBYZEfE 3B B
spaceReserve THEFEEER ; M (BfE) M |
8 Volumel (5E%
snapshotPolicy E(FAAISnapshot/F A M |
gosPolicy BRI PT L HAFEEAIQoSIR A M

B o EESARGER/BIRIE
F—{EqosPolicy
Z{adaptiveQosPolicy ° &t Astra
Trident{EFAQoSIRAIB$4HEE
ZONTAP &£ A ERTHRASHIRRZS © T
I EAIFHEAIIQoS/RAIE
4~ THEARRREBEEENERE
SEAMEE - H=BIQoS/RAIEF
HEREIFTE TIFaBNEERIES
EBR -

adaptiveQosPolicy BRI R B B M
MQoS/FAIEHH - BEIESERTFE
&/ iHNE A —{EqosPolicy
g{adaptiveQosPolicy

snapshotReserve REBLRIE 101 NEEEBDLE ne snapshotPolicy»}?{, r
o~ B[EB T
splitOnClone BIEAR  REXEERDEEE TRy
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W

#

encryption

luksEncryption

securityStyle

tieringPolicy

Volume = RECE &)
UTREEETERENES) :

version: 1

storageDriverName:

managementLIF: 10.0.0.1

svm: trident svm
username: admin
password: password
labels:
k8scluster: dev2

55 AA 6

TEEThERE & FERAANetApp Volume T
Encryption (NVE) ; FB:%%

false o WATEERE LIV EL

FANVE ~ A BEFAILETS o INR1E
BIREYFANAE ~ BlAstra Trident® B
BEREFIIREER G EUBNAE © 1
LB ~ B2/ - "Astra

TridentI{A EANVEFINAEIRECE(E

"o

EXYFALUKSHNZR © :5288 "EHLinux "
H—ai8RE (LUKS) "o

¥ﬁﬁz‘26¥@ﬁ’9?¢%¢$iﬁ unix
DRERAILER M#E) ONTAP 9.5 BijFYSVM-DRAERE

7 THEIRER |

ontap-san

backend: dev2-sanbackend

storagePrefix: alternate-trident

igroupName: custom

debugTraceFlags:
api: false
method: true

defaults:

spaceReserve: volume
qosPolicy: standard

spaceAllocation:

'false'

snapshotPolicy: default

snapshotReserve:
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HEFERERIIAIFIE Volume ontap-san EEENFETNAstra TridentfEFlexVol THELUNFEE RIEYE
F2H ~ ZESMENN10%MAE o LUNIIECE K/NEMEREEPVCHERNA/NTEEAEE © Astra

(D TridentzEFlexvol B(EIBAZPIENN10%MEE (BERONTAP (EEE LAIMMRY) - ERERMAE
B ESFRERMN AR E o BB aIfhIELUNZAMSE - BRIEFBETRE DA « EFE
FONTAP-san&&E B o

AN EZMELE snapshotReserve ~ Astra Trident& kBB 55 5t & Volumek/)y :

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1;2885M0%HBYAstra Tridentfl AFlexVol EltheZIELUNAAEERIAYINAEE o BRI snapshotReserve = 5% »
MPVCERK= 5GiB - HIR&42K/\%&5.79GiB ~ A FHR/\A5.5GIB ° © volume show &5 < EREREELULTEEH!
HIAER

Aggregate State Size Available Used%

_pvc_89flcl56_3801_4ded_9f9d_034d54c39514
online RW 18GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_95la_0Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

BAl - REREA/N ~ AR ERRIREAR Volume o
RIEAEREEEA
THSEARETERERE « BABIS2HFREERE - ERERBRIEREENTTE

@ AR ITENetApp ONTAP ZiEAstra TridentfINetApp_LfEFAAmazon FSX « E:EEIEE|lifsRIDNS
78 ~ MIEIPMLL o

ontap-san B RHEEEMEIER
SR/ WEIRAEREE] o clientCertificate © clientPrivateKey‘ﬂl "trustedCACertificate

(ZEH ~ MREREENCA) BIEA backend. json M HEUFHFIREE « WESWREECARENE
HE6AMRES(E ©
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version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

igroupName: trident

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

ontap-san FHEEMCHAPREEEITZI(

ERi/\BIRAARREA o ILEALERREE ontap-san &l useCHAP REA true °

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident
username: vsadmin

password: password

ontap-san-economy SEEIFET



version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident

username: vsadmin

password: password

EREENERIREA

ETEFITHEFRIEERIERT - FHEMB#EERNIRERENTERE » HIUl spaceReserve &~
spaceAllocation B~ #0 encryption is o BB RMEEREFERPEREN °

Astra Trident&7E Comments) B REERAEIZE o 557EFlexVol TheiBFZFIEHE R o Astra Trident®
TERIEER - BERERN ENEEHRENIHERIEE - 27 AFEER « #EEEEUHEESEERSE
TFHNERIZER  WIRIZERRBHEE D4

TFUCEERIH ~ BLEEEFEE RN T BITERE spaceReserve © spaceAllocation M ‘encryption {E ™ %
EEgES MR ENTERE ©
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version: 1

storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkeslIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident

username: vsadmin

password: password

defaults:
spaceAllocation: 'false'
encryption: 'false'

qgosPolicy: standard
labels:
store: san_store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000"
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

gosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



T 2MiSCSIEEH ontap-san-economy EEFNFETL ©

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident

username: vsadmin

password: password

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store

region: us east 1

storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
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1% in 5 FEE StorageClass

%l StorageClassEE#& =g L EHRERM o fFH parameters.selector HIF - E{EStorageClass & 10
MRLE S B R A AT AR 8EEk Volume o TR @& B EFIENERE NP ERZEEHE ©

* Z5—{@EStorageClass (protection-gold) FHEEFTHE—E - T _EERERE ontap-nas-
flexgroup BIRMAPHNE—EEREE ontap-san &Blf | S —IRHESRFRENE R o

* 35" {EStorageClass (protection-not-gold) BHHEEPFHNFE= « FOEERERE ontap-nas-
flexgroup FHRBIRME @ - F={EEREE ontap-san &in | EEM—IREETRLIMRERKNE
TR o

* BB =1{@EStorageClass (app-mysqgldb) FFEHEEHEIEREREIFEMN ontap-nas PR IHFIE ={EEE
£ & ontap-san-economy &if . ELEEE—IEHEmysqldbfER FEARERHFMAERNER -

* ZEPU{@EStorageClass (protection-silver-creditpoints-20k) #BHEEFHNE=(AEREE
ontap-nas-flexgroup FHRIFME _EERERE ontap-san Bl | BB R MEMH—FELL200001E
AR EUIRHERIRENEIRA o

° %ﬁ{lﬁlStorageClass (creditpoints-5k) FHEEFE ZEEHREIFMN ontap-nas-economy FHIE
ImME=(EERER ontap-san &if | SLEEW—IRH5000EE AN B RMER -

Astra Tridenti$ RTEZIIMEERER - WHEFRTSREFEX

55



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysqgldb"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-silver-creditpoints-20k

provisioner: netapp.io/trident
parameters:
selector: "protection=silver;
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"
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S EONTAP —{ERFRENASE I
A B ERUNEEEFI ONTAP IhSEMEFNIHAEENASERENTE TN 2R E THAEIE Y E I © ONTAP Cloud Volumes ONTAP

* "AERGEAEEH"

Astra ControlA] 2 {8 F 2 1 VMR @ IR (R ImAR (ReE ~ KEEMIETZENE (TEKubernetesTREZ [
BEIE®E) ontap-nas © ontap-nas-flexgroup M ‘ontap-san EBENFET : B
"Astra Controlf8 5 o/ R 54" UG sFE R o

@ * IMAZEBF ontap-nas HEARKEERRE « KBIREMNTHNNEXEEIFEH -
* M ontap-san-economy & TEEAMIVolumeER i3 2SI ONTAP X IEMBS =6 ©

* {#M ontap-nas-economy RETETEEARIVolumefEFIEE LEONTAP ZIENEHHFZ ~ UKk
ontap-san-economy FAFAEESIEDR o

* 3A70{EH ontap-nas-economy MRETBEAFEE R (RE « KHIREHITENE

fEFREHERR
Astra Trident? 2 L{ONTAP STIREVZHNAIT  BE R UZIRMIHZ VAT adnin BEMEAEN vsadnin SVMIE
AE - LAAHERABZRERBIEAZE o HitAmazon FSX for NetApp ONTAP XIEHINetAppIiAE « Astra

TridentTBEAZ LIONTAP FEREEMNERETT « URITHZEHISVMEEEMNE 7 fsxadmin FAE vsadmin
SVMEAR#E - EEHHRAEZ FNEIRBAFERSE © o fsxadnin FHEEEEEIBFEHENARENR -

MREFA 1imitAggregateUsage B | EEXEEIERIR o EFAAmazon FSX for
@ NetApp ONTAP B - #&fcAstra Trident 1imitAggregateUsage S EEBELER vsadmin
M fsxadmin FHEERE | IRTISTU28 ~ HEEEZ R -

EEZAR] ATEONTAP A& AR I B ERAISRIA & « B TridentBRENTZTUAESNMER ~ (BRMIFEZRITESEM o Trident
RS BETRASER G ITUZESMNVAPI ~ TIELEAPIABAAEZ B ~ EARESHEESH M

FEEFEFAONTAP R 2 NASRIEREN T2 TR E B i

RN ZEFEFONTAP A= NetAppIhSEAINASEEENIZ L ARG EINFE T =& U © ONTAPH HRFREONTAP 1Y
AL 1BIHRES ~ Astra TridentE /DB EISk—EE S EE4ASVM o

HINFTBONTAP AL IBIREL « Astra TridentE /D EEISk—EE S EE4SVM ©

sAsCE ~ AU ITSEARSER LIS —ENZERBIZXHETZLER] o HII ~ EeI R EEA
HIGold$85!] ontap-nas BEEIFZNAERAR « £ ontap-nas-economy — »

RErBHIKubernetes T{EENELER M BELREBENNFST A B2 "HieEE" LIS EZHMEER -
528
Astra Tridenti2 It RFEEEONTAP BINREARERE L IERV B I o

* 20RE! | ONTAP HEEFTEHIRNFERAERBIZE - BZREABAEENZE2EAAE « HU0 admin
vsadmin UFEREONTAP EHARAMNRAERYE ©
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* /BFEE | Astra Tridentth SEONTAP fE I LR IRAY/RE L EEREETEN « HILE - BIFERUAES
RRmESE - SWRIEENCARE (ERHER) AIBaseb4iRiEE o

TRAIEHRRAN R « UEEDEENERE S AZEBE - N - —RIAE—ERES L - E2RER
EIREREE T ~ B ARRIRERPRIFRAE

@ NRECEARRR M TRANE  BRIRELR R - WEERREPIRHSERI X -

RY R AR

Astra TridentfEESVME E/ZEHESIEERTEER - FHEEONTAP B IHETEN - BRFEHBELTEN
ZEAD ~ FIU admin 3 vsadmin © E AT FEIRERIKONTAP M B ARASRIFAIMEIES - RAKRIKAAstra
TridenthRZ< AT SEEEAINFEAPI o KR BEIMNEZE2EABE - Wl Astra TridentiBELER ~ BEREZRE

}Eﬁ o

BinEZEHII TFR

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

HaolE » BinEERH — LA FHERNENNAE c BIURIRZE - FABELE/ZBIET U Basec4iRiE « M f#F
AKubernetest%® o 1 /BHEIneH—EBMETEERNNTER - At - E2—IEMASIESRE
HKubernetes ({#ZEIEEHIT ©
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RYFRRR B BREE
HMIRA N R UUERRE « WEONTAP Z&indEs - BinERRE =&

W
i

* BRI | AR iR/&EIYBase64 RIS E
* ARIRTAE TR | BMIAE ZIRAIBaseb44RIH(E
* {S1ERICACertifate : Z{SECAREHIBase64mbS(E - MRFERSERICA ~ RILRIRMHILS R - MRKER
S1ERICA ~ RIRT BB ILRTRE o
HAN TERIZEE TSR o

1. EERPIH/RENEH® o ELRF « 3/ Common Name (CN) (—#x%#8 (CN) ) :REAONTAP B:ES

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. BEEMICAREMIEONTAP ERERE - SrlscCHRFFEEERIE - IRKEMEENCA ~ FRHE o

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. 7EONTAP ZiE#E F 2 RAFIREENEE (PR1) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true
4. FESIONTAP XEEMNAZEEAHE cert BEHE ©

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

S. EAEENRTAIFERSE - LLONTAP Management LIF IPFISVM&TEBE X <SfManagement LIF>F<vserver
name> o R4 BFERLIFFIARFEIR AR E A default-data-management ©
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curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

6. {£FBaseb44RiE/&:E - £IRFSEMICARESS °

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. ERR E—TEISHER B o

60

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...OVaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=msm=ma== fomemmeseso====== e e
o fro— e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

fomm - fom o e
R fremememm=s 4

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214
online | 9 |

R et fremsmeesecso====== R
femm==== femememm== 4



BRI AR AR

CRAIEHRRAN R  UEAAEREREANEEEDEE R - EmEn AE AT | ERERERTEEE

MR IRAI B AE AR ; ERRENRIEA BMAERELE/E - S2EEM - MU ABIFRARNERS

5~ RBIILERE A o REERAEHbackend. jsontE®R - EHEZERITHNESE tridentctl
update backend°

cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmemm== Fommmmmeemeeee== LB e
Fommmmmoe Fommmmomos +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

S Fommemerememomom= e
Fommmmmme Fommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

Fommmmmommmos e Fommcmcccosssssrsres e e e Ee Ee s e e e
Pommmmm== Fommmmme== +

EIEETHER « REEESNALENONTAP EAENEN (fIifBIOS) - FERRIRE
(D o EBIREER - RS ERENIEEERE - ARENRImUCLAMBVESE « 28H
TEONTAP ZEEMIFREERTREE ©

BRI EPEN ERT ZHIRENEFN - WA EREZRETIHIRRER - IR BIRE/METAstra

TridentF] LAELONTAP 2 & @5 ~ MEEIEARIRAIVolumefF o
EIENFSEELRA)

Astra Tridentfs£ FANF SBE i R Bl 2R L PR EC & 2 MEFR @ RYTF BN ©
ERELRAIEF « Astra Tridentie (L miEEE
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* Astra TridentA] BIRE EIREH/RRIAE ; FUIFERAF « FHEEESSEEARTIERIPARCIDRELR
JBE o Astra Trident® BEIHFE L ERREIRLIPHTIEEEL/RA] - 3(F ~ MIRAKHIEECIDR ~ BIERER L
BEIRE A2 E B R EXIPHIEEEL/RR -

c RBEFEESUEIUELFER ~ WFHHHFILIRA o BRIFFEAEPISEARRAELRREE - TH)Astra
TridentZ fEFATERAYEE HRA ©

HEEIEE LR

Fcsi Trident) #920.04hRiBEENEERHMLH/RRIRIAESIONTAP ~ LIFIBHRER - ErR#EFEEEST(FE
REIPISTE SLSTRYMIAULZER ~ MIFFENE RBIERRR] - ER AERBCELRRIEIRE ; EELRRAFBEEREM
FRELETFHNA o I - EEMRRAIREEEERENEIPHLFERNMA SEFNRERE - LSRR
HMEBEERER -

(D) 9% lesiTrident AAEBIAERELIRR] - HHARETEERRENATed o

Lyl
WIRERAMEARRSEIE c UTERIHEREM

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

ERILLINAER « S BRERSVMAR MBS AL SCATRRY B LRR) « 1t A ASFEIILCIDRE
() 4 (BHnFERERERR) HEHIRR - BHELGENe AP RENRERIHHCE - BAstra Trident
FEESVM o

LUT =R L FIRBRILE ThRE VB 5 20

* autoExportPolicy &84 true © &7 /nAstra Tridentid A I EH/RR svm1 M6 AR B IEFTIE AN MBS
BIBYYEZE autoExportCIDRs filltE&1E o HI40 « UUIDA403b5326-8482-40dB/96d0-d83fb3f4daecFlfyiZ
i autoExportPolicy sRAEA true EIUHAMEHFREA trident-403b5326-8482-40db-96d0-
d83fb3f4daec fESVM.LE ©

* autoExportCIDRs BIRINE@IREE o ILHAIABEAMAL ~ T8R4 10.00.0.0/01 ~ /01 ° YARKE
# © Astra Trident & #i87E TIFE EiR4_ LI EIRVPRA 2SR BE R XL -

TEUEEBHIT 192.168.0.0/24 RIFAALZER] o BEFRTR ~ BRUICAAEEERIKubernetesEIREIPAGHTIE EAstra

TridentFREEILAVEEHIR BN o EAstra TridentE SR EHITHENEEEF « SHEENEIZLRYIPALL « WHRPIRENEEE
RGBS Ll autoExportCIDRs © EhEIPZ % ~ Astra Trident& $T ¥ FTiFE =M P ik PEE 7 FE B R AR
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Al ~ M6 EHE FR A RV A BN RS R L —EFR A o

AT L S HT autoExportPolicy M autoExportCIDRs I BiRElR o Al UABEEIEMIFRIZACIDR
R IHHTINETAICIDR ° MIFRCIDREFATSAEE « UBFRA G RENIRAELR o ST LIRS
autoExportPolicy AREIR « REBZNFENZEILAEHRE o SEERE exportPolicy B o

7EAstra TridentZ2 I EFHEBIHZE ~ o] UFEARERIT tridentctl HEEM tridentbackend R
XkB :

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autokExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: extd

= ENRGHTIE EKubernetes & &1l [MAstra TridentiEHI23 5525 « EEMIRARIENELRA (FHREeMA
IEENMNEEEA) autoExportCIDRs (8im) o

TEPRENEAET ~ Astra TridentZ R EFAE R LRI - URRERENRAEVFEEGREY o Astra TridentiF LEERREIPIEEEE 1B
IREYEE HR Rk ~ TIRAIEE R  BRIEREPHIEIEAEEFERLLIP

B ERIRANEIR - SAEAEMEIK tridentctl update backend iiE{RAstra TridentBENEIRE LR
A o EEETLUBIFUUIDERAVIRELRA) « Mgin ERVHIRE S EEME SR ERTEIIMNELRE -

@ MErEA BEERELRANRR - S EMFFEIRGEIINELRR - IREMEI R - ISR
HRAM R - WERRIIMOELRE

WNRENFENEERIIPAIIL B EH ~ BN BEEFHERENENEE EYAstra Trident Pod © Astra TridentiZEE @ B HEBIEMN
BURE LR ~ WU BRILIPEEE o
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FIZANASAHREFEIEELIE5|ONTAP

BEARUN (A5 1BONTAP Astra TridentZ2 2E 3R 72 37 K [ FANetApp NASEEENFZ T, o ZANETR M IRARRREEH) « LU
18 1% Ui ¥ FE == StorageClassHIFARE Kl o

RIRAERGIETR

MEBRIGAERRETE « F2R TR .

W

#

version

storageDriverName

backendName

managementLIF

dataLIF

autoExportPolicy

autoExportCIDRs

64

ot TR
KBRS
I ERER TR ONTAP-NAS)  TONTAP-NAS-

g% B ~ TONTAP-NAS-
flexgroups ~ TONTAP-SAN
1~ TONTAP-sanf&Z8Y |

B &R eshizz\atd+ [ + dataLIF

BEMIPAIULESVMEBIELIFEENE 110.0.0.11 ~ [[2001:1234:abcd::
#2MetroCluster ] « {SAZES fefo]J

ESVMEBIELIF o Xe] IS E TR

1% (FQDN) ° MRFEAZR

4t Astra Trident ~ BRI 5& E{FFHIPV6

{iit --use-ipve6 HEAZ o IPv6{iIiE

B IEIIREZ - FIE0[28e8

. d9fb : a825 : b7bf : 69a8 : d02f

: 9e7b : 3555] °

EEHHBELIFAIIPALL - THMEZR IBEMUHWSVMITE (BEXRIEE
Bes0BE dataLIF o NRKIE ) (FiEZER)
£ ~ Astra Trident&#{tSVMHEEERE

Elifs o RIS E ZEAFNFSHAE
EERSTEMEATE (FQDN) B

IEERIRACE EIRDNS ~ LUE7E
ZEER LM EER ST

7 o AJTEAIIAREZ BE T c 52

B o WNR{FEAZREEAstra Trident

BE] 2 E{ERIPveiIit --use

~ipv6 KEAZ o IPVE{IHEAZEUTTHE

IR ES - HIUN[28e8 : d9fb : a825

. b7bf : 69a8 : d02f : 9e7b :

3555] o

R EEE LR B M i
{B] o £ autoExportPolicy #
autoExportCIDRs %18 . Astra
Tridentr] BENE IR H/RA

RE RS EFEEKubernetes BB IP [ 7T0.00.0/05 ~ T:/01]
BICIDR/BE autoExportPolicy
BB o 8 autoExportPolicy

# autoExportCIDRs %18 : Astra
Tridentr] BEhE IR H/RA o



=R EH BER

labels EAFMEEMNESISONERIE
ERE

clientCertificate AP im/&sEBaseb4dRiEE c ALY T
REERUEREE

clientPrivateKey FAE AR S HBasebdFiEE - 1)
PR BETEREE

trustedCACertificate ZEECARENBaseb4dRIEE o 3E T
B o AR/ESEEERE

username HRFRE/SVMIERERTE - B
BB ERE

password BT SUMIVERIE - B
RUER 3

svm BERARTFERMES MRZBSVMEITTE

managementLIF BI85

storagePrefix TESVMHREC B Fhi iR & R PR {E R Y [Trident.
AIENS - REBRBEATM

limitAggregateUsage MRERERSRIEE DL ~ AUES M (FERRAS&HIETT)
EITERRE o *AEARAmazon
FSX for ONTAP Sfor Sfor *

limitVolumeSize NRERBVERRE R/ NS UL E 1 (FERASRFIHIT)
AIERECER -

limitVolumeSize MREKRVHEIRE KNS LEE N (FEsAFaasl#iT)
AIEREERY - thERHIHEIE
BIqtreeFLUN ~ LUR BUREHREE A /)N
LPFR gtreesPerFlexvol EEIEA]
BHiTEFlexVol B3z 1E&NWEC LRI E
PR °

lunsPerFlexvol #&FlexVol fELUNBIER ALUNE =«  100]
EEWZBTE[50 ~ 200]

debugTraceFlags SREFPHRRS E(FERAEIEEIZ o &8 null
@ {"API": B8 ~ Tmethod]
> true} ER
debugTraceFlags FRIEMEIETERE
HHEAR N B E MRS ERAEED ©

nfsMountOptions LU SR FRAINFSHMEIES M
B8 o Kubernetest4ah4hRE BY# &
HIBE R EEHESERNPIEE ~ 8
W RFEFHER PRIGE R EIE
Al)Astra Trident® 24 [ol{F B {#1F & Ik
AHRERE RIS E RSP EIETE o UNREE
FHER S AR RERE R RIS TE T 3
I8 - Astra Tridenti& & 1 ERERYIS
ENAREE _E RS E (T AT S ETE o

W
st



W

#

gtreesPerFlexvol

useREST

RARERECEIR &RV RIRERRE

AT LU B R BV 45 L R TR AR I TRAR S

W

#

spacelAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

66

=R EH BER

FEFlexVol [EZRIRAqtree® ~ %478 2004
7EEBEA[50 ~ 300]

fEFIONTAP Isrest APIBY#FAZ2 i1
B o FTTEEE

useREST LU T TEE *AIAZ (iR
#t ~ EEARAEIREE  MIEAR
EREETEESH - REAK
true  Astra Tridenti&{EFHONTAP
AP LEAPIEA B IR TIE o tETNRES:
EONTAP EREMIRZASAIRRZ © Itb
SFONTAP ~ FR{ERBNE A B BE
BEFITFEY ontap FEARER | E2FE
HEEM vsadmin M cluster-
admin At :

useREST A z#&MetroCluster {EH
g o

JRECE defaults AARE&EE: - WNFEHH ~ F2B THAHREEHA o
sREA HER

LUNBYZE R 3B =L

TREEER ; M| (B M

& Volumes (58%8)

EFEHBISnapshot/R A M4

ERRAAFTIRIL IR ERIQoSIRA T
B4 - EESEAMTER/BIRIVE
F—{ElqosPolicy

Z{adaptiveQosPolicy

BISKAAFT IR iR & RYERE M
M QoSFRAEHE - EIFFERESE

& /& iR E P —1EqosPolicy
g{adaptiveQosPolicy °
ZONTAP-NAS-#E 2 15 o

1REBLAIRIE T0) MHEBRDLE
wm) ~H[EA T

BIEARE s EREEDEEE TR

R snapshotPolicy 73 [



W

#

encryption

tieringPolicy

unixPermissions

snapshotDir
exportPolicy

securityStyle

=R EH BER

TEEThERE & FERAANetApp Volume T
Encryption (NVE) ; 78:%%

false o WATEERE LIV EL

FANVE ~ A BEFAILETS o INR1E
BIREYFANAE ~ BlAstra Trident® B
BEREFIIREER G EUBNAE © 1
LB ~ B2/ - "Astra

TridentI{A EANVEFINAEIRECE(E

o

SEERILUER THE] ONTAP 9.5Z HiBISVM-DRZARE
7 THGIRER |
M ENER NFSHREE S 7771 ; SMBRAEE

AZER (RFEH)
IR RE . snapshot B RN
EFANELERE MFE5% 1

BN Z 2N - NFSiE NFSTEEE% unix ° SMBYER A
mixed Ml unix &I : SMBX ntfseo
B mixed Ml ntfs &2k

AR Astra TridentEAQoSRBIBHABEONTAP (SR ERHTAHIRZ - HEMAIELMIQ0SHE
(D BuzsA - wRGRAEHERERERESEEMEE - £ZHQoSRABHRISEHFE LIFal

HIAERRIEE LR o

Volume & REC & £
UTREETERENEHS
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: password
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

#FAR ontap-nas #l ontap-nas-flexgroups Astra TridentIRTEFERAMEES A « BiRFlexvol
FFsnapshotReserve B EEFIPVCIEMERAER T « EFERABERFEHAPVCsE » Astra Trident
Brlexvol FRAMIGESR « BIUIRKGHNESESTHNEER o Lt ERREREEKAEREEHE
BAIERNATEAZM - BZEEARESNREAERNZER © Ev21.07281 ~ EFEREEREMArve (FUs56iB
)~ RERREEER S0 ~ IR AEERF2 . 5ciBMAI R AR c ERAAFEAEERNEEM@volumedl
‘snapshotReserve {hllbEEH] o EATrident 21.078F ~ FABERMZ B AZR - MAstra TridentE&E T
snapshotReserve FRRE@EVolumelIB 2'LE °« EAREAN ontap-nas-economy ° s52R 5 #E 5| LB
FRILETHRERVEES = -

SHEATAT

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

i snapshotReserve = 50% * MPVcEX= 5GiB - HiiE& 48 K/\%2/0.5 = 10GiB » AfAA/NA5GIB « E2F
FREEPVCERFPERM A/ © o volume show i FERBTIBLUL TEIFIAIAER -
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Vserver Volume

Aggregate State Type
_pvc_B89f1cl56_3801_4ded 979d_034d54c39574
online RW 1eGB 5.006G3 8%
pvc_eB8372153_9ad9_474a_95la_@Bael5elcOba
online RW 1G 511.8MB

Available Used%

2 entries were displayed.

TEFH#RAstra Tridentls ~ SoRIZEEIR AR IR EI%XIR _FMERPARECENIEE o BRNEA R AIEILAIEE &
FEZREE ELRARR&E /)N ~ LUBERERETT o U0 ~ $#AMI2GIB PVC snapshotReserve=50 JeHiEE IR EIE
H1GIBHIRIE AZER o FIUN ~ IS E A/NAEEA3GIB ~ nl:EEATER 726 GBI E FHEA3GIBII R B AZE
fH o

#65)
R{XAERSEEA
TIRGIETERERE  BAR D 2HREERE - EREERREREENSGE -

@ UNRIETENetApp ONTAP Z1E TridentdINetAppz #5 EfEFIAmazon FSX ~ E:ERIEISEIifsBIDNS
%78 ~ MIEIP{L o

JE:2 B TERAEY <code>ontap-nas-economy</code>

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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SEE S FF F& =X
REERYEREE

B/ \WEIRAEREEF] o clientCertificate s clientPrivateKey Hl
‘trustedCACertificate (EM -~ MRFERESEMICA) BIEA backend. json M FIEIGHE P IRE&
8~ B ERIERIEECARSENERCARISE

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix
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B EhEEHREA

35 LEEBBISRBRUN{AIfE R Astra TridentfE FAENAREE KR AR B &R L R BIRE LR - EHAVEERTER
ontap-nas-economy # ontap-nas-flexgroup SEENFET :

ONTAP-NASEEENTZR,

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4

<code>ontap-nas-flexgroup</code> EEFNFZI{

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

labels:
k8scluster: test-cluster-east-1Db
backend: testl-ontap-cluster

svm: svm nfs

username: vsadmin

password: password



fERIPv6{iit

I EHEER management LIF EAIPVEiIiLE o

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

ontap-nas-economy SeEIFET

version: 1

storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ontap-nas AR ONTAP Amazon FSXHEEENFZ T BRI ERASMB VolumelIIhAE

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fqgdn.aws.com
nasType: smb

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
storagePrefix: myPrefix

72



ERERNRIKEN

ETEFrREANRIGERIERT - SHEMAREFERMREIFENTERE ~ fIU spaceReserve # ~
spaceAllocation {& ~ # encryption #& o ERE RN EHEFERLRPERD o

Astra Trident®7E TComments] HB{UAREERACEZE ° IR TEFlexVol REIBEHR ontap-nas
X FlexGroup x#% ontap-nas-flexgroup ° Astra Trident2EE R ER - i ERE RN ERFIEEHRESR
BREEHEE - AT HEER - FESESTUHHSEERERNERER - URAERSHIEEDHE -

ELEERFP ~ BEFEERATEITRE spaceReserve ® spaceAllocation‘*D ‘encryption B8~ 27
EEgBR LR ERNTERE -
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<code>ontap-nas</code> EEENFZ T,

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
datalIF: 10.0.0.2
svm: svm nfs
username: admin
password: password
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: 'false'
gosPolicy: standard
labels:
store: nas_ store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: '75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0755'
- labels:
app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'

unixPermissions: '0775"
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labels:
app: mysqgldb

cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'
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<code>ontap-nas-flexgroup</code> EEFNFZ T,

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin
password: password
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"'
zone: us_east la
defaults:

spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000"'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
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zone: us_east 1d

defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

77



<code>ontap-nas-economy</code> EEEIFZ T,

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin
password: password
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:

spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

department: legal

creditpoints: '5000'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'

B3 datalIF {JIR4EREZ B

TR UTEAIRERR R EEERILIF « FARHIT Molan< « UEREHLIFR AR IRJsontgZ -

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ NREPVCSHINME—TZEPod ~ S ARIFAFT A B ERIPod ~ ARG HEMEE) « FE
FILIFA S 4R -

1% in 5 FEE StorageClass

%l StorageClassEE#& =i L EHRERM o fFH parameters.selector HIF - E{EStorageClass & 10y
MRLE S B R A AT A AR 8E#k Volume © TR @ S EEFIENERE NP ERZEREHE ©

* E5—{@EStorageClass (protection-gold) IFHEETHE—E « F_EERERE ontap-nas-
flexgroup BIRMPHE—(EERER ontap-san Bin . EEH—IRHSRRENE R o

* 35" {EStorageClass (protection-not-gold) BHHEEPMNFE= « FOEERERE ontap-nas-
flexgroup FHRBIHRME @ - F={EEREE ontap-san &Bin | EEM—IREESRLIMRERKNE
TR o

* 88 ={EStorageClass (app-mysqldb) AFHEEHNFENEREERERAM ontap-nas PR IR E = {EEH
£ & ontap-san-economy &if . BELEEE—IEHmysqldbiER FEARERHFMAERNER -

* ZEPU{@EStorageClass (protection-silver-creditpoints-20k) BHEEFHNE=(AEREE
ontap-nas-flexgroup PR IHME _EERERE ontap-san Bif | BLEERAMESH—FELL200001E
AR EIR M ERRENEIRA o

° %ﬁ{lﬁlStorageClass (creditpoints-5k) BFHEERE ZEEREIFM ontap-nas-economy FHYE
ImAN S = EERER ontap-san Bilf | ELEEME—IRMH5000EEARENERMER °

Astra Tridentié REETIMERSEE - LREHEHEER o
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysqgldb"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-silver-creditpoints-20k

provisioner: netapp.io/trident
parameters:
selector: "protection=silver;
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"
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Amazon FSX for NetApp ONTAP E &

fEFE Astra TridentiZ2fCAmazon FSX for NetApp ONTAP R 752

"Amazon FSX for NetApp ONTAP E " B2t ENAWSHRTS - i EX P EREI R THR

FANetApp ONTAP B EERFBIER R4 © FSX for ONTAP VMware AJ ;B E FIFA

FKBINetAppIOSE ~ MEEFMEIEIIAE ~ R T2 FERFFAWSERNE S M « UEE - 22
MFIIETE M o FSX for ONTAP Sforsz#2ONTAP Isfiit 1EZERFATNAEF EIEAPI o

EEZRHFEAMazon FSXHEEE R « FH{LONTAP MAZHEN—EREE o EEESVME ~ Er] LR —ED
ZEAHGE - BLEHEE RHFEZAFTPERZNERKRIERA2S © B 7 Amazon FSX for NetApp ONTAP By
INKE ~ Data ONTAP BRI fE B EEERZ R A NIRE IR « FEEZRZRAFIERETES” NetApp ONTAP
Sing*

£ Astra Trident¥&ficAmazon FSX for NetApp ONTAP {FENetApphF « & ] L FE{R7EAmazon Elastic
Kubernetes Service (EKS) H#ifTHIKubernetes#EE « AESHACE B IRFFEZZ L ONTAP ZIEMISEHIEE o

Amazon FSX for NetApp ONTAP F1? "FabricPool"BIEH#FE - T :ELRBEENETREFN  B#ENEE
FE—ERBARS -

=z

i

* SMB Volume :
° FRAXIESMBHRE ontap-nas (EREEHER ©
° Astra Trident{ZZ 2L EEWindowsEiZ_E#1THIPod EHISMBREREE ©
° Astra TridentR3Z#&Windows ARM HYZ24% o

* EENFEEIE D BIAmMazon FSXIEE R LT MIEE « EXB TridentfiBR o EEMIBRPVCs « BEEF
EMIPRPVAIFSXfor ONTAP the Sesfvolume ° & E % tHRIRE -

° BE/NMER THUREEIL) RIEEILFSX for ONTAP the SuselER A4 o IRERZEIL TIERIZA] BEME(R ~ BR
TR HEETE o

° A MRERIL K HIEABEHEN o FRBEHMFIETridentlIhMRERE  MEFE—TFH
TA e

v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled

A LAONTAP £ T5EEENFZR « #FAstra TridentE2Amazon FSX for NetAppE & :
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.netapp.com/us-en/ontap/fabricpool/index.html

* ontap-san : ECEMEEPVESZEE 2Amazon FSX for NetApp ONTAP BJLUN o

* ontap-san-econony . FCEREEPVESZLUN * F{E@Amazon FSX for NetApp ONTAP HILUNZZE A&
E ©°

* ontap-nas : FEERNEEPVALZTZEMAmazon FSX for NetApp ONTAP Sf2 Volume ©

* ontap-nas-econony - SEBRERIPVESEgtree » {EAmazon FSX for NetApp ONTAP {HfERIgtree B AJ
2 ERFCERII B o

* ontap-nas-flexgroup - ECENEEPVELETEIIAMazon FSX for NetApp ONTAP FlexGroup Sf2
Volume °

MEBREEXFAER « FH2H "EHZXONTAP" o
Astra Tridenti2 EMEEREHE o
* JBEE | Astra Trident@FASVM EZHEHREE  EFSXIEZ AR LHNISVMEITE ©

* S0 [ [ERILAEA fsxadmin IERAREMFEAE vsadmin BSVMREMNFERE ©

Astra TridentBE L vsadmin SVMERERXEEHREIAEZ AEREBIFERE - BA
(D) NetApp ONTAP #Amazon FSXEBLUFIAE £oxadmin (EAIE REHRMMIEONTAP
IEINBE admin REFRZE : s@ZIEZEFER vsadmin A Astra Trident ©

ER BB IRATERERANRE A A2 M E) o Fib « MREEA IR DB ERMRE « BIREBIIKEX
B o BEEUIMEARRMNEE S « SN BN BIRBRETPBIRIRAE S E
WERN BB E N AR EEEN 2R R ©
* "ASNASEZEEONTAP"
* "SZIESANERFEONTAP"
WS ~ F2H
* "Amazon FSX for NetApp ONTAP FYsZiE 4"
* "Amazon FSX for NetApp ONTAP BYZR& & E="

4 Amazon FSX for NetApp ONTAP IHAE

&AL Amazon FSX for NetApp ONTAP FYSZ B XX 4 R 4t Bl Astra TridentBE & ~ LIFE(R
f£Amazon Elastic Kubernetes Service (EKS) H#{THIKubernetess&ESESIACE & IR
LLONTAP Z#ERIA TEFIgEFF4EVolume ©

Rt Z A
LtESh "Astra TridentfVEE3R" ~ BEHIFSXfor ONTAP 1EEiAstra TridentE & « (REE .

* IREMAmMazon EKSEE S B EIEMIKubernetes#E £ kubectl B&REE o
* IRERAmMazon FSX-EAT NetApp ONTAP HIZIE BRI RS EAFEEMES (SVM) ~ AIREEN T (EE
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BL7FER o
- DA TR 'NFSHISCSI' o

@ AT EEAmMazon LinuxAUbuntuFf BRVEREEZEH T ER "Amazoni&Zsie&"  (AMis) ~ fRIK
BIEKS AMIZERYTIRE ©

SMBHATR &R E fth TS

* Kubernetesz& £ B LinuxiZHIgsEIE, « LUK E/D—{E#1TWindows Server 201989Windows T{EEf
Bf o Astra Trident{2 1B 24 EWindowsEi R E #1THIPod L BISMBREIER ©

* E/bEF—{EAstra Tridenti%Z « Hh @& 1EAYActive DirectorysBs8 &1} o UIEFIEE snbcreds -

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

B EAWindowsARFSHISCSI Proxy © BERE csi-proxy  :a2E "GitHub : csi Proxy" B¢ "GitHub : &
A WindowsHISCSI Proxy" AR Windows_E#1TAIKubernetesEiZs o

E G SANFINASEEENTZT ONTAP
(D WRCERESVBHAE - MAER:E ERESVBIILE R BHZA -

HER
1. FEREFP—IEEZFZ Astra Trident "SFZ /574" o
2. IREESVMEIELIF DNS% 78 o filaN ~ EAAWS CLIE#, DNSName A Endpoints — Management #4TF

Slapezi&

aws fsx describe-storage-virtual-machines --region <file system region>

3. B RLZHEMERE "NASEIRERE" 3 "SANBIHERE"

CELUEASSHILEMIBBAERAM (FIIREEE)  TSSHTBEMRERM -
(D) 7 £sxadnin % « CUERIHMRAGRRTHEE « LUREEONSHIE avs fox

describe-file-systems °

4. FERTIERMEIELIFIDNS L BRI BIRIEER « N TIPR :
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YAML

version: 1
storageDriverName: ontap-san
backendName: customBackendName

managementLIF: svm—XXXXXXXXXXXXXXKXXX .L5—XXXXXXXXXXXKXXXXKXX . fsx.us~—

east-2.aws.internal

svm: svmO01l

clientCertificate: ZXR0OZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

JSON

{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "customBackendName",
"managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-

XX XKXXKXXKXXKXXKXXXXXX . fsx.us—-east-2.aws.internal",
"svm": "svmO1l",
"clientCertificate": "ZXROZXJIJwYXB...ICMgJ3BhcGVyc2",
"clientPrivateKey": "vciwKIyAgZG...OcnksIGR1lc2NyaX",
"trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"

MBRIBRIEVERES - F2RTES

> "FEFONTAP NetApp NASEEENTZR R E R IHK"
° "FFONTAP SANBEENFEN R E R IR"

KR
WEZ % « TR "#FER - BLEMRE « ARBHIREH & EIPod"

SRR ESMBRALE
(T B B E SMBRARLE ontap-nas BEENIETY | 2R AT 4 SANFINASEEBI T2 ONTAP 2R F5I%
B% o

1. Y SMBHARE o KR UEAMEA N2 —KEIISMBEIEHAE "Microsoft EIEFER"
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° vserver cifs share create ﬁﬂ"’%@ﬁl\FﬁEﬁ,ﬂFaﬁﬁﬁ-pathﬁgq:%@mﬁg@°§D%?ET‘E
RIS REE ~ Hlen SR -

b. 337 B5FE SVMAERARISMBHEAE :

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. MERHAEBEEIT :
vserver cifs share show -share-name share name
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securityStyle ¥ﬁﬁ§§ﬁ$@ﬂ’]§2’£$¥‘t o AEERTEA ntfs O mixed BAFSMBREHE
ntfs & mixed FEANSMBHLE &
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storageDriverName

backendName

managementLIF

dataLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate
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28 kg #0431
clientPrivateKey B BRIHTAZ & i%HIBase644RiSE ©
FR/ReEE R
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smbShare
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{8 nasType * node-stage-secret-name ' #l ‘node-stage-secret-namespace * {ERILIEESMB
W& ~ MR HFREAYACtive Directorysdsg Bt o (EFZIESMBIAIREE ontap-nas {EREEENTET ©

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: nas-smb-sc

provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"
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BIRTE R T Astra Trident2{E1Z R4 2 ERIRAAR o ©&iFAstra Tridentt{A B2 1F R 438N ~ LABAstra Trident
WA ZHFEFRAECBEMIEE o« 28 Astra Tridentz % ~ T—H 2 817f&UF © °© TridentBackendConfig B
s]EREE (CRD) ml:EEEIZEBKubernetesNMEEI K EIETrident®im o Er] LUFEBMITUIL(EZE kubectl
HAEE R Kubernetes 2R AAFICLIT A ©

TridentBackendConfig

1/—1

TridentBackendConfig (tbc > tbconfig ™ tbackendconfig) Al * BB IVCRD ~ AIREEERE
i#Astra Tridentf& i kubectl o Kubernetes 7 EIE SIRTE I U HIZEBKubernetes CLIE I K EIR & In
MmERFEREENm I AAER (tridentctl) o

J2IFF TridentBackendConfig ¥4 :

* Astra Trident@RIFCIRMHVAARE BENE LB IR c EEENZPETA TridentBackend (tbe
tridentbackend) CR.

* o TridentBackendConfig M—#FE X TridentBackend iE&HAstra TridentFiL o

#1E TridentBackendConfig {E4EE—H—¥E TridentBackend © A& BiefiSEHERT KR TR
IHENTE ~ BEETrdentRRERERRBIEMHNASI o

@ TridentBackend CRSHAstra TridentBEEIL o I FEZEHEELIEE - IR EEELHE IR
EITER ~ BIEARITIESIE TridentBackendConfig Wi

H2R TS FIUBEENMT TridentBackendConfig CR :
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

T RAIUEBR RIS "TridentZ 270" FRERF T Q/ARFZHEHIHERREER

° spec FARIHIFERERSH o EULEHFH P « BIHEEA ontap-san HFREENET « WAEALLETIHAVAERE
B - MEAMBFAEFRIEANERERESE 527 "R RIREREH" -

o spec EPPMEIE credentials Ml deletionPolicy WMUAFIIEAY TridentBackendConfig CR:
* credentials : IE2AMERIL - B2 ANRERERM/RFIRDEEL - ERERAFERAEEL
HIKubernetes Secret ° 538 B RHRZUAX FRRIVEIE « R EELEHER ©

* deletionPolicy - IR R E&RTE N IBER TREEENER TridentBackendConfig EMIER o BIAERE
EmfEngEREZ— !

° delete | EEENMBEBHEMIPR TridentBackendConfig MIERARIR - EETERIE o

° retain ! @ TridentBackendConfig fHIFRCR# ~ BiRERINE T, ~ WA B BETEIR
tridentctl o FMPRRERIZRES retain AIRFERERRERERE (21.04271) ~ LREEILNE
i o MEHRIMERTEZBE# TridentBackendConfig BEIL ©

BIRATBEFEARE spec.backendName o IRFKISE ~ B ERBIRHERAHLTE
@ TridentBackendConfig Y1 (metadata.name) o EEFFRERTERIRLE

spec.backendName °

DUZITYEUR tridentctl ;R BRBEAY TridentBackendConfig ¥ | A LUEIZFERRE
BB IR kubectl 1] TridentBackendConfig CRUAEEIEISEAERIRVAHRES 8L (a0

spec.backendName » spec.storagePrefix > spec.storageDriverName" 3

) °Astra TridentZBEEELMEIM TridentBackendConfig EATELEFEEMNRIR o

EBERRUROEE kubect] » TRZRIT FFISH :

1. 337 "KubernetestéZ" o IEH%ZR 615 Astra TridentE2(E{F E E£/IRFSBE T ENBELR o
2. 3] TridentBackendConfig ¥} | HFESERMFEEEERIGIHEEN - XX 2E F—FEIAE
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[l
P2
(NN} °

Eirgimz % ~ eI UEREEREARAE kubectl get tbc <tbc-name> -n <trident-namespace> MU

SHMEFAER -

HER1 . I Kubernetest®?
E e ERERT/ FEFEERINEE c UT 24 :

BB SR IRFIEIEIME o

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:

name: backend-tbc-ontap-san-secret

type: Opaque
stringData:

username: cluster—-admin

password: password

TREESRASERETFANEEL RS SR

REFFatEm AR
Azure NetApp Files

A GCP Cloud Volumes
Service

A GCP Cloud Volumes
Service

7t%& (NetApp HCI / SolidFire)

ONTAP

ONTAP

ONTAP
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ClientID

Private&ID

Private &8

U

fERERTE

2

R ImERER

EETL
FEREN M A R ikID

FAZ LMD - GCPIRIEIRAAPIE
w—3fn - EACVSEEEAR

FAZEE | GCPIRFSIREAPIZ BN
—%9 - EBCVSEIEEAR®

MVIP ~ &R SolidFire $RFETEE R
ENASHEEENEHENEE

BIRERE/ SVMIIERERTE - A

HEIRERE/ SVMBVEHE - AR
BiBRSE

F P imthE & iR HIBaseb4 AR (E
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(G IER =y 2o (Ve W

ONTAP chapfEfl &4E
ONTAP chaplnitiatorig %
ONTAP chapTargetUsername
ONTAP chapTargetinitiatori& %

1RAIEREA

BEALAELE - W
FRuseCHAP=truefIIZZE - AN
ontap—san*ﬂontap—san—
economy

CHAPERENZZZHE - 1
RuseCHAP=truefIIZFE - BRAMN
ontap—san*ﬂontap—san—
economy

BRERERTE -1
FRuseCHAP=trueBIEE - FRAM
ontap—san*ﬂontap—san—
economy

CHAP B 1RERENSI 1 o 10
FRuseCHAP=trueA|FEE - HBAMN
ontap—san*ﬂontap—san—
economy

FIET BB EREEFSE spec.credentials AYRE 1L TridentBackendConfig T—FEIUNY

o

B%2 | #1[ TridentBackendConfig CR

CIRTEBEEETEIL TridentBackendConfig CR.IEUEEFIF ~ ERIVE IR ontap-san a2 S EAE

I7BY TridentBackendConfig ¥ a0 R/ ¢

kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret
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HER3 | HESOHYAKRE TridentBackendConfig CR

Y

IRELELKEILT TridentBackendConfig R LABREEARAE o FERR 5 A -

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

BRI BRI 4 E TridentBackendConfig CR.
PR ES ] ABRA T H AP —1EE -

* Bound ! TridentBackendConfig CREZZIHIERIH: - HBIHE S configRef RES
TridentBackendConfig CRAYuid °

* Unbound : MM "" ° o TridentBackendConfig ¥HFRELEERIR o FRAMELL
TridentBackendConfig CRSTEREENULFEES o FEREE 21 ~ MEEMEAUnbound (REE) -

* Deleting : TridentBackendConfig s52f deletionPolicy BEREAMR - E
TridentBackendConfig RAEMPRCR - WEEH% THIBR) AKRE o

° MRBIH EAFERHEUIEESSE (PVCS) - AR TridentBackendConfig & Astra Trident
fHIFR1& %Az TridentBackendConfig CR.

° MNRBIHF EBE—EHZEPVCS ~ BIZEAMIBFRILRE o © TridentBackendConfig #&%E « CRth &
AMIBRFEES © 8imA0 TridentBackendConfig {EEMIBRFTEPVCSZ A SR ©

* Lost . BIRFEAYIBIR TridentBackendConfig BIMNNE BEMIBRM TridentBackendConfig CRIMEBEE
MBFEIRIBREER o © TridentBackendConfig Him{ERMAERE ~ HAIfIPRCR deletionPolicy
BlE-

* Unknown . Astra Tridentf A Er EAAERTIG BB IRIKRE S /FTE TridentBackendConfig CR.AIN ~ 40
BAPHAR2SZELIFESE tridentbackends.trident . .netapp.io CRDiELXk o ERISEEEFEAHEN
)\ o

TEULREES ~ PN BIR | IBASEEERILIERINGIE ~ BN "2 U AT A 2 IR MIER" o

(%) H4 : IGESEEER
TRIIT TS an < RIS AR IRAIHAAE

kubectl -n trident get tbc backend-tbc-ontap-san -o wide
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NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8efb6-
bab2699%e6ab8 Bound Success ontap-san delete

LtE4h ~ f& B] LABRISHY YAML/JsonfBED TridentBackendConfig ©

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san
namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09%c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6£f60-4d4a-8ef6-bab2699%e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B85 backendName # backendUUID AEIFEFAEIIAVE IR TridentBackendConfig CR. ©

lastOperationStatus MR _ERIEZEIRE TridentBackendConfig FIFH{FERAEAIZEACR (Fla0
ERETEPEET AR spec) HAstra Tridentf§2E (fI40 ~ £ Astra TridentE M EKENHAR) © AJRER TARTAL
gy TLB © phase "RmZBIRMARIAREE TridentBackendConfig Mf&im o 1E L& FIF - phase EFEHH
TERE ~ B3R/ TridentBackendConfig CREZEBumAHREAR o
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BRI LAFTT kubectl -n trident describe tbc <tbc-cr-name> ep T UEVSEHCEEMEFAAER] o

@ s L BT MIbRE S ERARAYRIR TridentBackendConfig ¥R tridentctl o BEAR
UHRAMIPER tridentctl Ml TridentBackendConfig ™~ "sAZRILER" ©

LU KECBECVL#{TRIRE IR

RN AERRNITRIREIEIEE kubectl ©

it PR 122 i

fHif% TridentBackendConfig ® ,‘.’_'RE_U—/(?E/‘T'Astra TridentfpR/fR B &IE (1RIE deletionPolicy) o HEMM
PRI ~ 3BHETE deletionPolicy RE#MIBR o {EMIPR TridentBackendConfig  sATEAAFERD

deletlonPollcy.ﬂiEﬁ_'vﬁm W AT R (R BIRIITETE ~ M nfEAREITEIE tridentctl ©

HITTSaR< -
kubectl delete tbc <tbc—-name> -n trident

Astra Trident:li N2 kR EEF P HYKubernetes Secrets TridentBackendConfig © KubernetesfE A& B &EMR
M2 o MBI E/ D 0 IEERIGARERILER « 71 ERPRELEEE o

BIRREANRIRE
PIT TSRS :

kubectl get tbc -n trident

R ATLIIT tridentctl get backend -n trident 8§ tridentctl get backend -o yaml -n
trident UEUSPFIBRIRIEE © ILEBEHN GO IERREINEG tridentctl ©

Fihigin
EHEIHAEEZSERA
* BERRREERCETE - EEF M Br  sAfEAPEIKubernetes Secret

TridentBackendConfig ¥ AZEEHT o Astra Trident® BE1LURHNRHEIEER BHHEILR o #1175
% U E#HKubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

* EEONTAP BHi2% (FIUNERMISVMETE) o 7EIIEZEAFIF v TridentBackendConfig ¥R BIZE
iBKubernetes 3 ©
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kubectl apply -f <updated-backend-file.yaml>
&~ WA UEEIREM TridentBackendConfig sAHIT FAE <L LABIITCR..
kubectl edit tbc <tbc-name> -n trident

MRBIHEMARY  BInHFEGEEFERBEMVAER o KR LUEHRECE « FBBEIUTRFAEREA kubectl
get tbc <tbc-name> -o yaml -n trident Z{ kubectl describe tbc <tbc-name> -n
trident °

s IS IEARREAE R Z 8 ~ BIRTE#H{Tupdateds < o

{EAtridentctiH{TE I EIE

BRI RHITRIREIR(EE tridentctl ©

F=RYRE
B EHERE S JITTIRS

tridentctl create backend -f <backend-file> -n trident
MNRBIHEBIIKK « RTBIHAAREERRE o AT T H <RI E: ~ UHIETRER :
tridentctl logs -n trident

A EAARERNEEZ R « MRBHITEE create 855 ©

i Fx12 i
EHEAstra Tridentf|PR& R ~ BT FEUPER :

1. FEEB IR TS .
tridentctl get backend -n trident
2. fipRELS

tridentctl delete backend <backend-name> -n trident
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1R Astra Trident (B IEE SR BRI EAIAR « BRAMITEE - BIMIAEIS S S
() EEERmETERRE - ERSEEER B RE M TideniS R EERE LR BN
5~ EEIE PRI o

BREAN R
BB RIRTridentkIEN B « FRTTISH :

* BERSHE ST TS !
tridentctl get backend -n trident
* BERSAAFMEER  sAMIT M !

tridentctl get backend -o json -n trident

N
BIMNRIREREZ R « FRIT TS !

tridentctl update backend <backend-name> -f <backend-file> -n trident

MRBIHREHRE - FTRRIDERAME - NRLEER T EMBVER o LRI LBIT THan < RARECE « LFUER
IRE

tridentctl logs -n trident

RIS IEABREAERAIREZ & « MR BHITENE update 83 % ©

s B! fE AR B IR AV AT 48

B TR LA JsonMZMREIREE A tridentctl BIFYIHRIEAL - BEEA jq 2R1ER « BRELE -

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]"’

EtERAMNMEREIIAZIE TridentBackendConfig ©

T 1Rin B IRFEIA 2 M

BEf#Astra TridentE BB IRAIARE 755% © BEZ #H “TridentBackendConfig BIEEIRTEMAEEIFNRIGEIES
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% o EEIEE TR -
s AILUEREI BN tridentetl UIEITEIE TridentBackendConfig ?

* BILMERAEEIIEIR TridentBackendConfig EAEITEIR tridentctl ?

BIE tridentctl BIHfFEA TridentBackendConfig

KEGRAEIEGRE 2 BImPIENS R tridentctl BB ~ HIFFEBKubernetesy T H
TridentBackendConfig ¥4 :

ERERAR T -
* S FEREIE « 187858 TridentBackendConfig RAEMEEREIR tridentctl ©
s FREIUNHEI tridentctl ~ MEM TridentBackendConfig ¥HIFTE ©

EEMRBIENT ~ Bin(HEEEFT « Astra TridentHFZHIRE SHEEF - AMEESEMEREIEZ—

* HEEMA tridentctl EEMEAEREINEIR

s ERREINEAER IR tridentctl FIIIAE TridentBackendConfig ¥4 @ WE—3K ~ BimFi S ERE
I2 xubectl MJF tridentctl ©

A‘

%E@ﬁﬁ BIRTALEFEENRIG kubectl ~ 8FEEEI TridentBackendConfig BEEEIRARIE o LU TFEUME

BIFARE !

1. #37Kubernetesté®% o L3265 Astra TridentEd {17 & &/ ARSI FTERIHER o

2. $217 TridentBackendConfig ¥ff | HRESHARMMEFEE/RFIFEEN « 2E L—P BRI
& o EREIRIEEERIRVARRE 28 (U0 spec.backendName v spec.storagePrefix»
spec.storageDriverName %) o spec.backendName #7ERE ARB R IHHGTE o

TERO © SRR IR

D23 TridentBackendConfig HEEEERAMNRIG « (MBS RIRAARE o 7EHEEHIH ~ BRRERT
Fl)JsonE&EIEIL B ¢

tridentctl get backend ontap-nas-backend -n trident

P msmeseseme= P m===
Fommmmmmrmesrrrrrrrre e meme s e emm o Frommmmom= Fommmomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmrmemeoeosoes Fommmmmmocmoomooo=

o esseseses s s s e P Pommmmmm== +

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

Fommmmmmecemsseseseme= Fommmmmmmmemem===

oo sesesesse s s s s e s et o= +

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

word": in- word",
"password": "admin-password"

"defaults": {
"spaceReserve": "none",
"encryption": "false"

by

"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{
"labels":{"app":"msoffice", "cost":"100"},
"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels":{"app":"mysgldb", "cost":"25"},
"zone":"us east 1d",
"defaults": {

"spaceReserve": "volume",
"encryption": "false",
"unixPermissions™: "0775"

851 . EiIKubernetest%®

BB 2RImTENME « U T EBHIFIT
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident

secret/backend-tbc-ontap-san-secret created

882 | 1L TridentBackendConfig CR

T—4% &I TridentBackendConfig EEHE

)

7EIEZEHIF TridentBackendConfig ¥ RFAMR -

o FEMRTTE THIEK :

* HERER T HEEIERIFEATE spec.backendName ©

EETASLTEIERICR ontap-nas-backend (WNZAEHIFTR

nea

 EREREN (BR) Y BEEFRRBBRIHERNIERF
* FEE R 2iEBKubernetes Secretig it ~ MIELAISCFIR (@M o
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

HER3 | FESPEVIKRE TridentBackendConfig CR

Z1& TridentBackendConfig BAIEI - HFEERWZERE Bound ° EERMEIRERIGHERNERIRSTE
FUUID °
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kubectl -n trident get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

BIRIREBFEATEEIE tbe-ontap-nas-backend TridentBackendConfig ¥4 :

B2 TridentBackendConfig BIHf#H tridentctl

‘tridentctl ARSI ERAEIINEIR

‘TridentBackendConfig" o LtE9h ~ RREIES USRS BT BIRILERIR
‘tridentctl’ MIBR ‘TridentBackendConfig' MiFEfR “spec.deletionPolicy’ &&#4%
"retain °

FERO : BB

Bgn ~ 1% 3B IHEFEREII TridentBackendConfig -
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

WEEPAIUBHE—E, TridentBackendConfig BRIHEI « WREERIR (HRZIHAIUUID)

B | HESY deletionPolicy 884% retain

RHMIRBEBHEE deletionPolicy c BRERES retain o BAIRRELER

TridentBackendConfig MIFRCRE ~ BiRERM TR ~ WAIFEBEITEIE tridentctl ©

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

() moEmit - FRBMEET— deletionpolicy 8% retain o
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WEF2 : flf% TridentBackendConfig CR

RE—ETEREMPR TridentBackendConfig CRHERZE deletionPolicy 54 retain ~ A LUAEAE
e :

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fosessssssssssas==== R e
e e et fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fom fom e
R R fomsmm==== +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosesssssssasmas==== fosssssmss==sms=a
fessssssssssssesessosssssasssssssasaaaa femmmm=== fommmmm=a= 4

fIB&EF TridentBackendConfig ¥4 : Astra TridentR 2T « MA S BEMRBIHERS o
ST/ ¥

SpEdE eV

SHREILFFER - MPRMEAFERN RARRIRA FER BRI & o

Rt TR
HSR EEE WIS AR R REREH RMFEER o

ERVAE SRRl
SREFEIERZE BT TeS !

kubectl create -f <storage-class-file>

<storage-class-file> EUEHNFEELERIERAMBEUL o

i BR{cE = EE R
EE{tKubernetesiB#{#7FLER ~ BT FIIGH< ©

kubectl delete storageclass <storage-class>
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<storage-class> [EFIRATBHFIER o

BB ULRFERN PR LT AFHEHIR B AR M5 A& - Astra TridentiR B EIRE LR E o

Astra Tridents8FHIEIITZER fsType SHHFARIIAVHAIRE o HHRiSCSIEIR

BERnIIT

(D parameters.fsType {EStorageClassH o fEFEZMIP#IR B BYStorageClassil EHiEIL

parameters. fsType BIERE °

BRI A EELER
* EEMRIEANKubernetesFEZEER « FBHIT YIRS ¢

kubectl get storageclass

* BERRKubernetesFIERFEHAER « SBHIT I &L ¢

kubectl get storageclass <storage-class> -o json

* BB1@ R Astra Tridentt[E Z{#FLER ~ SHRIT F7)ae< -

tridentctl get storageclass

* ARG Astra TridenttIE D EFERRIFFAE R « FAT IS < !

tridentctl get storageclass <storage-class> -0 json

R E FAs 4R

Kubernetes 1.6318 T s E TAR 7 AEAIRIINAE - MRERERT FHEMIREES )
IREFEFANREE [FaHRE, o

(PVc) HisE—E - Al

* REEUERTERATFLER] storageclass. kubernetes.io/is-default-class #FLEREZF

By THL o RIERE « EAEMENRFEMEERSHEERR -
* EEIUER TGS  RIRANRFERNRERTERNFFER -

kubectl patch storageclass <storage-class-name> -p '{'"metadata":

{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

B~ St UER TS e S B ERTRR HFARR 5 ¢
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kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

TridentZEBENEHF A S I UCHEERISEH) o

® TEAEIIEERR « EH# SRR —EFER MR © KubernetestERANT LI FISRHEHES
SEHFER - BENITAA HINFE 2R A TARMNHEER 1 -

ik Bl (e T 2B B Y 12 Ui

SERIGAT LA JsonE BRI EEALEH tridentetl Astra TridentBIS¥ILFBIL o BEEA g AR

AR RBERE -

tridentctl get storageclass -o json | jgq '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

#H{TVolumefEx

EABEfRAstra Tridenti2HEIINEE ~ HBHIEEIRHGEE o
* & lcsithig) "
s “EAREE"
* "ERVolume"
s "BEARGHERE"

£ Tesithi#]
Astra Tridente] AR A ~ BEEMEM R HIRE « WA HEEM I EKubernetess= EEFPRVERSL " TesifhiE ] IHFE" ©
£ Tesithi¥l IHE ~ AREEFM RN ER (R HIEERNFE - REFI—22 8% o 115 ~ Zinft

FERIF]3EKubernetes EIR 812 77 B ABEMRAVETRL - IR EIUNEEEEANARTHERE « HURRE
&I ZfE o AT HBEZSBEREFEIE T FRHBIMEIRE - Astra TridentfiEf3 T csithik o

RABR TosiHFIE) THEE "EHIEIE o
Kuberneteste ff MEI&E T AIVolume BAEIET

* Bl volumeBindingMode s2E4Ay Immediate "Astra TridentfERBEAIFRIERKEINIER T EILHR
& o BIKAEERHAER - A2 REHEERENBEEREE - ERTENKME VolumeBindingMode
AR REFIFRIERFIRRE o« BIKEMHMIEER - T HEKRNPodHHER REEEMEMKNY o

* Bl VolumeBindingMode sREAy WaitForFirstConsumer > JK ARG AYE T A R4S S IERE « HRIHHE
A FR 37 (5P PR EZ K A AR RIPod A LE © FNItE—2K ~ FLSE I HAIRE ~ URT S ThIZET KRG BITHIHEFZR S o

@ ° WaitForFirstConsumer SR FETIREIBE  BAlBIR Tcsithi) WASEH o
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TEZNER

HEERA losithi®) ~ ERETHIEE

* $ITHIKubernetes& & "SZERIKuberneteshii 2"
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kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdoc4"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el11e4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

BEETREBLEZAEZER RN BHRIESIH (topology. kubernetes.io/region
topology.kubernetes.io/zone) °© {E&4EAstra TridentLGBIIRIEZ A - BLEER TEZ T HIRTES
SRVENEL L

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amde64", "beta.kubernetes.io/0s":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/0s":"1linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-

eastl","topology.kubernetes.io/zone":"us-eastl-c"}]
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TER1 | B A RAEEN R

Astra Tridentf#ZF R n I RERR Bt & « EEMMACEMIRE - SERIHERCIFEHIZEBIhEE
supportedTopologies ARMNBLIEZ BIFM &I EENEIR o HXFEAILIERIFEAIStorageClass ~ RETE
Tt/ &P PN ERENEKE « A EEiIVolume °

WUTRBIHEREH

YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON
{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",
"svm": "iscsi svm",
"username": "admin",
"password": "password",
"supportedTopologies": [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

supportedTopologies ARREEERIHENEFF &IFEE - FLEIHMEHK
Z&KStorageClassH RN AFHEEE - HRN B3 RmFiEEZzBEN &S FEN
StorageClass * Astra TridentZ &8 imiZ IR E o
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WA UAEFE supportedTopologies MAIK#FEIRM o SH2B T7&EH

version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
region: Iowa-DC
zone: Iowa-DC-A
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
region: Iowa-DC
zone: Iowa-DC-B
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

TEUEEEHH region M zone EHARMEEFERMIIE © topology.kubernetes.io/region F
topology.kubernetes.io/zone IEEREERANGEHKIE

$8R2 | E& A KhIERStorageClass

R AR E P ENRAAVIRIEAZE « FTLUE & StorageClassA B SHEE N o EBRIREMAPITRH Z KA E R
BRERIFENREFE IR ~ URAIUER TridentFriR it 2 HAERE VBRI F5 ©

2R TYEE
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:
fsType: "ext4d"

7£_k#tiStorageClassEE&EH © volumeBindingMode 5%4% WaitForFirstConsumer ° {EPodH 5|
ItEStorageClassFTEKRHIPVCSZ A ~ RMAZHEIXKETE o MA - allowedTopologies REAEFHANE
A& © © netapp-san-us-eastl StorageClass&7E_LZIIPVCS san-backend-us-eastl LIMESE
By o

$ER3 I AN FEAPVC
#1317 StorageClassi HEE BInBIHEIKZ % « KIREMAIURIIPVCS °

AR B spec AT :

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERILENBERIDKAERIRIZEAISEGEE TIGER !
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

EBTridentZ2 R & WA HELE EPVe « 5H7EPodREAPVC ° 552 R THIEEA -
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

lbpodSpec& 15 RKubernetesTEHAYEIEY EHEFZpod us-eastl &I « MW FAVEAIEIBEFEITEE us-
eastl-a B{ us-eastl-b @iF o

E2RE T E
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

BB ImUAAA supportedTopologies

AT EHIRENR IR - UMABE supportedTopologies fH tridentctl backend update © &R
SRECRENEE - MBREHAREBERPVCS ©

MFFHEER ~ F2H

c "EIRERBNER"
R E
* “REEG I B S R R 1

° /157|< 49\‘41:

fEFRIR

SRR BIIFEIEE (PV) BIKubernetes Volume Snapshot (Volume Snapshot) ~ L
HEcEAstra Tridenti4FR & BYBFFERE4E S © tESh ~ B el ATEIR B BIVolume Snapshoti2 L #T
AYVolume ~ #8874 clon_ ° X#EVolume Snapshot ontap-nas * ontap-nas-
flexgroup » ontap-san ® ontap-san-economy > solidfire-san ™ gcp-cvs'
M “azure-netapp-files EBENFZT :

FIsEZ Al

RN BEERINENIRIBIZEISSTIE:TERER (CRD) ° &2Kubernetes OrchestratorfI&1E (N
Kubeadm * GKE * OpenShift) o

WNRITHIKubernetes 2Rk AR & = IR EZIZEHISSFICRD ~ s52R Z6E Volume SnapshotiZ 23 o

@ gg%EGKEiﬁi%qJEﬁ%%mE%@’rﬂﬂ s SANEEILTRERIESIRE o GKEfE A NV FERI TV IRERIZS

EF1 | 1L VolumeSnapshotClass

&5 & 2237 Volume Snapshoti&Hl] o
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cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: csi-snapclass
driver: csi.trident.netapp.io

deletionPolicy: Delete

o driver }5AAstra TridentBYSCSIEEENFET( © deletionPolicy BJLA Delete B Retain © SRE AR
Retain ™ fFHE FHNEREEMRE « BM#7E volumeSnapshot ¥ EMIBE o

WNEEEFAME RN ~ sARRIELE | ./ Trident2 %/ objects.html#Kubernetes-volumesnapshotclass-
objects[VolumeSnapshotClass]®

T2 | BT IHAPVCRIIRER
e B ERIIIFAPVCRIIRIR -

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

TEUEEERIP ~ RIBEFH ¥R R/BIPVCEIL pvcl RERAMERA pvcl-snap ©

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

EEEI—E volumeSnapshot ¥4 : Volume SnapshotfB8{LIFAPVC ~ i E24E FE R
VolumeSnapshotContent RRERRBDE o

GBI LR VolumeSnapshotContent B4 pvcl-snap $H#tVolume Snapshot ©
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kubectl describe volumesnapshots pvcl-snap
Name : pvcl-snap
Namespace: default

Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-525400f3f660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:297
Ready To Use: true
Restore Size: 3Gi

° Snapshot Content Name sthlFHILIREREIVolume SnapshotContent¥)f © °© Ready To Use BEFK
T SnapshotA] AR ILFTHIPVC ©

$EZ3 : #tVolume Snapshot?ZiIPVCS

I R IREREIL—{EPVC..

cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io
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dataSource BETABFEAZABIVolume SnapshotEIIPVc pvcl-snap MABERIKIE o EE15Astra
Trident{t I REBIR L —(ER A EIRE R o B F KA ERERIEE 2% - SLEREMIINEIPod Lk ~ SUGFERERE
kA ERERZEE— R ER °

@ fps BB BRIIREBAYIEE Volumebs ~ HERTrident Volume B E#2 THIFRIREE)  EEM
BRAstra Tridentt#£FR & ~ BIFERS PReIEFEEAVIRER ©

Z8ZVolume SnapshotiZH|2s
MRIEHIKubernetes B MARAS R B FRIBIEFIRME L FRA ~ I UK T A REITEE ©

P
1. #37Volume SnapshotZF KA o

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. FFFERT AR PRI SnapshotiEHlgs o 4REE T A YamIBELUER R 2R o

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

*E %ﬁ n\l:l

* "VolumeREE"

* "Volume SnapshotClass"
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ERfVolume

Astra Tridentr] :ZEKubernetes A& TE LRI HEFEE 2 BIETTHITRE o SIIETTISCSIFINFSHIFREFrEE4HREAI1E
RAE: o

om

ERHiSCSI Volume
R LUER TSCSIERECETRRIN) KIEFTISCSIHFBHIEE (PV) o

@ % #&iSCSI Volume¥&7E ontap-san  ontap-san-economy * solidfire-san Ii5E
EKubernetes 1.16 & EFARZA o

EFTISCS| PVEIIE AL ER :

* #R#EStorageClassTE&ELURE allowVolumeExpansion f{iZE true °

* HREBPVCE&E I EH#T spec. resources.requests. storage MURMHETRIFRE A/ ~ IER/IABRINRIA
HK\ o

* WIERPVHIIIZEPod ~ 7 SEATEHE K/ - SAEISCSI PVRIK/NVEMEER -
° YIRPVHIANZEPod - Astra Trident@ 7 R infR el @ « EMRFREKE « LEMARERRARNX

/N o

© EFTEBRIMPVEIAR/NE  Astra TridentE 77 & i LIRFTHAIRE o TEAS KA ERIAERGIE EPod
2% ~ Trident&@ EFTRHEE I BRARIERRFABIR) o A% ~ KubernetesETEHRTEIEEALINTERA
& ~ EHPVCKR/ ©

M EEAIEERETTISCS| PVRVEES T ©

$EE1 | 5R7EStorageClassL Sz 1EVolumelEF

cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

X B F1ERStorageClass ~ AMREBILLIEUMA allowvolumeExpansion B o

SER2 | [FRIEEIIAStorageClassE Y —{EK A R HFRE
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cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-—-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident&@ B I F&WRE (PV) ~ MaSHEIFHEHMIREES (PVc) ZIZRIH: -

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

FER3 | EE—(EEIZEPVcHYPod

FEUtEBHIT ~ FEIEAMIPod san-pvc ©
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

S$HERA . ERIPV

HERB1GIEILE2GIHIPVAN « 554REEPVCE R EF spec. resources.requests.storage £2Gi°
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kubectl edit pvc san-pvc
# Please edit the object below. Lines beginning with a '#' will be

ignored,

# and an empty file will abort the edit. If an error occurs while saving

this file will be

# reopened with the relevant failures.
#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io

creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82f2885db671
spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

SERS | BRI
R U EPVe ~ PVHIAstra Trident VolumefyA/) ~ LUFFEES BB TR (X ©
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

JERINFS Volume

Astra TridentsZ 872 _EECENFS PVEYVolumelEFE ontap-nas ¥ ontap-nas-economy * ontap-nas-
flexgroup * gcp-cvs M ‘azure-netapp-files &if :

S ER1 : 3R 7EStorageClass Az #EVolumelE 7

EERENFS PVEIR/) « EEEERASREMEFER « UAFHEBRERIFETHITE

allowVolumeExpansion H{IZE true :

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl

kind: StorageClass
metadata:
name: ontapnas

provisioner: csi.trident.netapp.io

parameters:
backendType: ontap-nas
allowVolumeExpansion: true

NMREBEUASULERRREFER - B
HUAFFHR @B o
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$ER2 .

cat pvc-ontapnas.yaml
kind:
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
20Mi

storageClassName:

storage:

fEREEILAYStorageClassiE I — Bk A EHtEFR H

PersistentVolumeClaim

ontapnas

Astra TridentfEZItEPVCI2II20MiB NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 20M1i RWO

Delete Bound default/ontapnas20mb ontapnas

2méd2s

FER3 . ERIPV

EERBHEIIN20MIB PVEAEZE1GIB »
£1GB :

SAAREEEZPVCI s E4HE spec.resources

.requests.storage
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

SER4  BEERIETT
A LU EPVC ~ PVHIAstra Trident VolumefyA/) ~ LUFFEESSEEBEE A/
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom—m————— +
| NAME | SIZE | STORAGE CLASS |

PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fomm—————— fom -
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +

b AARRE

SR A E RS IR A MHETEHTEEE A AKubernetes PV tridentctl import ©

X #EVolumelE A RIEESHFZ T,
TRRAZIEE AR EAVERENIZ T, « U RE LR & RS YRR S o

LR FEa hRZs
ontap-nas 19.04
ontap-nas-flexgroup 19.04
solidfire-san 19.04
azure-netapp-files 19.04
gcp-cvs 19.04
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EEFER &N
ontap-san 19.04

A EEEAMEE ?
i VolumeFE A TridentfU{ERZME ST ©

* AREEARER  TERERRENERE
© RERENREAREREREERRER

* BEREHIERIKubernetes#

* EXEBIERREREAERER

EEA ORI LE ?

VolumeEARRF EFERFEMIERES (PVe) ERIKEILPVc e B/« PVCIEREESHTE - mAaxEM » FE
T K storageClassName#@{iL ~ ¥ FHIFfT ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

o tridentctl APIRANREARBNBEERIERE o Trident@iFEFEEVolumePEES R FEIIPVCHIPY ~ L
& AVolume ©

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-file>

EEEAFEHER  SisT O %MIEENAstra TridentiBif 218 « URE—#A#EEE _ FZHMREENLTE (
BIZNONTAP FlexVol : Wsel, Element Volume ~ CVS Volume path) o {#{ZHEE N ERFEIE AFE « B
AIARIEEHIAstra Tridentf&imfFEY o o -f FEHG|EANIE « WISE YamlgJson PVCIEZRRIERRR o

& Astra TridentU ! BE A BLIEE EREF « IRANERE K/ N\EEPVCHIAERRE © FFReiEEAMEEZ
% ~ PVELIPVcHIClaimRefiZ1L o BIWIRAI—BIIRERES retain fEPVH o Kubernetes i IH&4E T PVcHIPVZ
%« R EEHMEIWRIUFESHEENEIWER] o INREFENEINRAIE delete ~ EEHIEES

TEP VI BRERFBR ©

fEFAEE AVolumeF —--no-manage 5% © TridentREEYHEEEARIPVCEPV ERITIEMEMIEZEE o

A Trident@ ZBREIPVAIPVCEMH —--no-manage ¥t ~ REFHIEE RS EPVRIBREMBR  tESh ~ th B ZBRE A
{EZ ~ F¥0Volume ClonefIVolume resize o MR EIEE i Kubernetes BN A CITIEESH « BREEE
IEKubernetes AMATFHAIR & AV A dndEHR ~ BIILETEIEREH
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ﬂi%ﬁﬁﬁi?PVcﬂl PV EEMEAR RMEEAMRE « UREEEETPVCHIPV o RIEECIESFRILH

Trident 19.07 e EFhRA A IZIEPVEIMTINTTHF ~ WEFE AMAPR E R SRR & o BN ERERRAstra TridentfEE
A BREEAEEEAEE MEEEEERARZRERS I MUHEMEE - MREEBAMEEREERES (
U0 ~ StorageClass A IERE) ~ EAILAPV ERIEIKIRRIEE A RIMIE retain ~ MIFRPVCHIPVY » AREHE
A VolumeEARS

ontap-nas 0 ontap—-nas-flexgroup BEA

BRI AYE{EVolume ontap-nas SEFIFZTUFlexVol FONTAP IEEREE=E _LEI1TEIINAE o (FHE
AFlexVols ontap-nas BEENIFZIAVEER TNER ° Al EFEENRREERE LHN—EDHEE ~ BA%FlexVol
ONTAP ontap-nas PVC.[E#kIFlexGroup ~ R IEEIEAZ ontap-nas-flexgroup PVCs :

@ EEHTridentEE A ZEFEEAIRW - ONTAPUNRELIR&E ZDP4EE! « BII'E & SnapMirror B Btk
& ; (ERSHEREERE A TridentZ A ~ {SAEZ L PETREIRAA ©

(D ° ontap-nas SEFIEXNELEAKREEgtree © °© ontap-nas # ontap-nas-flexgroup 5&
R A AT EENMIEE ST

B0 ~ BAZABBIMEIRE managed volume EAAMEIK L ontap _nas » AEA TGS -

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fmmmmeme=s fmmmmmmsssme=a==
e e e e e e e e e P fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e e S ) e fro— e e e
frems=m=m==s e ittt R remmmeme== +F
| pvc-bf5ad463-afbb-11€9-8d9£-5254004dfdb7 | 1.0 GiB | standard |
file | cba6f6ad-b052-423b-80d4-8fb491alda22 | online | true |

fossssssssss s e sess s oees oo sssssssss s fremmmeme== fremmmmmeee e
fe========= femessssssssssss s sese s esssss s f=m====== fememe==== 4

EBEARABIHIEE unmanaged volume (7L ontap nas backend) (TridentiAEIE) -~ :BEEA TS
P
< .
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tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-file>
--no-manage

fos=ssss=s=ssscsessssssssosossssssss==ssa=s fmmmmeme=s fmmmmmmssssema==
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e e e e ) fro— e s e
frems=m=m==s e ittt R remmmeme== +F
| pvc-df07d542-afbc-11e9-8d9£-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6ad4-b052-423b-80d4-8fb491ald4a22 | online | false |

fossssssssss s e se s s oses oo sssssss s s e fremmmmmeee e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

fEFERF --no-manage 5|# : TridentAEEFHBUMIEE « W A ZERBHIIRE RS EBRE c MRAKFHHMEIL
& - BIMIREEAEE TR -

@ EAEIELFIER B5TUnIXERR B ABIEEAEER o e UIERMIPVCE RS E InAHAE G
TEunixPermissions ~ Mi§~Astra Trident{&kItEFE ABLREE o

ontap-san EEA

Astra Tridentth SEFE AONTAP &2 B—LUNRMISAN FlexVols ° EE—2 ontap-san SBEIFZT « AFlexVol &1E
Bt FlexVol —EILUNZEII—EERS o IAILUHER tridentctl import LA EEHMIGRER :

* BHERY%ATE ontap-san & -

* sAiRlitFlexVol BEE AR © 5550EFlexVol ~ EENER B3 —ELEEABILUN ©

* RN ERBRERNPVCE R - HEIE o

* SR LUEEEIEN AR EEAK A E R o IREEFER - Trident&@ BIEPVe ~ T7EFlexVol B inEHap%
5ZLUN o BEEE A ARXZTEIEMNVolume ~ :51F4E --no-manage FEIZE o

EBEAXRZEIEMNE ontap-san VolumeRBILUN FIexVoI %*ﬁ 1un0 WHEEEEMEMENES
Bigroup ° Astra Trident& B ENERIBSIEIEE « WEEITAEEA -

SR1&Astra Trident& B A FlexVol 2244 ~ MG HBIPVCEZREILRAN: o Astra TridentttiEFlexVol 225 IhAE
a2 pve-<uuid> MIL{ERFlexVol LUNTEINAEER 1uno ©

EREANRBREEAPEGNHRIEE - (NRECEEAFERPIIVolume ~ 555 ERZVolume ~
%@ﬁﬂﬁ[ko

#5)

MEEA ontap-san-managed ERIEEMFlexVol ontap san default &l » 11T tridentctl import #n
AT —E .
TH -
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tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s e ittt R remmmeme== +F
| pvc-d6eedf54-4e40-4454-92£fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
fossssssssss s e se s s oses oo sssssss s s e e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

@ EEfAstra TridentFE A EEFEEMIRWHEEE - ONTAPHI R EREE ADPEER! « B2 SnapMirror
BRI IEE ; (SR PETRETRIA « BASHAEEE A Astra Trident ©

element EEA
& R] LUE B NetApp Element Tridenti& sz 1B IhAERVEREE/NetApp HCIFEAREE FE A Kubernetes#= £ o fEEE Astra
TridentiBiRA9%TE « URHEEENE —2BHPVIERMARS|# tridentctl import 3% ©

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

e femmm==== fosssmssmssaaaa
o e s e e s e e e e fro— e 1
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

frosssscesme s m e e oo s e a e e e e s e freo=m==== frocssesssemeea==
fre=====m==s fEmsmesessesosssssssssss e sessososs==== fe=m====s fremmmeme== WF
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
R frEmm====== fossseesmema====
fmmmmmmm==a R fmmmmm==e femememaae +

@ ElementEEENT2 X 2B EERIVolume$a 78 « tNREBFEAIVolume T ~ TridentBIVolumeFE AFE
FFEEhliE:R o REEMSENEEE « TiRHE—NHERERTE - REEAERNVolume °

gcp-cvs FEA

HEE ALINetApp Cloud Volumes Service SZEBIGCPHAFRE ~ 5515 FE A TR & BR S 2R AL Bl 2 L bR
& ~ MIFH$FE o
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HEEA gep-cvs RBim LHIVolumets gepevs YEppr BUMAIREERTE adroit-jolly-swift » sAERAT
FEn< -

tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

Fommmmmmmmsmeseseseses s s s s e o= Fommmmmmememem=
Fommmommmme Fommomemeressrsreemenessosoeseeoomomoms Fomomomme e e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmeosormrrerosmememe oo oeoememmm o Fommomome Fommmmmmemoomoos
et FosmsmsmsrorsrsrossoosososEsEeneses oo o Fommmmmos Fosmmmmmes +

| pvc-ad6ccab7-44aa-4433-94bl-e47£c8c0fab5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£f0a105c888f | online | true |
o Fom—————— Fom e
Pommmmmmm== o memes s s s s s s s Pommmmm== o= +

@ VolumeE&1EZ VolumeBE tHBRIERY—EB 7 ~ it & /218 o fIUl ~ W RELBES
10.0.0.1:/adroit-jolly-swift ~ BABRERRIEA adroit-jolly-swift ©

azure-netapp-files BEA

HEEA azure-netapp-files &ifm EAIVolumetd# azurenetappfiles 40517 HAIREERIE

importvoll * BIT FF&< ©

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

ettt ittt F—————— o
o R bt o f——— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e F——— o
- f——_— = +————— - +
| pvc-0ee95d60-fd5¢c-448d-b505-b72901b3adab | 100 GiB | anf-storage |
file | 1c01274£f-d94b-44a3-98a3-04c953c9%9a5le | online | true |

o ———_— - f————
o —— T bt o F—————— +

@ anfiA IR @R E RS T HIRER RSP © /218 o il - MRBHERES
10.0.0.2:/importvoll » BAHRERRTEA importvoll ©
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PEana = A H AANFSHiRR &

fEFAstra Trident ~ ERIUE E 2o R ERPEIULHEIRE « WG EEAR S EREdn
B o

Astra TridentVolume Reference CRAIGERE—o Z{EKubernetesin % ZEE & 2 it FIReadWriteMany  (rwx
) NFSHEERE o tbKubernetes R RAF RZEABE TEER ©

* ZEEFEUEGH - BREEM
* BIfEBCFR A Trident NFS VolumeEEEF2 T\ £
* RKFBtridentctl SRR ELfthIE/R £ KubernetesIAE

It EERBBM EKubernetesin s 28] Z IFINFS Volume3tFl ©

K ---------------- ' Primary PV Secondary PV .
' "primary" /
namespace w
"""" Trident | gma
namespace

TVol €—>» Tval

-

1
1
1
1
1
primary secondary .
:
1
1

TridentVolumeReference
o ]
- N F
Storage - .
Volume
RIEAPY

TR BAED FRREERENFS Volumet = o

o RERFEPVC A ARG
SRR 2 A B 1S T BRRPV e R E AR HER o
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o BT EMta R =R PRI CRAVIER

EETIEEIRTEMM R ERIEREEILTridentVolume Reference CRAVHER o

e £ B s 4 2R Z 7 TridentVolume Reference

Byt ap 42 ZE AR R E @ L TridentVolume Reference CRERZBBIRIEPVC ©

o EERM SR ER PRI EERPVC

Bt ERREAEE TR ILBAIPVC « LUERIRPVCHERIIRIR

SR E SRAN B Byt At ZE

R/TERZEN BalEEARRERFGLEZREEE REEESN Bt SLZREEENHREIFEA

178 - ERE/ABEESESRBPIEE -

1. *RRRTRIERE | *EIIPVC (pvcl) (namespace2) {#H shareToNamespace :3E !

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: pvcl

namespace: namespacel

annotations:

trident.netapp.io/shareToNamespace:

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Astra TridentZ 2 1IPVREZBIRNFSEHFMIRE

namespace?2

o IERIERLUESR A PRAVEE ~ kA ERFERELRES @R ZRE o fI
trident.netapp.io/shareToNamespace:
namespace?2, namespace3, namespaced °

@ © WRAILMERARERASRZER *  fli0 -

trident.netapp.io/shareToNamespace: *

o RRIAEHPVC, UM shareToNamespace BERFEERE o
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2. *REEHE EIUBFTABMKUbeconfig ~ MUIRF BRIt R EHEHER EER « UEEEtRERPE

17 TridentVolume Reference CR ©

3. "Bt mAEMBERES | ERRFRG %M B At 2= P TridentVolume Reference CR
pvcl °

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. ~HEt B TRBEEE | "B —EPVC (pvc2) (namespace2) fEMA shareFrompvC sHELUIEER
JRPVC ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() EEsPVeIA BN ERIRPVC -

KR

Astra Tridenti&EY shareFrompVC 7E BRIMK A BRI E5ER2 « Wind BRVMPVEE I A BHARE « MEZARS
I EHF B RIS RIREPVIE A ACRPVI#FEIR - BRVMBIPVCHIPVAIF IEBEL -

BRI =Volume

1SR LAMIBRES 2 (B ana ZE R FARVHAIRE o Astra Trident@& B FRE SRR 2= M L AR @ AOTF B « MidETHHE
fthit AR & RYan % VT EVE o BEFTE 2 RIERERYEN % ZRESBIRET  Astra Trident& fHIFRZMIRE o
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f#/ tridentctl get Z:HEVolume
fEA[tridentctl ABREI « EAILIHIT get VSN BHIEENS S o MNFTEFMAEN « 520E4E © ./ Trident
22/ tridentctl.html[tridentctl #p< BLIEIE] o

Usage:
tridentctl get [option]

EAR

* -h, --help : VolumeRJsiHEA o
* —-parentOfSubordinate string : BFEEREHITEREIIEVolume °
* ——subordinateOf string : BFEHREHITEVolumeI TE °

BRI

* Astra TridentfE%[5 L BRI R B AL AMER o S EAEZEENEMEERLEBESE
FBVolume&#l o

 [BEE B IRIEEE R IEPV R ZEN shareToNamespace 5 shareFromNamespace SFTES MR
TridentVolumeReference CRIGERIHFEUE « L BRIBRIEERIPVC ©

* ERBHIREE EEAMITIRR - ERMERST o
LESEZE
EERABEE % IR Volume?ZEY ¢

s AR "ERATEREzEEAREE | S EAES A TRBEEFER"
* BB LRREE "NetAppTV" o

ECi Astra Trident

Astra Tridentig{t—4HPrometheusisiZimeh « B] AR EZ1ZTAstra TridentBYRIEE ©
Astra Tridenti@ BVIEIZ AT B IS T FHIIEE ©
* BERSEEAstra TridentfI 2 2ARTEA4RAE o BRI LUSEFENRINEE « UL BB AENTERIAR BB IR E1TE
5
s BERIREAEN « LRERE LA ENEIEESHE - UKFIERANERES -
s T RRIRR BRI E S HE -
* IBHRBE o RETUE FAstra TridentEl B IR R EITIEEFTEAIRRY o

!

@ RIETER « TridentNEESEETRIEEIZEIZIE F 8001 £ /metrics KR | B TridentlF*8:%
SRIABLEES o
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CEEMNER
* Z2dtAstra TridentfIKubernetes# £

* Prometheus#I{TERE - ERILLRE "B 25{EPrometheusZfE" 3(E &t r] LUEEZE L1 TPrometheus "[R4 fE
BfER" -

T EF1 . E&ZPrometheus BH1Z

R FEZE HPrometheus B2 ~ LUNEISIZN BV A & IFAstra TridentB BN E « UKREBIIMMERHE
o 35 "ZFEAR" BREBUNE{E A PrometheusflGrafanai&fit Astra Trident?REEENFSIE o ZRSEAREREEUN{A]
1EKubernetes# & LB E M R B 1TPrometheus ~ LRI I7 ServiceMonitor3REX{SAstra TridentBI3ISHE o

S ER2 . #iPrometheus ServiceMonitor

EEFEATridentd5IE ~ BFEZ IR EIERIPrometheus ServiceMonitor trident-csi IRFEMABIE metrics
$ZIB o ServiceMonitorEi I8 TR -

apiVersion: monitoring.coreos.com/v1l
kind: ServiceMonitor
metadata:
name: trident-sm
namespace: monitoring
labels:
release: prom-operator

spec:
jobLabel: trident
selector:
matchLabels:

app: controller.csi.trident.netapp.io
namespaceSelector:
matchNames:
- trident
endpoints:
- port: metrics
interval: 15s

tEServiceMonitorE & ZHEENHEEINESE trident-csi RS ~ WFRFIEFE metrics IRFSHILREY ©
ItE ~ PrometheusIRTE B 5% & 2B f#Astra TridentBY$54Z o

bR T HiZ{itAstra TridentBUFBIFEIRZIM ~ Kibeletth AR T 5F 2451 kubelet_volume * EBITAL BRI
REIREEITHERR © KubeletPI IREA RAFRMINNEIRE « Pod RERIEMEHMAEEENE - A2 "FiEiE"

FEE3 . {FAHPromQLE TridentE=
PromQLEBAR B @RI R EREE o

LT R—LEEn] UERNPromQLE :

135


https://github.com/prometheus-operator/prometheus-operator
https://github.com/prometheus-operator/prometheus-operator
https://github.com/prometheus-operator/prometheus-operator
https://github.com/prometheus-operator/prometheus-operator
https://github.com/prometheus-operator/prometheus-operator
https://github.com/prometheus-operator/prometheus-operator
https://github.com/prometheus-operator/prometheus-operator
https://github.com/prometheus-operator/prometheus-operator
https://github.com/prometheus-operator/prometheus-operator
https://github.com/prometheus-operator/prometheus-operator
https://github.com/prometheus-operator/prometheus-operator
https://prometheus.io/download/
https://prometheus.io/download/
https://prometheus.io/download/
https://prometheus.io/download/
https://prometheus.io/download/
https://prometheus.io/download/
https://prometheus.io/download/
https://prometheus.io/download/
https://prometheus.io/download/
https://prometheus.io/download/
https://prometheus.io/download/
https://prometheus.io/download/
https://prometheus.io/download/
https://netapp.io/2020/02/20/prometheus-and-trident/
https://netapp.io/2020/02/20/prometheus-and-trident/
https://netapp.io/2020/02/20/prometheus-and-trident/
https://netapp.io/2020/02/20/prometheus-and-trident/
https://netapp.io/2020/02/20/prometheus-and-trident/
https://netapp.io/2020/02/20/prometheus-and-trident/
https://netapp.io/2020/02/20/prometheus-and-trident/
https://kubernetes.io/docs/concepts/cluster-administration/monitoring/
https://kubernetes.io/docs/concepts/cluster-administration/monitoring/
https://kubernetes.io/docs/concepts/cluster-administration/monitoring/
https://kubernetes.io/docs/concepts/cluster-administration/monitoring/
https://kubernetes.io/docs/concepts/cluster-administration/monitoring/
https://kubernetes.io/docs/concepts/cluster-administration/monitoring/
https://kubernetes.io/docs/concepts/cluster-administration/monitoring/
https://kubernetes.io/docs/concepts/cluster-administration/monitoring/
https://kubernetes.io/docs/concepts/cluster-administration/monitoring/

EXiS TridentE@ 2N E
* ZRBEAstra TridentlJHTTP 2XX[ClfEB %3 EE*

(sum (trident rest ops seconds total count{status code=~"2.."} OR on()
vector (0)) / sum (trident rest ops seconds total count)) * 100

* FEIBREEEE* 3K B Astra TridentfIk ECIFEB S LE

(sum (trident rest ops seconds total count) by (status code) / scalar
(sum (trident rest ops seconds total count))) * 100

* HAstra TridentH{THY & ERFERE

sum by (operation)
(trident operation duration milliseconds sum{success="true"}) / sum by
(operation)

(trident operation duration milliseconds_ count{success="true"})

Ev{8Astra TridentEEE

* F5Volume K/
trident volume allocated bytes/trident volume count
* BERIKEEVolumeZERI485H

sum (trident volume allocated bytes) by (backend uuid)

EY{21E 5 Volume £
() AR EbeletE R « 4 EEAILINAE o

* Z{EVolumeNE BZER B2 LE*

kubelet volume stats used bytes / kubelet volume stats capacity bytes *
100
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A B ZAstra Trident AutoSupport 3&;:8I#:1iT
{XT8:& « Astra Trident® & B {#3%PrometheusiSiZFE A& in B 44 NetApp ©

B E{F1EAstra Tridenti§Prometheusis IRME KB IH B HiX4ENetApp ~ 553838 --silence
-autosupport Astra TridentZ ZEBAE RYFEIE o

* Astra Tridentth Al 3B B E X R 2ssc Bk ENetApp SupportBEZEARTS tridentctl send autosupport © &5
EffE Astra Trident?k L {E50E% o TEKIRRECERZ A ~ EFEZIZE= NetApp
Ahttps://www.netapp.com/company/legal/privacy-policy/["BERAREEL R "A]

* [RIESAREA « Astra Trident&@ LB 224/ HEENED#% o

s EALAERRIE Esc it R B P B 2EE --since HERZ o W0 | tridentctl send autosupport
--since=1h o LB EEBUEMEIX trident-autosupport Z&EiAstra Tridentz=ZH A2 © EBILL
¢ E1EContainerf#{& "Trident AutoSupport FJ" o

* Trident AutoSupport F AW ESEEIEAMBIEN (PIl) SEAER o BB "EULA" RERR Trident 83
BREGZASRY o IEETLURABRAZ NetApp HEH 2 BS(ERAKGE "HiEE" o

Astra Tridentf@XRIAE HEHIINT -

items:
- backendUUID: ff3852el-18a5-4df4-b2d3-£59f829627ed
protocol: file
config:
version: 1
storageDriverName: ontap-nas
debug: false
debugTraceFlags:
disableDelete: false
serialNumbers:
- nwkvzfanek SN
limitVolumeSize: "'
state: online

online: true

* BB EZEZENetAppHY TRR ] 2L o AutoSupport AutoSupportil RIE(ERTAE B iR REHF A 22
&~ AILUER --image-registry if B'_1‘

s AT EE R YamItEZE AR EProxy URL o A LUFARTEMEEIEE tridentctl install
--generate-custom-yaml MEBILYamitERLFiE —-proxy-url BI5|# trident-autosupport H
AJContainer trident-deployment.yaml ©

{SHAstra TridentE&

EEEREDEREIE « BEZELBEFIYAM (A --generate-custom-yaml 1Z58) WINUAREEIAEIR
--metrics EEAMFFERZ trident-main’ 32§ ©

137


https://hub.docker.com/r/netapp/trident-autosupport
https://hub.docker.com/r/netapp/trident-autosupport
https://hub.docker.com/r/netapp/trident-autosupport
https://www.netapp.com/us/media/enduser-license-agreement-worldwide.pdf
https://www.netapp.com/pdf.html?item=/media/14114-enduserlicenseagreementworldwidepdf.pdf
https://www.netapp.com/pdf.html?item=/media/14114-enduserlicenseagreementworldwidepdf.pdf
https://www.netapp.com/pdf.html?item=/media/14114-enduserlicenseagreementworldwidepdf.pdf
https://www.netapp.com/pdf.html?item=/media/14114-enduserlicenseagreementworldwidepdf.pdf
https://www.netapp.com/pdf.html?item=/media/14114-enduserlicenseagreementworldwidepdf.pdf
https://www.netapp.com/pdf.html?item=/media/14114-enduserlicenseagreementworldwidepdf.pdf
https://www.netapp.com/pdf.html?item=/media/14114-enduserlicenseagreementworldwidepdf.pdf
https://www.netapp.com/pdf.html?item=/media/14114-enduserlicenseagreementworldwidepdf.pdf
https://www.netapp.com/pdf.html?item=/media/14114-enduserlicenseagreementworldwidepdf.pdf

RRIEE

Copyright © 2025 NetApp, Inc. FRTEFRE o GEEIR ° IHEREFMB ARASERET » MERARERE T
Eg&ﬁ%ﬁﬁu&ﬁﬂ?ﬁﬁ&ﬁﬁ % (B ~ EFTEm) B8 aiEFH - 8% - REREEEEFRERSR

9 NetApp hRIEERHTHRZ SRS RET FIIIREN REEHHH !

LEEREELA NETAPP TRER) 21 » AREAAREETRAVER » SEEFRNAERESEERREENEREZ
R > LB - RMEAIBERT > EREENRSENEMER EEEZEZIE « BN - MBI « 155k « &
SEFHTEMIRE (BEEFRRENBEMmIBRTE 25K ; £/ - BRSFIE LRRX | NEEEEDE) - &
it £ AL BE R LUE RS TUFREE A ~ BEESRIETS (BB EM) F75HE > NetApp AR
88 IMEERSNAERNIEZEFEZAREMSETRA o

NetApp 7 & FER £ B APt 2 (R R E BRI > -OARS1TEA o NetApp FEERERERAX PRtz EmimE
EREEET » FRIFEFIELEE NetApp EEHFEE - EANBEILLERT A EEREEMEFE « HIEESER
Hth NetApp & =M ERERIIET FERIRME

AFEMAFz EmZE—IE (8) ULRNEEFF - BSNEFISEREFREFFRE

BIRHERIEREE © BUTHRAIRIER « BRI AREEES DFARS 252.227-7013 (2014 £ 2 A) #1 FAR 52.227-
19 (2007 &£ 12 B) mfy TEMTERER) - JEmEIBERL & (b)(3) /N&RFFk Z PR ©

IEEFrE BN EEERN / WEERY (W FAR 2.101 FAER) HERISA NetApp, Inc. FiF © iRIBEA GRS
HBIFRE NetApp FMTERMERSREEBREENE » TEXZHMALERE - ZEBREFHRZERAS
JEERE ~ JFEGE « JFEIRE « 21K - BRARAMIENERER » ERNERBFASHIEERAISAFRAR
2 #E > WEREBITZENZENATER © IRIEAXSBERE » BRIEKRL NetApp Inc. EFIEEFTH » ~F
E1TER ~ 185 ~ ER B~ BITRETZER - ERIBNTE FREIFE 25T ol #F > ZE A DFARS R
252.227-7015(b) (2014 & 2 B) FritER] o

AR E

NETAPP ~ NETAPP 125§ http://www.netapp.com/TM Fr5l| Z {25192 NetApp, Inc. BIFEIE o SXHFRH R RFR
BHMARANERLE  MAHSEMEENERE > REEIE -

138


http://www.netapp.com/TM

	使用Astra Trident : Astra Trident
	目錄
	使用Astra Trident
	準備工作節點
	選擇適當的工具
	節點服務探索
	NFS磁碟區
	iSCSI磁碟區

	設定後端
	Azure NetApp Files
	設定Cloud Volumes Service 適用於Google Cloud後端的功能
	設定NetApp HCI 一個不只是功能的SolidFire 後端
	使用ONTAP SAN驅動程式設定後端
	設定ONTAP 一個靜態NAS後端
	Amazon FSX for NetApp ONTAP 產品

	使用kubecl建立後端
	TridentBackendConfig
	步驟總覽
	步驟1：建立Kubernetes機密
	步驟2：建立 TridentBackendConfig CR
	步驟3：確認的狀態 TridentBackendConfig CR
	（選用）步驟4：取得更多詳細資料

	以KECBECVL執行後端管理
	刪除後端
	檢視現有的後端
	更新後端

	使用tridentctl執行後端管理
	建立後端
	刪除後端
	檢視現有的後端
	更新後端
	識別使用後端的儲存類別

	在後端管理選項之間切換
	管理 tridentctl 後端使用 TridentBackendConfig
	管理 TridentBackendConfig 後端使用 tridentctl

	管理儲存類別
	設計儲存類別
	建立儲存類別
	刪除儲存類別
	檢視現有的儲存類別
	設定預設儲存類別
	識別儲存類別的後端

	執行Volume作業
	使用「csi拓撲」
	使用快照
	展開Volume
	匯入磁碟區

	跨命名空間共用NFS磁碟區
	功能
	快速入門
	設定來源和目的地命名空間
	刪除共享Volume
	使用 tridentctl get 查詢從屬Volume
	限制
	以取得更多資訊

	監控Astra Trident
	步驟1：定義Prometheus目標
	步驟2：建立Prometheus ServiceMonitor
	步驟3：使用PromQL查詢Trident度量
	深入瞭解Astra Trident AutoSupport 遙測技術
	停用Astra Trident度量



