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./tridentctl -n trident version
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kubectl delete -f 22.01/trident-installer/deploy/bundle.yaml -n trident

3. NREERABFIVIALRE TridentOrchestrator B ~ BB LA4REE TridentOrchestrator ¥ELUE

o0

AL BY o B A IR BRI IS A TridentlcsiBAEEER « FUBaSE TR sUIS BRI RIS T
HREEE o

4. FHRBRANEIRENERESLAE S YamItEZEMAstra TridenthR4<3R 28t Astra Trident o FJ30 « NRIEE
AKubernetes 1.26%28EAstra Trident 23.01 ~ 3T 98 % -
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Installed?®

kubectl describe tprov trident -n trident | grep Message: -A 3
Message: Trident installed

Status: Installed

Version: v20.10.1

(D) BMEET vpdating » ESLRBALRIE  BEAUET  NRAHREENFE - 15
SR RIS o

2. #1[ TridentOrchestrator :a{EATridentZ 2R BEMIAE BB RKAEITCRD ©


https://github.com/NetApp/trident/tree/stable/v23.01/deploy/bundle_pre_1_25.yaml
https://github.com/NetApp/trident/tree/stable/v23.01/deploy/bundle_post_1_25.yaml
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-operator.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-operator.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-operator.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-operator.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-operator.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-operator.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-operator.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-operator.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-operator.html

# Download the release required [23.01.1]

mkdir 23.01.1

cd 23.01.1

wget
https://github.com/NetApp/trident/releases/download/v23.01.1/trident-
installer-23.01.1.tar.gz

tar -xf trident-installer-23.01.1.tar.gz

cd trident-installer

kubectl create -f

deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml
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#Ensure you are in the right directory
pwd
/root/20.10.1/trident-installer

#Delete the namespace-scoped operator

kubectl delete -f deploy/<BUNDLE.YAML> -n trident

serviceaccount "trident-operator" deleted
clusterrole.rbac.authorization.k8s.io "trident-operator" deleted
clusterrolebinding.rbac.authorization.k8s.io "trident-operator" deleted
deployment.apps "trident-operator" deleted

podsecuritypolicy.policy "tridentoperatorpods" deleted

#Confirm the Trident operator was removed
kubectl get all -n trident

NAME READY STATUS RESTARTS AGE
pod/trident-csi-68d979fb85-dsrmn 6/6 Running 12 99d
pod/trident-csi-8jfhf 2/2 Running 6 105d
pod/trident-csi-jtnjz 2/2 Running 6 105d
pod/trident-csi-lcxvh 2/2 Running 8 105d
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT (S)
AGE

service/trident-csi ClusterIP 10.108.174.125 <none>
34571/TCP, 9220/TCP 105d

NAME DESIRED CURRENT READY UP-TO-DATE
AVAILABLE NODE SELECTOR AGE
daemonset.apps/trident-csi 3 3 3 3 3
kubernetes.io/arch=amdé64, kubernetes.io/os=1linux 105d

NAME READY UP-TO-DATE AVATLABLE AGE
deployment.apps/trident-csi 1/1 1 1 105d

NAME DESTIRED CURRENT READY AGE
replicaset.apps/trident-csi-68d979fb85 1 1 1

105d

EEEPSER trident-operator-XXXXXXXXXX—XXXXX PodE Bk °
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kubectl patch tprov <trident-provisioner-name> -n <trident-namespace>
-—-type=merge -p '{"spec":{"debug":true}}'
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#Ensure you are in the correct directory
pwd
/root/23.01.1/trident-installer

#Install the cluster-scoped operator in the **same namespace**
kubectl create -f deploy/<BUNDLE.YAML>
serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created
podsecuritypolicy.policy/tridentoperatorpods created

#A11l tridentProvisioners will be removed, including the CRD itself
kubectl get tprov -n trident

Error from server (NotFound): Unable to list "trident.netapp.io/vl,
Resource=tridentprovisioners": the server could not find the requested
resource (get tridentprovisioners.trident.netapp.io)

#tridentProvisioners are replaced by tridentOrchestrator
kubectl get torc

NAME AGE

trident 13s

#Examine Trident pods in the namespace
kubectl get pods -n trident

NAME READY STATUS RESTARTS
AGE

trident-controller-79df798bdc-m79dc 6/6 Running 0

Ilm4dls

trident-node-linux-xrst8 2/2 Running 0

Im4dls

trident-operator-5574dbbc68-nthjv 1/1 Running 0

1Im52s

#Confirm Trident has been updated to the desired version
kubectl describe torc trident | grep Message -A 3

Message: Trident installed
Namespace: trident

Status: Installed
Version: v23.01.1

@ o trident-controller #MPod%&fE/xIET 23.01H5| ARYERZIER] ©
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excludePodSecurityPolicy=true & helm upgrade Y~ REAREAREE ©
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2. ff helm upgrade B9 fUE trident-operator-23.01.1.tgz REEEHRAVRRE

helm upgrade <name> trident-operator-23.01.1.tgz

MREENIR L EIRREEAIFRRIER (FIYIFEE TridentMcsiBREHITAE ~ RETE R
) AR --set BTHRFEARMDLHEIELERER SAIELETERSTERE

FIan ~ BEAITERRE tridentDebug * MITFIIGS ¢

®

helm upgrade <name> trident-operator-23.0l1l.l-custom.tgz --set
tridentDebug=true

3. HIT helm list UREREIRFMERERREHIEFALK o BT tridentctl logs LUEBMEMRETENE ©
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WIFE BB TR
AL TR E BHTHRAI TridentiEH F tridentetl R

1. FEHEHBIAstra TridenthR s o

# Download the release required [23.01.1]

mkdir 23.01.1

cd 23.01.1

wget
https://github.com/NetApp/trident/releases/download/v22.01.1/trident-
installer-23.01.1.tar.gz

tar -xf trident-installer-23.01.1.tar.gz

cd trident-installer



2. ¥1[ tridentorchestrator B EEFHICRD o

kubectl create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml

3. HEEEE -

#Install the cluster-scoped operator in the **same namespace**
kubectl create -f deploy/<BUNDLE.YAML>
serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created
podsecuritypolicy.policy/tridentoperatorpods created

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS AGE
trident-controller-79df798bdc-m79dc 6/6 Running 0 150d
trident-node-linux-xrst8 2/2 Running 0 150d
trident-operator-5574dbbc68-nthijv 1/1 Running 0 1m30s

4. 337 TridentOrchestrator AR ZE Astra TridentfICR o



#Create a tridentOrchestrator to initiate a Trident install
cat deploy/crds/tridentorchestrator cr.yaml
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident

kubectl create -f deploy/crds/tridentorchestrator cr.yaml

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS AGE
trident-csi-79d£f798bdc-m79dc 6/6 Running 0 Im
trident-csi-xrst8 2/2 Running 0 1m
trident-operator-5574dbbc68-nthijv 1/1 Running 0 5mdls

#Confirm Trident was upgraded to the desired version
kubectl describe torc trident | grep Message -A 3

Message: Trident installed
Namespace: trident

Status: Installed
Version: v23.01.1

mR
RAENRRMPVCSE BERMHEMR -

{E A tridentctEEITH 4R

IR E] LUE SR FHAR IR B HYAstra TridentZ4E tridentctl ©

HARBIRNE 2
AR E R HRAstra Tridentds « ;5Z B T55E18 :
* #Trident 20.0158%8 ~ RAERG R "VolumelREE" 218 o Kubernetes R4 & 12 5 FERE B AlphalRER Y4
Z2EGEBEE AR « LURZERRAIphalREE o

* VolumetRERAY 5! FE bttt tH — 4B 4B IECRAICRDANIRIRIZHILS ‘S MBS B3 ER R TE L8 Astra TridentZ Al
HRIE o "EEAEE" stimiFAlpha VolumeRIBR E E S RIS N BIAERAS BR ©

* PRERZEEFEFZEEAstra Tridentr] A FH4R o B CERFRZE Tridentts ~ A MIBREAstra TridentZBZEFffE
BRFEHEETS (PVe) MIFEHEE (PV) o EAstra TridentBi4R0F - EECERIPVILRI4EEEA -
MAstra Trident @R AR E BB A EERNE LR - AHEBEHMIEE o
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https://netapp.io/2020/01/30/alpha-to-beta-snapshots/
https://netapp.io/2020/01/30/alpha-to-beta-snapshots/
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(D #Rastra Tridenths ~ S/ PEIFHRIZIT © RERBEIREMITIA ©

FHRBRRED 5

EEFABEMTridenthikds (FINBESEVolume Snapshots) iR L EINEEE

tridentctl upgrade B ©

B U ERFAHRIEERE

MRBERMBIRE - CREZREIENFS/ISCSHREFA KA Tesiy $HE « BUEFEAAstra TridentBySeEEHINAE

£ o TridentiR VPV BB IHACE

RERHIREFA RS Tcsiy FBE « FEE FIFIA

* EAISEARBEABRFAAHIRE o SoATR U VIR ERFEE R (HFE « WIEEEF -
* EFHRES « PVAI{ERBIBAARREN —S D HE - NEZRIFAEZE RS -

© R EA R PV INERBILNPod  IEAREEE Z AT ~ RAEZSTRARPOd ©
* WHRBEFHRME ZIPVCIBEREE o TEFHARZ AL ~ FELTBIRFEARE

Volume7 4k &
LUF s 28 TVolume F 4R ©

1. 1T kubectl get pv LAFIHPV ©

kubectl get pv
NAME

STATUS CLAIM
default-pvc-1-a8475

Bound default/pvc-1
default-pvc-2-a8486
Bound default/pvc-2
default-pvc-3-a849e
Bound default/pvc-3
default-pvc-4-a84de
Bound default/pvc-4
trident

Bound trident/trident

BR1E HEPVE/HTrident 20.07# P21 netapp.io/trident EFRER !

ACCESS MODES

CAPACITY
STORAGECLASS

1073741824 RWO
standard

1073741824 RWO
standard

1073741824 RWO
standard

1073741824 RWO
standard

2Gi RWO

2. H11T kubectl describe pv MUEVUSPVAIEFAERS o

PVCSHIM4RERE o

RECLAIM POLICY
AGE
Delete
1%h
Delete
1%h
Delete
19%h
Delete
1%h
Retain
1%h
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kubectl describe pv default-pvc-2-a8486

Name: default-pvc-2-a8486
Labels: <none>
Annotations: pv.kubernetes.io/provisioned-by: netapp.io/trident
volume.beta.kubernetes.io/storage-class: standard
Finalizers: [kubernetes.io/pv-protection]
StorageClass: standard
Status: Bound
Claim: default/pvec-2
Reclaim Policy: Delete
Access Modes: RWO
VolumeMode: Filesystem
Capacity: 1073741824
Node Affinity: <none>
Message:
sSource:
Type: NFS (an NFS mount that lasts the lifetime of a pod)
Server: 10.XX.XX.XX
Path: /trid 1907 alpha default pvc 2 a8486
ReadOnly: false

PVEEREIM netapp.io/trident BIRECEIZIL  FHEANFS o &7 X$&Astra Tridenti2(HEIFFE
INRE ~ WEPVIEFA AR Tcsil $HEY o

- #19T tridentctl upgrade volume <name-of-trident-volume> fFEAstra Trident VolumeFt4k
EcsiFRMEIERS ©



./tridentctl get volumes -n trident

| default-pvc-2-a8486 | 1.0 GiB | standard
b052-423b-80d4-8fb491alda?22 | online |
| default-pvc-3-a849e | 1.0 GiB |
b052-423b-80d4-8fb491aldaz2 |
| default-pvc-1-a8475 | 1.0 GiB |
b052-423b-80d4-8fb491aldaz22 |
| default-pvc-4-a84de | 1.0 GiB |

b052-423b-80d4-8fb491aldaz22 |

true
standard
online | true
standard
online | true
standard

online | true

| default-pvc-2-a8486 | 1.0 GiB | standard

b052-423b-80d4-8fb491alda?22 | online | true

4. $1T kubectl describe pv MEEEEVolume2 &4 lcsi Volume]

| PROTOCOL |

_+ __________

| PROTOCOL |

| file |

(SCSI Volume)

cba6bfoad-

cbaocfoad-

cbaofoad-

cba6bfoad-

cbaobfoad-
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kubectl describe pv default-pvc-2-a8486

Name: default-pvc-2-a8486
Labels: <none>
Annotations: pv.kubernetes.io/provisioned-by: csi.trident.netapp.io
volume.beta.kubernetes.io/storage-class: standard
Finalizers: [kubernetes.io/pv-protection]
StorageClass: standard
Status: Bound
Claim: default/pvc-2
Reclaim Policy: Delete
Access Modes: RWO
VolumeMode: Filesystem
Capacity: 1073741824
Node Affinity: <none>
Message:
Source:
Type: CSI (a Container Storage Interface (CSI) volume
source)
Driver: csi.trident.netapp.io
VolumeHandle: default-pvc-2-a8486
ReadOnly: false
VolumeAttributes: backendUUID=c5a6f6a4-b052-423b-80d4~-
8fb491alda22

internalName=trid 1907 alpha default pvc 2 a8486

Events:

name=default-pvc-2-a8486
protocol=file
<none>

YNIEE—2R ~ ERLAERF FHAstra TridentZ2 IZRINFS/ISCSIEERM IR & « B EME R AEM « AR~ Tcsiy 4
Al o
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