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kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1le4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{ .metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

FER | B A RARIEN RS

Astra Tridentf#Z & in I RIRA At &I « EEFEMMACEMIEE - SERIHEBCIFEHIZEAIhEE
supportedTopologies AFRMNEBERIEZ BIHFMEEFEN&EIR o ¥HMER L & iRAYStorageClass ~ RBETE
R EME/ & PHIENRRERERE « A g&IVolume ©

TR RImEZREG



YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON
{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",
"svm": "iscsi svm",
"username": "admin",
"password": "password",
"supportedTopologies™: [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}
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version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
region: Iowa-DC
zone: Iowa-DC-A
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
region: Iowa-DC
zone: Iowa-DC-B
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:
fsType: "ext4d"
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

lbpodSpec& 15 RKubernetesTEHAYEIEY EHEFZpod us-eastl &I « MW FAVEAIEIBEFEITEE us-
eastl-a B{ us-eastl-b @iF o
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem
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cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: csi-snapclass
driver: csi.trident.netapp.io

deletionPolicy: Delete

o driver }5AAstra TridentBYSCSIEEENFET( © deletionPolicy BJLA Delete B Retain © SRE AR
Retain ~ fEFHEE LHERERBIRE « BMETE volumeSnapshot ¥ EMIER ©

WNEHANE N ~ 552 R0E4L | ./ Trident2 %/ objects.html#Kubernetes-volumesnapshotclass-
objects[VolumeSnapshotClass]®
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cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

TELEEERIR ~ RIBEH B RA/NPVCEIL pvcl REBAMERSA pvcl-snap ©

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

EEEN—E volumeSnapshot ¥4 : Volume SnapshotfELUFAPVC ~ it Ed4H BEE
VolumeSnapshotContent XREMIREBEIYIMH o
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kubectl describe volumesnapshots pvcl-snap
Name : pvcl-snap
Namespace: default

Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-525400f3f660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:297
Ready To Use: true
Restore Size: 3Gi

° Snapshot Content Name sthlFHILIREREIVolume SnapshotContent¥)f © °© Ready To Use BEFK
T SnapshotA] AR ILFTHIPVC ©
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io
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dataSource BEMABEERASABIVolume SnapshotiEIIPVc pvcl-snap MABERIKIR  EZi5RAstra
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. EFRER R PRI SnapshotiZ 23  4R¥EE T 73R YamIiBELUE SR 2R o

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml
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@ ZHEiSCSI VolumelEFE ontap-san » ontap-san-economy > solidfire-san MiZe
EKubernetes 1.16 R EFARZA o

#EFEISCSI PVEIIE AL ER ©

* #R¥EStorageClassTEHRLURE allowVolumeExpansion HfiIZE true ©

* HREBPVCER I EH spec. resources.requests.storage MURMHFTRIFRE A/ » IR/ NABRIRRIE
KN o

* WERPVHIIIZEPod « 7 BEAEHE A/ - SAEISCSI PVRIX/NEMTEIEDR -
° YNIRPVHIANZEPod  Astra Trident @ EF R IGIETHARE - EMFHEE - L BEMABERZRAANK
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HEF1 | 3R EStorageClass Az & VolumelE Tt

cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

N BEERStorageClass ~ FEARIBILELANA allowvolumeExpansion 88 o

HEF2 | (ERITIEIIAIStorageClassE I — Bk A E R HE 7R
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cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-—-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident&@ B I F&WRE (PV) ~ MaSHEIFHEHMIREES (PVc) ZIZRIH: -

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

T3 | EE—EEZEPVcHPod

TELEEERFIP ~ FEIFERMPod san-pvc ©



kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

$ER4 . REPV

HERERIGERILE2GIHPVAN » BAREPVCERILEH spec. resources. requests.storage £2Gi °
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kubectl edit pvc san-pvc
# Please edit the object below. Lines beginning with a '#' will be

ignored,

# and an empty file will abort the edit. If an error occurs while saving

this file will be

# reopened with the relevant failures.
#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io

creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82f2885db671
spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

SER5 | ERsRIER
B LIS EPVe ~ PVAlAstra Trident VolumeBY A/ ~ LUIEFEESBIE TR IEE ¢
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

ERINFS Volume

Astra Tridentsz 872 _EECENFS PVEYVolumelEFE ontap-nas ¥ ontap-nas-economy  ontap-nas-
flexgroup  gcp-cvs #M “azure-netapp-files &if :

HEF1 . sREStorageClass Az 1EVolumelE7E

AERHENFS PVRIA/N ~ BB AKRREMEFER  UATEBRERETHIEE

allowVolumeExpansion I ZE true :

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

MREEEILAZICEIENGFFSER « IR EFRREIRANEFERNBIA kubectl edit storageclass
R IR EIETT ©
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HER2 . {FRTEIIAIStorageClass 7 —EX A E R EFHRE

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Astra TridentPEZAILEPVCIEII20MIB NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 20Mi

RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

HEE3 . RFIPV

EERFIEII20MIB PVEAEE1GIB ~ sB4REEZPVCI R E4H S spec. resources.requests.storage
F1GB :



kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

TER4 | ERRIER
B LIS EPVe ~ PVAlAstra Trident VolumeBYA/) ~ LUEFEESSEAEE A/ -
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom—m————— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fomm—————— fom -
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

BE A BhiR &

o] LAE RS IR A B ER & BB A A& Kubernetes PV tridentctl import ©

1 VolumelE A FIEEEHFZTX
TRREAZIEE AHGEERVERBNTZT « ARSI & PR S [ #ERIRR K ©

LEEIF SR hRZs
ontap-nas 19.04
ontap-nas-flexgroup 19.04
solidfire-san 19.04
azure-netapp-files 19.04
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BeEnizl hRZs
gcp-cvs 19.04

ontap-san 19.04

A EERE ABIRE ?
#EVolumeFE A TridentfI{EFZEHE S5 ©

* RERECERRER - TEMERRENENE
* BERENERARGEMRRAER

© EREHMPERIKubernetesER &

* EXHMEHIRBEERAEAEN

EEANRIEE ?

VolumeEBEARRFEERFHEMIEEE S (PVe) 1EERKEIPVc B/~ PVCIEREEZHTE ~ v XM ~ FHX
12 KestorageClassNamel#{i ~ S0 FHIFfT ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

o tridentctl BPIEANEAIRENEHFHEIER o TridentZ1HEHEVolumePEB R IIPVCHIPY ~ YL
& A Volume °

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-file>

EERAMGEHRE « BT O3 ZMEEMNAstra TridentB i858 « LURM—HRIHEE FZMEENLTE (
BIENIONTAP FlexVol : Wsel, Element Volume ~ CVS Volume path) c {#ZHEE X BARZFEIEAZR « B
AIEEERAstra TridentfBimTEEL © o -f FEHRS|EAMIE - WISE YamlziJson PVCIEZRRERE o

& Astra TridentU 2| FE ABEIEE BKEF « IRANMIRE K/NVEEPVCHREKRRE © HERIENEAMEEZ
& ~ PVELUIPVCcHIClaimRefi21L o BIRRRI—FIIRERE S retain 7EPVA © Kubernetesp{IHE 4S5 7 PVCHIPVZ
% ~ A EEHOIWRR U S EHEFERNEWRR o NREFENMNEIWERA delete ~ HEHEES

TEP VI BREFMB o

fEFBEE A VolumeBf --no-manage 5|8 : Tridemt A EEYHESBEENPVcEPV_ E#HITEREMIEZE o
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ATridentZ ZBRAIPVAIPVCEMY --no-manage Y5 - AEFHIRE RN ZEPVRIBREFMIBR o 5 ~ 2 ZERE
EZ ~ BJ%0Volume CloneF1Volume resize ° MR EBE R Kubernetes AN AR ETIEESH « BEEE
BKubernetes ASMATFHEIRE & AV A s B ER ~ BIILEIEIEREH

ﬂi%ﬁ%ﬁi%PVc%ﬂPv - EEMERR « RNEEAMKRE « UWREEEETPVCHIPV © REMECASFEIRILH

Trident 19.07 B E#ThR A ] BRIBPVRIMI NN TTAE ~ M7 0B A BERE & R SR & o B EAERRAstra TridentRYEE
A~ BRRERZEEAEE MAREEEALRSEE ST I U EETE - MREEAMEERZAESR (

HVolumeFEA RS ©

ontap-nas #l ontap-nas-flexgroup [EA

EAEIIMEEVolume ontap-nas EREFER FlexVol SONTAP IETERERE _FHITHTHAE - FHE
AFlexVols ontap-nas EREIEXNAVEMEA TR o Al EEFEEREEEE L—EIHEE - EAZFlexVol
ONTAP ontap-nas PVC.[E#MFlexGroup ~ HRJAAFLEEFEAZ ontap-nas-flexgroup PVCs :

(D EE/RTridentE AFEELEEAIRW « ONTAPYI R LR E EDPEEE! « BB ZSnapMirror B B HERE
& ; TERHREEEE A TridentZ A ~ fGEZ LR ETRETRAA ©

@ ° ontap-nas RN EEEAKREEgtree © °© ontap-nas # ontap-nas-flexgroup 5&
IR R AT ERIMIEE ST

BN ~ EBEARABIHIREE managed volume ERAHEIG L ontap nas ’» EBEEA TGRS :

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e T fomm————— - Fmm e
fomm - e e fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e fomm - fom e
fomm o fomm e +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o e e
fomm o fomm - fomm - +

EA AR E unmanaged volume (£ ontap nas backend) (Tridentf/ZEIE) - AERA T
=2
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tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-file>
--no-manage

fos=ssss=s=ssscsessssssssosossssssss==ssa=s fmmmmeme=s fmmmmmmssssema==
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e e e e ) fro— e s e
frems=m=m==s e ittt R remmmeme== +F
| pvc-df07d542-afbc-11e9-8d9£-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6ad4-b052-423b-80d4-8fb491ald4a22 | online | false |

fossssssssss s e se s s oses oo sssssss s s e fremmmmmeee e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

fEMBF --no-manage 5|8 : TridentA @ EM e RMIRE « WA GRRBURER S EHE - NRKRFENHEH
& - AR EEAFEGRM

@ BB IESLHIfER BsTUNIXER BABIRERNIER o AT UERMPVCER D& iniERETTE
TEunixPermissions ~ Mi§~Astra Trident{&kItEFE ABLREE o

ontap-san [EA

Astra Tridentth SEFE AONTAP &5 BE—LUNRISAN FlexVols © EE—2 ontap-san SBFIER, + AFlexVol E1E
Biet i FlexVol —EILUNEZEI —EERE o &AIMER tridentctl import MM AREEMIERAER :

* SEM%TE ontap-san &l ¢

* BIRHFlexVol EEEAMTE o sAsC{EFlexVol ~ EEMIER B S —ENBEARILUN o

* RIENBRIERNPVCE RIS - £ HEIZ o

* SR LUEEFEIE AR EEAKA E R o IREETER - Trident&@ EIEPVe ~ T7EFlexVol B inEHapt
ZLUN - ZEEEAAXZEENVolume ~ 35EE --no-manage HEIZ o

EEAXRZEIEMET ontap-san VolumeRBILUN FlexVol %8 1uno WWHEE BB EREIES
BJigroup © Astra Trident® BENRIEEIBIEE  UEETEEEA

SR18Astra TridentZ EE A FlexVol :2Z 44 ~ WG HBIPVCESHE RIS © Astra TridenttiiFlexVol %% Ih5EE
Henfa pve-<uuid> HI{ERK&FlexVol LUNTEINAEE R 1uno ©

BEREARARAERAPEENERE - MRICEEAFERFRHVolume ~ 557t 554 Volume
ABBIITEA -

gl

M EEA ontap-san-managed ERIEERFlexVol ontap san default &f ~ #I1T tridentctl import @p
AT .
SHR
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tridentctl import volume ontapsan san default ontap-san-managed -f pvc-

basic-import.yaml -n trident -d

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o e fom -
frems=m=m==s e ittt R remmmeme== +F
| pvc-d6eedf54-4e40-4454-92£fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
fossssssssss s e se s s oses oo sssssss s s e e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

@ EEfAstra TridentFE A EEFEEMIRWHEEE - ONTAPHI R EREE ADPEER! « B2 SnapMirror
BRI IEE ; (SR PETRETRIA « BASHAEEE A Astra Trident ©

element FEA

&AL EFANetApp Element Tridenti X B IHSERVERRE/NetApp HCIFEHR(E BE AKubernetesz= £ o fREE Astra
TridentBimAV% 8 ~ LU EIRE &M —2BFIIPVCIERMAMS|# tridentct]l import 88% ©

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

i e ks femmm==== R e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e it fom e
fremmmm=a==s rememsesessses e s e e s s e o s e frememem==s I
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |

fossssses s s ss s o s oo s sss s s fremsm==== fossmesssemeea==
fem======== R ittt fmm====== fememe==== 4

@ ElementSEENT2 XTI EEHIVolume T8 o (IR B FERIVolume i ~ TridentBYVolumeE A TR
FFEEoliER - REEMESENEEE « TiRHE—NEEE RS - REEAERNVolume °

gcp-cvs FEA

HZ & ALINetApp Cloud Volumes Service S23EFIGCPHAIRE 5515 FRMARR & BR 1S 2R 6 B! s A TR
& ~ MIFH$HE o
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S DHt

EEA gcp-cvs B ERVolumetd% gepevs YEppr BUBEIRERRTE adroit-jolly-swift » sAERA T
A .
< -

tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

it e e et rommmmom= Fommcmmccmeoeo=s
Fommmmmmm== e mes e s s s s s s ee s Fommmmm== o= +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmmmsmeseseseses s s s s e o= Fommmmmmememem=
Fommmmmomme Fommememeressrereemenessosoeseesomomoms Fomommmme Fommmmomos +

| pvc-ad6ccab7-44aa-4433-94bl-e47£c8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
Fommmmmmomomoososorreroemememenemeoememmm o Fommomome Fommmmmmemoomoos
Fommmmmmms FosmsmsmsrorsrsrossoosososEsEeneses oo o Fommmmmms Fosmmmmmes +

@ VolumeR& 1€ ZVolumeE H BRIEAI—ER 53 ~ fiift - /218 o Fldl ~ WNRELEES
10.0.0.1:/adroit-jolly-swift ~ BARRERRIEA adroit-jolly-swift ©

azure-netapp-files FEA

HEEA azure-netapp-files Bif_ERIVolumetd% azurenetappfiles 40517 HAIREERTE

importvoll » YT FIGH< :

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fossssssssssssesessssssesososssassasssssa=s fememema=a femmmmmsaemaaaae
fremsmm=a==s E e R e e X
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

frosssscesmsms e me oo s oo s e s s e e fremmmesmeeaeaaae
fre=s=m=m==s femsmsesessssses e s e s s s s o s fe=m====s e +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

fosss=sssssssscsessosssssasossssss=s=ssss s e femmmesmeeaeaa==
fmmmmmmma=a fomemme e s s e e me s e ce s e s e e fmmmmm==e fommmema=e +

@ anfiiiiR& ARERE @ BRS & HIRTE SR E RSP & /218 o flUl ~ RBHEEES
10.0.0.2:/importvoll ~ HAEREERTE% importvoll ©
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