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TridentOrchestrator WERE spec.uninstall=true fRFRZEEAstra Trident ©

s MREHEEBIRU A INEEELERIE tridentctl BEZPEAstra Trident ~ BFEZIAREE
TridentOrchestrator MR E spec.uninstall=true EERZEE Astra Trident o FAZEMIF
TridentOrchestrator MUKEEELE - RELEIUFERAZLE tridentctl ©

* MREEFHRESIEE - MERBEZFERAUHelmAERMN TridentRIEEEE  ERERZAFEMIRRE
1R1EE « AEBHITHeImZBE o YIIE—2K ~ HelmaiSEER B A A FRRIR BN AR TridentiEE F o HIRER
BB~ BIHelmE Trident& @ E B ERF G R « WRRREERR 2N TR IEER o WIREA “tridentet!”
RIFERE « EAIUERUHelmZBERRVEE « A ERE o

HthE X14BRE%E1E
EVMware TanzuZEmil & Emm L Z8EAstra Tridentfs ©

* REN AR AERI IERR -

* o ——kubelet-dir FEIZFERRTE AkubeletBHERRINIE © KTEER ~ B /var/vcap/data/kubelet ©

{EFREEkubeletfiiE --kubelet-dir BXIBEARTridentZEEF ~ Helm# tridentctl ZpE :

fEFTridenti2FE &4
FHEIETridentEEF (IEEER)

ERIAFENEBE TridentEH F IR %28 Astra Trident o LI FBAR KAFAstra TridentFF M
FRBEFEFELFERTHNRER - MRTEHLEMREELR « BER "HHRHERR"



Astra TridentfYEE&:123.01

T AR T 5B RAAstra TridentfIEE & ©

ANy

Fint Astra Trid-Ihas BYEFfl</strong> <strong>

* Kubernetes 1.263R7E B ETrident P =258 o F4kKubernetes Z Bi St F+4Kk Trident ©

* Astra TridentfESANIRIE R EIRMITZ ERRISHRRRVER ~ BZMES find multipaths: no &%
RIS configZEH o

EAIFLHERSMHARIEA find multipaths: yes 3 find multipaths: smart ZER

m T}

1R confiEZE M E B EAL K o Trident2:H#MH find multipaths: no E21.07HRZSLAZK °

FHIETridentZBH F I L& Trident
W "TEEE ATHRFREMESZELMEN - TACNIRIREIZIF R ZEE5EIE o

o= N0

ez Al
EFRREREZA ~ SFAREALinuxER « AR CIEEEEEREFN "SZiEKubernetesi &" M B IGHER &4

ZHER o

@ fEFOpensShift ~ £ oc MIF kubectl A TAABEEAIF « FBRHMIT R : admin*BEA oc
login -u system:admin 8{ oc login -u kube-admin °

1. Efz5KuberneteshRZs :
kubectl version

2. BRrEREEEIEEER ¢

kubectl auth can-i '"*' '*' —--all-namespaces

3. HESRIGEIARREN fE A Docker HUbBRIRAIPod ~ I3BEBPodBRREREFFRA ¢

[=T\VIENN

kubectl run -i --tty ping --image=busybox --restart=Never --rm -- \

ping <management IP>

HEE1 . FTHTridentZER2XEH

Astra TridentZE R EH B S S E TridentREE KL Astra TridentFREERI—1]] o R FE L HIEN TridentZ 272
BB ETHRZS "GitHubB Assets@E&" o
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https://github.com/NetApp/trident/releases/latest
https://github.com/NetApp/trident/releases/latest
https://github.com/NetApp/trident/releases/latest
https://github.com/NetApp/trident/releases/latest

wget https://github.com/NetApp/trident/releases/download/v23.01.1/trident-
installer-23.01.1.tar.gz

tar -xf trident-installer-23.01.1.tar.gz

cd trident-installer

WEF2 . #1I TridentOrchestrator P EXH

#£17 TridentOrchestrator Bi]BREZ (CRD) o &3] TridentOrchestrator HEBBIIEIR ©
AERAPEEMCRD YR EEEIRZS deploy/crds MJ2EIL TridentOrchestrator EEEXRH

kubectl create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml

FTER3 | FETridentiZEHE T

Astra Trident ZE RN IRIE—EEMHIESR - TRARZEEEFRIEBRRNYIG - ERBESIEREFERTERER
ZREIREE KL Astra TridentlfE 5 757% ©

* HtHITKubernetes 1.24 A B{R/E4RAVEREE ~ 55(EM bundle pre 1 25.yaml©
* HitHiTKubernetes 1.258¢ ERThRASAY#EE ~ 551/ bundle_post 1 _25.yaml ©

TridentZEREXNEEPIBIRIER trident RRZEME o NRRE trident FHRTEMAFE » A kubectl
apply -f deploy/namespace.yaml BAJEIL o

1. BUBRIHESEE

kubectl create -f deploy/<bundle>.yaml

B EIEMM AR EBEH F trident s ZER » B serviceaccount.yaml ©
clusterrolebinding.yaml #] operator.yaml TWERAEEEREAESESR
(D kustomization.yaml :

kubectl kustomize deploy/ > deploy/<bundle>.yaml

2. ERE R R EMERES -

kubectl get deployment -n <operator-namespace>

NAME READY UP-TO-DATE AVAILABLE AGE
trident-operator 1/1 1 1 3m

11



(D) Kubemetes# R A —EBHTHITIEAR" © SV Trident BB ENSEHE o

$ER4 . #17 TridentOrchestrator Wi Z3ETrident

RIRIERIILEEANL TridentOrchestrator MiZ28EAstra Trident o &t B] LUERE "EH T E I TridentZ2E" EHEFH
B TridentOrchestrator (Ri&

kubectl create -f deploy/crds/tridentorchestrator cr.yaml
tridentorchestrator.trident.netapp.io/trident created

kubectl describe torc trident

Name : trident
Namespace:
Labels: <none>

Annotations: <none>
API Version: trident.netapp.io/vl

Kind: TridentOrchestrator
Spec:
Debug: true
Namespace: trident
Status:
Current Installation Params:
IPv6: false

Autosupport Hostname:

Autosupport Image: netapp/trident-autosupport:23.01
Autosupport Proxy:

Autosupport Serial Number:

Debug: true

Image Pull Secrets:

Image Registry:

k8sTimeout: 30
Kubelet Dir: /var/lib/kubelet
Log Format: text
Silence Autosupport: false
Trident Image: netapp/trident:23.01.1
Message: Trident installed Namespace:
trident
Status: Installed
Version: v23.01.1
Events:
Type Reason Age From Message —---- —————-— ——— —m—= —————— Normal

Installing 74s trident-operator.netapp.io Installing Trident Normal
Installed 67s trident-operator.netapp.io Trident installed

12



RERRNGZESHE -

{£F TridentOrchestrator ikfE

AREE TrldentOrchestrator IEHRERR
TridentOrchestrator 4

EBITIRE ~ "RERE o

WS
Pl

BxEk
IETERERR

Fal

Wt
i

(S
K

IEEER
fHER

{EFAPodiE I ARAE

SRRIH ~ TRERZEEM TridenthRZs o ZEEHARIAVIRAS
BEIRIR Installing &E Installed o IREERRE| Failed AREE - MBEEERE

R EH

12EEIEE AL T BEZ4tAstra Trident
TridentOrchestrator CR.

Astra TridentB B Ih %4 o
A& ~ 121FE E1ERbRZEEAstra Trident

spec.uninstall=true°
Astra TridentB fi#fiZe 4t

SEEREARE 8%« EREAEIRL KAstra Trident
; BEER BB ESILARRERIE - MRUILRREREF
£~ ICR R -

EEEFTEMRANEZE

°© TridentOrchestrator KEMH - 3—ECEKEF
1 o

o] U BRI T AYPodAREE ~ HEER R E ESThlAstra TridentZest .

kubectl get pods -n trident

NAME

AGE
trident-controller-7d466bf5c7-v4cpw
Im

trident-node-linux-mr6zc

Im

trident-node-linux-xrp7w

Im

trident-node-linux-zh2jt

Im
trident-operator-766£f7b8658-1dzsv
3m

READY STATUS RESTARTS
6/6 Running 0
2/2 Running 0
2/2 Running 0
2/2 Running 0
1/1 Running 0
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{£M tridentctl

eI LAER tridentctl B ZER Astra TridenthiR7s o

./tridentctl -n trident version

fom e o +

| SERVER VERSION | CLIENT VERSION |

Fom e o m e +

| 23.01.1 | 23.01.1 |

fom e from e +
T

REEIUT "B BIRMEFER - BEMIRE « Wi EEEREEIPodh" o

FHEETridentBHF (BEARET)

AT AFEFZE TridenttiBR FRZ 2= Astra Trident o b2 F3E FﬁﬁAﬂ%Astra TridentFFrEEMA
SMGRAFEERE BRI ZE - IRCRENEMGEL: « AR "SEILERRRF"

Astra TridenttVEE&:123.01
A ERE 5B RAstra TridenttEEEH o

FAfitAstra Trid-Ih5E BYE Hl</strong> <strong>

* Kubernetes 1.26IRTE B ETrident P2 2|58 o A4RkKubernetes Z BifcFH 4Kk Trident ©

* Astra TridentfESANIRIEFPEARMITZ B RRISAHRERIERA ~ BBMES find multipaths: no &%
EERTE.configZR o

FRIEZLERHERESFER find | multipaths: yes g find | multipaths: smart ZEK
& configRAPRIE FEBE KM © TridentEs&FHH find multipaths: no H21.07ARZASLAZK o

FHIETridentZBE F W ZE Trident

B "ZIEEE AT REFEETSRELRES « LATHIRIREZERINZEEE o

FAYaZ Bl
B ALinuxEi - BB HER T IEE BRI BEERM "STHEIKubernetesE= 5" MBEHER NERRER o

@ fEFOpenShift » £ oc MIE kubectl AU TFAAHEGIH « BABITRA : admin*E A oc

login -u system:admin 3 oc login -u kube-admin °©
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1. E@z8KuberneteshRZs :

kubectl wversion

2. B R EEIEEREIR ¢

kubectl auth can-i '*' '*' —--agll-namespaces

3. FEsR R LARRBhfSEFADocker HubBR{&AYPod ~ M BPod AR EAR EHEF R4 ¢

kubectl run -i --tty ping --image=busybox --restart=Never --rm —-- \
ping <management IP>

FEE1 . THTridentZERAEH

Astra TridentZ &2 X EH B S ILE TridentiREE KLt Astra TridentFF BRI —1]] o T E L REE TridentZ2 212
RARETRRZS "GitHubY Assets@E&" o

wget https://github.com/NetApp/trident/releases/download/v23.01.1/trident-
installer-23.01.1.tar.gz

tar -xf trident-installer-23.01.1.tar.gz

cd trident-installer

WER2 : #17 TridentOrchestrator R EXH

L:‘Z TridentOrchestrator HEJE/REEZ (CRD) o i1 TridentOrchestrator HEBHFIEIR ©
AEAPEERNCRD YK FEiERZS deploy/crds M2 TridentOrchestrator FEXA ©

kubectl create -f deploy/crds/<VERSION>.yaml

TER3 | BRI FERNERIE

£9 /deploy/operator.yaml ~ 85T image: docker.io/netapp/trident-operator:23.01.1 X
R BRBRIG S ERRVAIE © BBV "TridentflcsiFZ A" BIAIN —EERH AR EEEF ~ BFFBRISCSIBREGERK AL
RRE—EZEERH o FU0 :

* image: <your-registry>/trident-operator:23.01. 1 MR ICHYBMRER I HS BB — B R o

image: <your-registry>/netapp/trident-operator:23.01.1 WETridentBREGERAcsiBRER L
HRRAE RS o
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HEF4 . ZETridentlEE T

TridentZERRXGEPIBIRIES trident SBEM o NRE trident SRZERAFE * HFEMA kubectl
apply -f deploy/namespace.yaml BAJEIL o

AIEIEM MR R TP EPEEER F trident MBZER » B3 serviceaccount. yaml »
clusterrolebinding.yaml #] operator.yaml EEEEE A ©

1. BUERIHEBEEE !

kubectl kustomize deploy/ > deploy/<BUNDLE>.yaml

Astra TridentZE RN IRM—EEHER « TARLEEFT FRETAERNYIMG - BERESE
EEERATERARIERIFE R L EAstra Tridenttf§ 5 757% ©

@ ° Wit TKubernetes 1.24S E{EEMRAVES « 5518/ bundle_pre_1_25.yaml °
° HWIt#TTKubernetes 1.258 ERThRZASHY=EEE © 5518/ bundle_post_1_25.yaml °

2. B R R EIR(ES o

kubectl get deployment -n <operator-namespace>

NAME READY UP-TO-DATE AVATLABLE AGE
trident-operator 1/1 1 1 3m

(D) Kubemetest RS —EBHTHITIEMR" © VR Trident BB ENSEHE o

WEE5 | BETPRYMEEER(IE TridentOrchestrator

&EY "TridentflcsiFZ&" AU —EE R AR EERT  (EFFEISCSIBGEBABAIIRE—EE R o i
deploy/crds/tridentorchestrator cr.yaml RIEEIRAAASHTILERIMOGI BEFRAE ©
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—{EE B RIBR{R

imageRegistry: "<your-registry>"
autosupportImage: "<your-registry>/trident-autosupport:23.01"
tridentImage: "<your-registry>/trident:23.01.1"

REEEPRIBRE
WL ZAMIN sig-storage E imageRegistry EARRIMNELRIE o

imageRegistry: "<your-registry>/sig-storage"
autosupportImage: "<your-registry>/netapp/trident-autosupport:23.01"
tridentImage: "<your-registry>/netapp/trident:23.01.1"

WER6 . 1L TridentOrchestrator MiZ3ETrident

EIR7ERIAEEANL TridentOrchestrator MiZ28EAstra Trident o &t R LEERE—F "HETE Y TridentZ22E" {6

BB Tridentorchestrator MR T EEHIE R TridentEcsiRB N FRBEFRHHIRE -
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kubectl create -f deploy/crds/tridentorchestrator cr.yaml
tridentorchestrator.trident.netapp.io/trident created

kubectl describe torc trident

Name : trident
Namespace:
Labels: <none>

Annotations: <none>
API Version: trident.netapp.io/vl
Kind: TridentOrchestrator

Spec:
Autosupport Image: <your-registry>/netapp/trident-autosupport:23.01
Debug: true

Image Registry: <your-registry>/sig-storage
Namespace: trident
Trident Image: <your-registry>/netapp/trident:23.01.1
Status:
Current Installation Params:
IPv6: false

Autosupport Hostname:

Autosupport Image: <your-registry>/netapp/trident-
autosupport:23.01

Autosupport Proxy:

Autosupport Serial Number:

Debug: true
Http Request Timeout: 90s
Image Pull Secrets:
Image Registry: <your-registry>/sig-storage
k8sTimeout: 30
Kubelet Dir: /var/lib/kubelet
Log Format: text
Probe Port: 17546
Silence Autosupport: false
Trident Image: <your-registry>/netapp/trident:23.01.1
Message: Trident installed
Namespace: trident
Status: Installed
Version: v23.01.1
Events:
Type Reason Age From Message —-—--——- —-—————-— ———— ——m= === Normal

Installing 74s trident-operator.netapp.io Installing Trident Normal
Installed 67s trident-operator.netapp.io Trident installed



RERRNGZESHE -

{£F TridentOrchestrator ikfE

AREE TrldentOrchestrator IEHRERR
TridentOrchestrator 4

EBITIRE ~ "RERE o

WS
Pl

BxEk
IETERERR

Fal

Wt
i

(S
K

IEEER
fHER

{EFAPodiE I ARAE

SRRIH ~ TRERZEEM TridenthRZs o ZEEHARIAVIRAS
BEIRIR Installing &E Installed o IREERRE| Failed AREE - MBEEERE

R EH

12EEIEE AL T BEZ4tAstra Trident
TridentOrchestrator CR.

Astra TridentB B Ih %4 o
A& ~ 121FE E1ERbRZEEAstra Trident

spec.uninstall=true°
Astra TridentB fi#fiZe 4t

SEEREARE 8%« EREAEIRL KAstra Trident
; BEER BB ESILARRERIE - MRUILRREREF
£~ ICR R -

EEEFTEMRANEZE

°© TridentOrchestrator KEMH - 3—ECEKEF
1 o

o] U BRI T AYPodAREE ~ HEER R E ESThlAstra TridentZest .

kubectl get pods -n trident

NAME

AGE
trident-controller-7d466bf5c7-v4cpw
Im

trident-node-linux-mr6zc

Im

trident-node-linux-xrp7w

Im

trident-node-linux-zh2jt

Im
trident-operator-766£f7b8658-1dzsv
3m

READY STATUS RESTARTS
6/6 Running 0
2/2 Running 0
2/2 Running 0
2/2 Running 0
1/1 Running 0
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{£M tridentctl

eI LAER tridentctl B ZER Astra TridenthiR7s o

./tridentctl -n trident version

fom e o +

| SERVER VERSION | CLIENT VERSION |

Fom e o m e +

| 23.01.1 | 23.01.1 |

fom e from e +
T

MELEAILT "B RImA#EFER - BEEWRE « TR E #MEEIPod " -

FEEHelmZETridentBE ¥ (IE#ER)

AU ERE TridenttEE F ~ W FEAHelmZ 2 Astra Trident o b2 FEAR KRiGAstra
TridentFF BN ARG HEFEMNB T HRPHNLZE - MREELEMEGEES « S5ER BT
EREFZF"

Astra TridentfYEE % :1123.01
A BRI E 5B R Astra TridentlIEE B o

FAfitAstra Trid-Ih5E FYEfl</strong> <strong>

* Kubernetes 1.26IR7f B £ Trident = E321E o F4kKubernetes Z iS4k Trident ©

* Astra TridentfESANIRIEFF EASIT S ERRISAHREAUER ~ MBS find multipaths: no %
BERE conflEZEr o

EAIFLERRCMHATHEA find multipaths: yes 3 find multipaths: smart ZEE
L. conflEZPRIEGTEHH KM © TridentiEEMEM find multipaths: no B21.07hRARLAR ©

EBETridentiZ(ES - L fFFHelmZ &£ Astra Trident

@A Trident "EfE" K] UZBETridentBE F ~ MiE B—PEEHR LR Trident o
B "ZEET ATRFEERSZELRMEMY - XAGNIRIEEIEIF R85 o

ez Al
HESM "ERFB ST RIFM" WHFEK "HelmpRZ3"

1. #1%Astra Trident Helm{#17E -
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helm repo add netapp-trident https://netapp.github.io/trident-helm-chart

2. fff helm install WiSELELTE « MTFHIFAR 23.01.1 BEELER Astra TridenthiRZs o

helm install <name> netapp-trident/trident-operator --version 23.01.1
-—-create-namespace --namespace <trident-namespace>

() MREEEATdentRIHHZERM -—create-namespace SHFBRILBINIHEZER o

f&;ﬂﬂﬁﬁﬁ helm list GHEMRAZEFMER « Gl « fhRZEM ~ B3R - K8 « BREERIRE ~ METHR
gt ©

EREHREEARER
ZEIAFAEMBEEAEERNNG A

HEIH siLPA

--values (8 -f) IEEAABRENYamITES - EAINZIETE « RAE
HERERGE% -

--set TS LISE B o

BIgN ~ SEHTARIE debug BHIT FIILER --set BLMUE 23.01.1 BELIEMAstra TridenthRZs :

helm install <name> netapp-trident/trident-operator --version 23.01.1
--create-namespace --namespace --set tridentDebug=true

IERAEH values. yaml #8ZEE Helm BIRE—E D ~ IRHIZEBE R HER(E ©

T Hdi i

nodeSelector Pod $5/RRVENRAIEE

podAnnotations Pod sF#

deploymentAnnotations EPETRE

tolerations Pod $5RRIAEEINEE

affinity Pod 15/ kB RAEHME

tridentControllerPluginNod Y Pod BIEMEIELEEENES o :5 2

eSelector RE BRARIEHI2S Pod FNEARL Pod LA
BSSHAER o
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I
tridentControllerPluginTol

erations

tridentNodePluginNodeSelec
tor

tridentNodePluginToleratio
ns

imageRegistry

imagePullPolicy

imagePullSecrets

kubeletDir

operatorLogLevel

operatorDebug

operatorImage

operatorImageTag

tridentIPvo

tridentK8sTimeout

tridentHttpRequestTimeout

tridentSilenceAutosupport

tridentAutosupportImageTag

tridentAutosupportProxy

22

=R EH

&% Pod B Kubernetes A% © 35
27 BRI HI28 Pod ANEREL Pod
L ERSEF4E R o

R Pod BEMhETELEEENES © 552
RS B fRIZE 28 Pod FNEHELE Pod WA
ESEEAAE L o

&2 Pod By Kubernetes ‘A% © 35
S5 BRI HI28 Pod AEREL Pod
L RS E R o

AR EEE trident-operator
‘trident EMEAR  (RETEHUE
ZTERIE ©

BRENMRGRAIHER trident-

operator °

AP HAEE trident -
“trident FIELMEAR o

_}'Ll—‘—|E

operator ®

AREFER kubelet REFRASHY (L

E§°

FFF Trident EHE FHECEREBRRTE
# . trace ™ debug® info*
warn ™ error B{ fatal °
AEFE Trident BEFHICERBARER
Aats o

AAZTEEBRIMAR trident-
operator °

AFERHBEE trident-
operator B o

F2EF Astra Trident 7£ IPv6 EZ&EHiE

o

BB AE Kubernetes API {E£HY
FEz% 30 FhimEF (MNRIEZ -
REA) o

LA HTTP ESREVFERR 90 Fhiaubs

0s EBRRVEERFHERE o TAsT
fER&E -

B2 Astra Trident FEHA
AutoSupport $R%5 ©

B]BE Astra Trident AutoSupport
ResHIMRIZLD o

#EF Astra Trident AutoSupport &
257518 HTTP Proxy $#3TE:E[0O]
éﬁo

AFD

IfNotPresent

'Ivar/lib/kubelet'

n infO"

true

false

"905"

false

<version>



IR

tridentLogFormat

tridentDisableAuditLog

tridentLogLevel

tridentDebug

tridentLogWorkflows

tridentLoglLayers

tridentImage

tridentImageTag

tridentProbePort

windows

enableForceDetach

excludePodSecurityPolicy

BRARIEHIZR Pod FIEAZL Pod

s ER

2R Astra Trident 2880 (text
o yson) ©°

{£F8 Astra Trident #0812 o
EFHE Astra Trident FUECERB ARER

A . trace ™ debug ™ info
warn > error B{ “fatale°

SEFHE Astra Trident BYECER/E 45
# debug °

AFFEUREER Astra Trident T1E
Eiﬁ% s BT BHE 8T sT ERIM
I| o

SEFEYYFER Astra Trident
|8 ~ LEEITE Ut e iR e sRiNE o

REFREEEH Astra Trident FIES
& o

A& % Astra Trident BYSEAIZEEE o

=
HoxX

"text"

true

Al infO"

false

AEHBEE Kubernetes SEM / &M "

BREFERNTARERE

AEFIE Windows T N2 FZedE
Astra Trident ©

AEFEN SRS D BETNAE ©
REIEER Pod £2M4RA o

false

false

false

Astra Trident LAE—1EH25 Pod B9 X#TT ~ WEREPHNESE T EERL_LIRHERRE Pod ° &ifk Pod MZETE
{F{AJAEE 4L & Astra Trident Volume BY 14 E#1T ©

Kubernetes "8i2535EE 23" # "B DA 52" ARSI Pod TE45E HIRIFRVEIEL L3147 o (R T ControllerPlugin'
1 # NodePlugin » &R LUISERFIFIE M o

* PEHIEBRIMIE A R EEHIR B ERECE R EIE « HIMNIREBAEER/N o
* BRSMIE N SR IERH AT R BN EERERIEE

T
HEEAUT "B B ENGETER  REHRTEE « TSt EHEEIPodd"
FEFAHeImZE TridentEE F (BE4RIETL)

A LAEFE TridenBEE F ~ M FEAHelmZ4EAstra Trident o L2 F AR & Astra Trident
FREMN BB GRHEELEERPNZE c- MRIIEIEREGELE « sAFER "IZEILER
%" o
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Astra TridentfYEE&:123.01

T AR T 5B RAAstra TridentfIEE & ©

ANy

Fint Astra Trid-Ihas BYEFfl</strong> <strong>

* Kubernetes 1.263R7E B ETrident P =258 o F4kKubernetes Z Bi St F+4Kk Trident ©

* Astra TridentfESANIRIE R EIRMITZ ERRISHRRRVER ~ BZMES find multipaths: no &%
RIS configZEH o

ERIFZ BB FE find multipaths: yes =17 find multipaths: smart ZE
R .conflEZPRIEEEBHEKR o TridentiEZE(EMA find multipaths: no B21.07hRALAK ©

EBE TridentiZ(ES - L FAHelmZ &£ Astra Trident

{EATrident "EfE" O] UEBETridentBE F ~ MiEB—PEEHRZ R Trident ©
W "TEEE ATHRFRENESZELRMEN - TACNIRIREIZEF RS o

I

RG22 Al
HESM "BRFB AT RIFM" BB K "HelmpRZs3"

1. ¥t Astra Trident Helm{#7£/E -

helm repo add netapp-trident https://netapp.github.io/trident-helm-chart

2. {3 helm install WHEEEBBMIREELRUBMRE o LR "TridentflcsiFZ & IR — BB ERE TR
AEERF « BFFBRISCSIBMGERL AN E—EE SRR AP + 23.01.1 ZIEEZERAstra Trident
RS o
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—{EE B RIBR{R

helm install <name> netapp-trident/trident-operator --version
23.01.1 --set imageRegistry=<your-registry> --create-namespace
-—-namespace <trident-namespace>

FEIEEEPRIBRE
,(_'RLZ\?EW'”JD sig-storage & imageRegistry FEREREMEERE °

helm install <name> netapp-trident/trident-operator --version
23.01.1 --set imageRegistry=<your-registry>/sig-storage --set
operatorImage=<your-registry>/netapp/trident-operator:23.01.1 --set
tridentAutosupportImage=<your-registry>/netapp/trident-
autosupport:23.01 --set tridentImage=<your-
registry>/netapp/trident:23.01.1 --create-namespace --namespace
<trident-namespace>

@ MBI B ATrident}EIL A TR --create-namespace 2EARTEIEEIMNITZ TR ©

;_JL,UEH% helm list AEMBILEFMER  HIINLHE » s « B* - AR5 ~ BARREIURE « MESTHR
5

FEZEHREEREARER
L HIRE A B ERAARERN G E ¢

IR s

--values (8 -£) EEABBRMNYamItEE - BAIUSTIETE  RAE
FIERZ B -

--set Ea<eY LiIsE B -

BN ~ B EMTERIE debug BHIT ML E --set ApSIE 23.01.1 BELIEA Astra TridenthRzs :

helm install <name> netapp-trident/trident-operator --version 23.01.1
--create-namespace --namespace --set tridentDebug=true

AERGIEIE

HERAEF] values. yaml tEZFEE Helm BEIRMN—E9 - BB E R ETERE
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IR 55 AA 6

nodeSelector Pod 5 RBYENEIZE
podAnnotations Pod sH#E
deploymentAnnotations IREEERE
tolerations Pod 5k REEINEE
affinity Pod 15/KRIRBAE 4
tridentControllerPluginNod HHFY Pod FIEMENELERES o :52
eSelector R B ARIEFI28 Pod FOEREL Pod LA
BSsFHER] o
tridentControllerPluginTol ZEE Pod fY Kubernetes AZE © 55
erations 27 B AEIEHI2S Pod FEIEL Pod
MBS EFER] o
tridentNodePluginNodeSelec MY Pod FIEMENELERES o :52
tor RS BEAZIZHI2S Pod FOHEIEL Pod LXL
EISEHHER]
tridentNodePluginToleratio % Pod BY Kubernetes AZ © 55
ns 25 BRIESIZS Pod FEEL Pod
LESHEER]
imageRegistry #ABESE trident-operator » "

“trident MIEMFAR - (REZEBLUE

RERE -

imagePullPolicy RERBMERIHRA trident- IfNotPresent
operator ®°

imagePullSecrets REMRAGPIHME trident-
operator * “trident 1 EMF AR o

kubeletDir AHFER kubelet WEBIRRERI AL /var/lib/kubelet’
B o

operatorLogLevel AEF Trident BEH FRISCEREBARRE "info"

% . trace ™ debug ™ info
warn > error '8{ fatal °

operatorDebug AEFHE Trident BHEHFRIGCERBLRER true
s o

operatorImage AFTEEMAME trident - "
operator °

operatorImageTag AFBESHER trident- "
operator & o

tridentIPv6 F25F Astra Trident 7£ IPv6 Z=EHE false
fE o

tridentK8sTimeout BEEKE7 Kubernetes API fEXRY 0
FE5% 30 #hiERF (WRIEF ~ BUFY
AE) o
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IR

tridentHttpRequestTimeout

tridentSilenceAutosupport

tridentAutosupportImageTag

tridentAutosupportProxy

tridentLogFormat

tridentDisableAuditLog

tridentLogLevel

tridentDebug

tridentLogWorkflows

tridentLoglLayers

tridentImage

tridentImageTag

tridentProbePort

windows

enableForceDetach

excludePodSecurityPolicy

BRARYEHIZE Pod FIEAES Pod

=R EH

=
HoxX

LR HTTP ERpYFEER 90 FhaibF "90s™

0s EBRAVERFTERE o FAst
fERAE-

B2 Astra Trident FEHA
AutoSupport $R%5 °

B]BE Astra Trident AutoSupport
BesHIRIZLD o

EF Astra Trident AutoSupport &
253518 HTTP Proxy $#3TE:E[0]
R o

& 7E Astra Trident sCE28 0 (text
g json) ©

{2 Astra Trident f&# %0821 ©

SEFHE Astra Trident BYECERME 4R 55
A . trace ™ debug™ info»
warn > error Y ‘fatale°

SEFHE Astra Trident FUECER/E 4R 58
#5 debug °©

AREFEUFYSER Astra Trident T{E
é%}%% s DUETTIE M e st o EC 3
| o

AEFERFYEER Astra Trident
s DUETTBHECER o EC SR o

AEFTEEEE M Astra Trident B9S2
%o

A]EE Astra Trident USRI ©

RHFEE Kubernetes SEM / BEM
IREFAEANTERERIE o

FEFTE Windows TEEREL - Ze8E
Astra Trident ©°

FUETER ARSI BETNAE
TEIEER Pod Z2M4RA -

false

<version>

n teXt"

true

"info"

false

false

false

false

Astra Trident LA B —#51238 Pod BIFE 81T ~ MEEETHISE T IEETS, IR HEIEL Pod © B34 Pod AZETE
A8 E 4L & Astra Trident Volume BYEHE _E# 1T ©

Kubernetes "2 E 25" # "B LA 54" ARSI Pod TE45E S RIFAVETEL L#14T  ©H T ControllerPlugin'
] # NodePlugin » A LUISERFIFIE K o

* RSN RN P RIZHRE B RECE R EIE « BIGIRERFAERE R/
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* BRSMMEN SRR IERH AT R B I EERERIREE

T—5
RIS T "R A AER  FEEHAEE « SRR B A EIPod" o

BiITridenti2FE &5

TridentEE F o[ B ERATP B MR E5TAstra TridentZ3E TridentOrchestrator R
MINRECEEEFTTZREABTLUIMIAR TridentOrchestrator 5|8 ~ 5EEEH
tridentctl EEX BTN YAML BiVEE « UHEEZTETEX -

BEARI412S Pod FERZS Pod

Astra Trident @ LA E—#EH123 Pod 2T ~ MEREFHIEE TR, IR HETRE Pod © B3 Pod WAZETE
1R {8 E £ Astra Trident Volume B4 E#11T

Kubernetes "Ei#5EEEN 2" Fl "A D F5 4" AIRRE Pod TE4 E HIRIFHIEIEL_E#4T © £A T ControllerPlugin’
1 # NodePlugin > EAJLUISERFIFIE R o

* EHISRIMIMERX AT RIZHIR R BIRACE EEIE « FIMNREBAIAEE KR/
* BRIMUE X G RIBERGHF R BN E RIS o
ARREEEIR
spec.namespace FEH5RE TridentOrchestrator ¥/ Astra Trident Z2EAYaR 4 ZEM © ItE

@ SYHEHE R Astra Trident 2 BEH* o BB S TridentOrchestrator BEEA
BIAREE Failed o Astra TridentRiTE IS L TRIBE o

NREF4HERPA TridentOrchestrator B o

2¥ et BA b

namespace AR Z4kAstra TridentlVee B =R "FER"

debug B Astra TridentB9{a$EIhAE 5

windows RES true AJEWindows TEE &5
BhbZedE o

IPv6 ZEiBIPveZEEAstra Trident i

k8sTimeout Kubernetes{Ez£381FF 30%

silenceAutosupport sB70AutoSupport BEIFLEESAS 5
{EXZENetApp

enableNodePrep BEERET FENEEMMYE (* BETA* &

autosupportImage E R A 2S5 AutoSupport INetApp/TridentB &2 1% :

23.011
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W

#

autosupportProxy

uninstall

logFormat

tridentImage

imageRegistry

kubeletDir

wipeout

imagePullSecrets

imagePullPolicy

controllerPluginNodeSelect
or

controllerPluginToleration
S

nodePluginNodeSelector

nodePluginTolerations

=R EH

RIBEPARBS AV B HEE « BME
#%AutoSupport  [3&38I) IThEE

AR EERZIE Astra TridentBUFEAE
E(FAMAstra TridentiiR& =,

[text ~ json]

ERitAYAstra TridentBR{&
AEPEERRVERTE ~ 1T
<registry

FQDN> [ :port] [/subpath]

F#% FBkubelet B #2I81E
EIBRABITEEE R BRAStra Trident
HNEREE

AL E TR RREN AR RIS

R E TridenBEHE FHIFBRIREUR

B - BRUERE :

Always IR IR o
IfNotPresent £ 2 81E) FRKRTF

TERRR IS A R EXBR AR ©
Never FKIZAREHENIRE o

FEH? Pod ROELMERELEEENES o A=
Eipod.spec.nodeSelectortg[E] °

B X Pod B Kubernetes A% o &
T E8po.spec.TBolerations#H[E] ©

R Pod BYELfthENEAEEENES © 18T
Edpod.spec.nodeSelectortg[E] °

ZEX Pod By Kubernetes AZE ° &
T Epo.spec.TBolerations#H[E] ©

INFERVEPod S #AVEFAE T « 552 F "RiPodfsiKAGEIRE" ©

I EEREFER LEY TridentOrchestrator MUBETRE o

ll<a
href="http://proxy.example.com:888
8“"

class="bare">http://proxy.example.
com:8888"</a>

i

ni?n

INetApp/Trident : 21.04
"k8s.gcr.io/sig-storage (k8s 1.19+
) Dkay.io/k8scsi"

"Ivar/lib/kubelet"

IfNotPresent

myasE ; A

myARE ; EA

m¥ARE ; A
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g1 BEAXBETHERR

ERESBTHERRREE

cat deploy/crds/tridentorchestrator cr imagepullsecrets.yaml
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullSecrets:

- thisisasecret

#H2 : ERMAENSRETEE

I EE 5 ER BRYN (I i AR BR R R A 23 SR B0 E Trident :

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
controllerPluginNodeSelector:
nodetype: master
nodePluginNodeSelector:
storage: netapp
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#3 : ERETEWindows T{FEi% L

LEEAEERBAYNAIE Windows T{EERG FiEITEE -

cat deploy/crds/tridentorchestrator cr.yaml
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident

windows: true

{EAtridentctIZiE

{EBtridentctiZedt

A LUfE A %28t Astra Trident tridentctl o LR FEAM G Astra TridentFT BRI B 258
REELEERDIHAMEFELEEEDINZE - LEFTER tridentcetl ZE ~ BHRHE
"B AEE" o

Astra TridenttYEE&:123.01

S ERE 75 B RAAstra TridentfI EEE: o
FAfitAstra Trid-Ih5E BYE Hl</strong> <strong>

* Kubernetes 1.26IRTE B ETrident P2 2|28 o A 4RkKubernetes Z B At FH 4Rk Trident ©

* Astra TridentfESANIRIE R EARMIT L ERRISAHREAVER ~ B5BAES find multipaths: no &%
ERR1E confiEZe o

ERIFZERSAHREEER find multipaths: yes 8( find multipaths: smart ZEE
R .conflEZHPIEETEHHE KM o TridentiEZEMEMA find multipaths: no B21.07hRARLARK o

{E %4t Astra Trident tridentctl
R "ZEEE AT RFRERTESZELMEYS - MALNIRIEEZEIF R ZEE

ez Al
ERWBREZA « FRBEALinuxE « AREDCETEEEREREFRN "TiEKubernetess= 5" M AR L
ZHHER o
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@ fEFOpenShift ~ A oc MIE kubectl TEUATEABEAIF ~ FHEHIT R  admin*BE A oc

login -u system:admin 3 oc login -u kube-admin ©

1. E@z¥KuberneteshRZs :

kubectl version

2. BB EIEEER -

kubectl auth can-i '"*' '*' —--all-namespaces

3. HESRIEPIARREN fE B Docker HUbBRIRAIPod ~ W3EBPodHERRIEMR ERFRAR ¢

kubectl run -i --tty ping --image=busybox --restart=Never --rm -- \
ping <management IP>

SRR | TETridentZEREN

Astra TridentZ &2 XN EMHEE I Trident pod ~ 527 FAZRAEF EARRRICRDIIMY ~ AR Ecsi sidecarlABITE
FECEMBEIEEMMINERE T HEBE o X TEHUFEITridentZEEZXIRFTARZAS "GitHubHY_Assetsl&@EL" o
safE A <trident-installer-XX.XX X tar.gz> f&FriERJAstra TridenthR A< 2R EFRFEFIHAI_SUR__ ©

wget https://github.com/NetApp/trident/releases/download/v23.01.1/trident-
installer-23.01.1.tar.gz

tar -xf trident-installer-23.01.1.tar.gz

cd trident-installer

SER2 : L Astra Trident

BT ~ TR R =R &8t Astra Trident tridentctl install 8% o AL EHAM S| BERIEEIREE
BRIE o

(D EEEWindowsHiRL_E#1TAstra Trident » 35HTE —-windows TR THEE © s

./tridentctl install --windows -n tridente°
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REERN

./tridentctl install -n trident

—{EE B RRIBR (G

./tridentctl install -n trident --image-registry <your-registry>
-—autosupport-image <your-registry>/trident-autosupport:23.01 --trident
-image <your-registry>/trident:23.01.1

REEEHPRIBRE
SAZEMIIN sig-storage & imageRegistry EARRINELRRAE °

./tridentctl install -n trident --image-registry <your-registry>/sig-
storage —--autosupport-image <your-registry>/netapp/trident-
autosupport:23.01 --trident-image <your-
registry>/netapp/trident:23.01.1

INFO Starting Trident installation. namespace=trident
INFO Created service account.

INFO Created cluster role.

INFO Created cluster role binding.

INFO Added finalizers to custom resource definitions.

INFO Created Trident service.

INFO Created Trident secret.

INFO Created Trident deployment.

INFO Created Trident daemonset.

INFO Waiting for Trident pod to start.

INFO Trident pod started. namespace=trident
pod=trident-controller-679648bd45-cv2mx

INFO Waiting for Trident REST interface.

INFO Trident REST interface is up. version=23.01.1
INFO Trident installation succeeded.

ERsE R

e AEFPodE I ARAE T SREGEE L4 tridentctl ©



{EFPodZE LA
1] LUE BRI AYPodAREE ~ FESRE S ESThlAstra TridentZ24t :

kubectl get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-controller-679648bd45-cv2mx 6/6 Running 0 5m29s
trident-node-linux-vgc8n 2/2 Running 0 5m29s

WMRZERENRMINTEM I trident-controller-<generated id> (trident-csi-
() <gencrated id> 7£23.01ZAIBOMRARR) @A HITH MM « T A WKEE o A -
F "FREEED MRS

{M tridentctl

AT LUER tridentctl BB LM Astra TridenthrZs o

./tridentctl -n trident version

Fom e oo +

| SERVER VERSION | CLIENT VERSION |

oo frmmm e +

| 23.01.1 | 23.01.1 |

fom e frmmm e +
%

RELGAUT "BiRinH#TFER « EEMIRE « WAFHIREE & E Pods" -

HiTtridentctlZ it

&R LUEHAstra TridentZ 22K B TR ©

RABRRZERZERN

Astra TridentZ 82 ARG B ETE S © U ~ WREEHR TridentBMRERENFABFRHEFE « BRI UERAKIEEI
%8 --trident-image ° IREE A TridentBR & K FrEEBcsi sidecarBGEREIFAE HFEE « RIFERIEE
ZIEFEMNAIE --image-registry X428 » HAM <registry FQDN>[:port] °©

WMRIEERKubernetesIZEMRRRZS « A kubelet iFERMREE—ARERIELIIMYERE
/var/lib/kubelet ~ KA LAERRKISE SRS -~kubelet-dir ©

MEEEEBRTLE MARELEREXNS AT I BETEEEZE o FH --generate-custom
-yaml 2B ERERENPEIL T YamItEE setup B :
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* trident-clusterrolebinding.yaml
* trident-deployment.yaml

* trident-crds.yaml

* trident-clusterrole.yaml

* trident-daemonset.yaml

* trident-service.yaml

* trident-namespace.yaml

* trident-serviceaccount.yaml

* trident-resourcequota.yaml

EEBEERZE « T LUREE SRR KIMLUEDR AR ER --use-cus

./tridentctl install -n trident --use-custom-yaml

7% T ARIE ?

Z#EAstra Tridentz & ~ RRILUEE R B iR ~ BILHEFER

E#HEZEPod °

TEM  BiIBn

TIRTE T LU BRI 181 ~ HAstra TridentFZRECEMIRE o B EE M -
HEVER - FNERIFIARAVERIZHEF AIEFHE] sample-input Bk ©

B2 EREE MRNAARIREEREERZNFEENR  F2HE -

cp sample-input/<backend template>.json backend.json
vi backend.json

tom-yaml UAZEEBETEE o

FRIZ1 backend. json BENE

BCEMIRE « MARAFtiihR

£

=
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./tridentctl -n trident create backend -f backend.json

froscscssss==== frosssssassmssme=s frommoeesosscs s e e m s e e e e
fe======s e F

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

foss=ms=m===== foss============= fEmsmesessososssssssssssscsessososs====
s e +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

fomm - fomm e o -
T e I+

MREITR ~ RRBIHERARRE o EEILIBIT T < RIgMRECE: ~ UFIERE :

./tridentctl -n trident logs

fRRRIREZ 8 ~ REROILD BRAVEE « AR B —RENE o NRESERHPHRNR  F2H "HHEDHE &

B o

TER2 | EIHFEER

KubernetesfEAEEAIEENFEHIFEES (PVCS) REEMIRE "#1F155" fkaiE - EAEGREFAE
&~ BfEFER G 2R FERNEREERER (KfIhATrident) ~ URZIEHHERIKEEINES °

B #FIERKubernetesEAE BISE MR EERIEE - WA EEEZEEE L —ES B EIIMNERIE
LU{EAstra Trident# A © RECEFBVHIRE o

REENGFHEFENEUAERM sample-input/storage-class-csi.yaml.templ L2 FEHTBIHE
%2~ BN BACKEND TYPE (#17ERENITER 218 o
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./tridentctl -n trident get backend

e o T bt
o F—————— +

| NAME | STORAGE DRIVER | UulbD

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-

basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,

ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

i Kubernetes# ~ FRLUE AT LAERS kubectl EKubernetesIZE1L ©

kubectl create -f sample-input/storage-class-basic-csi.yaml

BT FEZ S B FIKubernetesflAstra TridentdAY* basic - csi *&7Z587! « MAstra TridentfEzz 2

& -

ERIEERR
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kubectl get sc basic-csi
NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json

{

"items": [
{
"Config": {
"version": "1V,
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"
by
"storagePools": null,

"additionalStoragePools": null
by

"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz",
"aggr3",
"aggrd"

TEE3 | BLEFE —{EVolume
IREETUENREELE E—EVolume T ° Ea@EBEIKubernetes® ey, "HE8HIEETE" (PVe) ¥t

AR TR (#FEER IR & 2 1L — Bk A E LR

B[ sample-input/pvc-basic-csi.yaml B0 : BEEFHFEEN LB SEEIINSTE o
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kubectl create -f sample-input/pvc-basic-csi.yaml

kubectl get pvc —--watch

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Pending

basic 1s

basic Pending pvc-3acb0dlc-blae-11e9-8d9f-5254004dfdb7 0

basic 5s

basic Bound pvc-3acb0dlc-blae-11e9-8d9£f-5254004dfdb7 1G1i

RWO basic s

$ER4 . TEPodFh I EHLFEE
IRTEEF MBI IR E o FMHSHEH I ZEEPVEINGinf&Pod /usr/share/nginx/html ©

cat << EOF > task-pv-pod.yaml
kind: Pod
apiVersion: vl
metadata:
name: task-pv-pod
spec:
volumes:
- name: task-pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: task-pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/usr/share/nginx/html"
name: task-pv-storage
EQOF
kubectl create -f task-pv-pod.yaml



# Wait for the pod to start
kubectl get pod --watch

# Verify that the volume is mounted on /usr/share/nginx/html
kubectl exec -it task-pv-pod -- df -h /usr/share/nginx/html

# Delete the pod
kubectl delete pod task-pv-pod

LB ~ Pod (FERTERN) ABEE « BHEREAET - MRFE - CAILREMPodfEM o
AEMIBREERE  SEMIEREARK -

kubectl delete pvc basic

CIRFERTABITEM T ~ fg0

* REHA R
R EAETEAER] "
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