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sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common
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sudo sed -i 's/”\ (node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf
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sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

2. #&iscsite-initier-utilshR A< 2 5 7%36.6.0.874-2.el 75 EHTAR A :
rpom -gq iscsi-initiator-utils
3. BiIRmRAFH

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4 MAZERRK:

sudo mpathconf --enable --with multipathd y --find multipaths n

(D R etc/multipath.conf 88 find multipaths no &Y defaults ©

O. FAREfRYNIE iscsid M multipathd BITH :

sudo systemctl enable --now iscsid multipathd

6. BRI EYE) iscsi ¢

sudo systemctl enable --now iscsi

Ubuntu
1. ZETIRREN -

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

N
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dpkg -1 open-iscsi

3. RRHERATFE

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf

4. BAZEREK:

sudo tee /etc/multipath.conf <<-'EOF
defaults {
user friendly names yes
find multipaths no
}
EQF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

(D FE{R etc/multipath.conf B8 find multipaths no &Y defaults ©
S. FAREIRUNLE open-iscsi M multipath-tools EEALHIT :

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
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definition-id>",
"properties™: {
"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1,
"permissions": [
{

"actions": |

"Microsoft.NetApp/netAppAccounts/capacityPools/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/read

"
’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/writ

e"’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/dele
te" ,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/rea
d"’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/wri
te" ,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/del
ete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/Get
Metadata/action",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTargets/r
ead",
"Microsoft.Network/virtualNetworks/read",
"Microsoft.Network/virtualNetworks/subnets/read",



"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations

/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"
1,
"notActions": [1],
"dataActions": [],

"notDataActions": []

* Azure location Z/VEE—E " kEVF4IEE" o € Trident 22.01%E location 2¥ERImMEEER LERN

R - SRRERERNFIEERNUEE -

IE]

SMBHAFR & E M FR K
£ SMB Volume ~ E%7EEH :
* Active Directory B 5% E i 4R = Azure NetApp Files ° 3528 "Microsoft : E17 &EE Azure NetApp Files
Y Active Directory Z4R" o

* Kubernetes®&=E BB LinuxiTHIZSEIEL « LUIKRE/D—{E#1TWindows Server 201989Windows T{E&f
Bh o Astra Trident{EX $2 L4 7E Windows B2 _E HIITHIPod - FISMBRERREE o

* E/DHF—(E Astra Trident #4232 « R FEHI Active Directory 53:5 ~ LUE Azure NetApp Files AESIER:EE
Active Directory ° LAEEME smbcreds -

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BREAWindowsRFSEHISCSI Proxy ° ZERTE csi-proxy ~ sB2E] "GitHub : csi Proxy" 3§ "GitHub : &/
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version

storageDriverName

backendName
subscriptionID
tenantID
clientID
clientSecret

servicelLevel

location

resourceGroups

netappAccounts

capacityPools

virtualNetwork

subnet

networkFeatures

=R EH

EXE L r ey

B 2B EE R
AzuresTRIRVETRIID
FEREEZEMBFERID
FEREEMIA R LRID
FE P2 SR AY A 5 it

Hh”— standard v Premium’
8 "Ultra

BRI MGIEENAzure(IE B
EE@’E’%EE%?%?@E’\Jﬁﬁﬁ%ﬂ%
B

EREIRRE RAINetAppiR A B E
BREEERRAFNEERER
B

BAZIRFHRERERERRTE
LIAGHIF AR BT

Microsoft.Netapp/volumes

FEFRERUBEITANETEEE LE

K5

&5
KIEA1
[Azure - NetApp-Files

eEniEs\iE+ T +BEFIT

" (BEiR)

VolumeBIvnetThBEERIBER Basic

{ Standard °

A IEFRA & AR (EARERTOAE ~ B
FERVRTERIRIFERA - f8RE

networkFeatures YR FREAILE
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2 SllE EB
nfsMountOptions S A2 NF SH & 5818 o "nfsves=3"
SMBHAIR & 2 2B o

B EFANFS 4.1 hRE SRS - 55
B3 nfsvers=4 ELEEFHR DR
HEEIRBEP ~ FEENFS v4.1 0

EEFERER TR E N EERS
BRARIRERPRENHEE
IF o

limitVolumeSize MREROEEE A NSHRLE - "™ FERARBIFIT)
BB IRECE R
debugTraceFlags SRHEHHRSEFRANEEEZE & null

Bl 2 \{"api": false,
"method": true,
"discovery": true} ° FRIEMIE
TEE TR AR 5 B F ARV EC R,
BED ~ TWRIFE/NERIEINEE ©

nasType HENFSESMBRIRE @ EE L © nfs

FEIBFIFE nfs ~ smb ZEnull e NFS
IR ERTER(ER Anull ©

() mBERTHAERBEEN « $BB0 "REAzUre NetApp Files A R & RAVERIIAE o

VENERRETR

NREERIKA ERERRBEIE AT EERN) #5R « CHRARENEM A2 AR ZEIR
MEIR (FHER - ERER - SEERt) o MRRAEEE © Astra Trident & sCEr T2 L B IHFFERREIRIAzUre
BR - HIEANABREREE -

HY{E resourceGroups ¥ netappAccounts > capacityPools > virtualNetwork ' # subnet RJLAfE
FARSAE S BRIERIEE c TAZHIER T « BREATERHE - ARELBIUNSZELEERNER

[=§x-

° resourceGroups * netappAccounts M “capacityPools {BEEHiESs © AIRIRRIINE RESIRH!
FRFEFERIHETANER - TrESHASIETE - TELBENT :

i) I

EIREHE <&REFE>

NetAppik & EREF4E//<NetAppiR 5>

REERM EREHA/<NetApptR B >/<BE2E Fith>
R AR BIREHE/ < B PR

FHERE EREHE/ < EHERE>/< FHEER>
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VolumeE RECE

TR UTEARREAE RS BR @ B PR TE T 78RR « LUERITER A VolumeBIRECE © 552/ [FEREEE0I] UBUSFHAE

£l o

2 =R EH

exportRule BE HH #TRARR (& RYFR A o
exportRule HERBLIEIRDIRN
BE -~ LICIDRFTESIHFRE
BIIPVANIHEER IPVA F4BER 4B A ©
SMBHAIRE B 728K o

snapshotDir $EHl.snapshot B &0 AT R E

size IR ETERR /N

unixPermissions AR ERUNIXHERR (418 ) \EL
#=x) o
SMBHAHEE B 2B ©

4REEEE )

6

r0.00.0.0/01

"R"
100258
" (FEEEINGE ~ ST EEARE

S B RIENBIRAARS o FALLAERS « Astra TridentBEREMMIBEIRERMENetAppIRF ~ BEEEF]
ZIRAGANFEFAERS ~ W BB IR @ REE P —EEEM A L o E%& nasType BB nfs BRE

ER -~ BIn G ANFSHIIERETEIREE °

ECHIRGAEAANFILL E RS EINAER « EEEREIERNEEE « EER LEBEL LRI ERNHIFER

HERSIMYEEE] o

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET

location: eastus
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\)

#h2 : ERREEEHESRNSERBERAES

1B iR4RRE BT HE Volume B it Azure eastus B Ultra REERM . Astra Trident@ BEIERZ MBS
IKEGANFRYFRA FAERE ~ W PEISE b — (@R & I E R & o

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
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‘IR AE— DR RE N E S E R N EE—FEE - MELE D VolumeBIRECETRR(E

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi

unixPermissions: '0777"'
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IR IHERA T E—ERPERZAREFER - ENFZEREEEXRARANRBER « MEBE
fEKubernetesFRE I REB LR RNFHFERNF « EREA - ERBERNERZRAKRED BRMBIKE

performance °

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

HEFERER

V@SN StorageClass EEF2HE LMF#EEERMD o
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ERNEAIESE parameter.selector ML

£/ parameter.selector A UAEEEBIEE StorageClass FANEHMEENERER o ZHEE
BEFMENERIPERZERZHE °

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"
allowVolumeExpansion: true

SMBHARRE BRI E Z A

1R

f£F nasType * node-stage-secret-name fl ‘node-stage-secret-namespace * BRI UISESMB
MR & ~ WIRFREM Active DirectorysBsE & } o



A1 : AR R ERBE AR

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: "default"

52 : SEmHERERTRKE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

43 | BEHREERTENEE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}
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@ nasType: ' smb XIESMBHAIREREEERESS © nasType: "nfs 3 nasType: “null NFS
EENEREESS ©
Ei BN

BIUBIHERIEZE  FRIT MG !
tridentctl create backend -f <backend-file>

MRBIREIIRW ~ RNBIHERERERE o ERIUFIT T < RIGRCER ~ UFEREA
tridentctl logs
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& ECloud Volumes Service AT Google Cloud&imHIINAEE

BZCloud Volumes Service fRUNEIERIEHRVEEHIAERS ~ HENetApp for Google Clouds&iE
AAstra TridentZEEp9% 1 o

EABEfEAstra Trident¥{Cloud Volumes Service Google Cloudfysz1&
Astra Tridenta] ECloud Volumes Service mfE 5 EI—EAR_HNEBERIE "ARFEiEE" .

* * CVSHBE* : FAs&AYAstra TridentfRTE4EE! - EREMERF(CMIRFEARESERMENEXFETEE
o CVSHAEEARFS AR 2 — B RERSIEIE « NI XIS/ 00 GIBA/NWHIER o e LUEEH AP —IE "= (# RS
[B4R" :

° standard
° premium
° extreme

* *CVS : CVSIRBHRENRMS DB AE « (BMAEFRERIPE - CVSIRFFIRTE —BERASEIA « AR
FEIRNRENET GBIHEIRE © #EFERNRZAIES50EHIRE - HPAaHirE g AERN
RIS EFNREE - TRILUEFERP—IE "MIERBER"

° standardsw

° zoneredundantstandardsw

TEENER

WS ERAER " A Google Cloud Cloud Volumes Service" % ~ {8EETFIER :

* Google CloudfR /A B & ENetApp Cloud Volumes Service IhAE
* Google Clouditk 5 HIER4RIR

* Google CloudfRFEIRE netappcloudvolumes.admin B8
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version KB

storageDriverName HEEENIELTE TGCP-CVS]

backendName BT LS #ER R BERENE [ + APIERN—
i)

storageClass gﬁ??EECVSHEﬁﬁ@E"J%ﬁE%

M software AIEEIECVSHIRIEEE
B o B « Astra Trident&EXFHCVS
WBEARFEFERY (hardware) ©

storagePools {EFRCVSHRFELEE! - ERZ2H ~ B
RieE AR BIIMEENEEER
Ao

projectNumber Google CloudikR A B Z4RE o ILE
BJ7E£Google Cloud A O4BILE Bk
Fo

hostProjectNumber MNRERAHZVPCHER « AIANE
5B o TELEZEAFIAH ~
projectNumber EARFEEZR + U
&2 hostProjectNumber e Fi%E

% o
apiRegion Astra TridentfEGoogle Cloud & 15

iZCloud Volumes Service T &R
2HINEE o BB &IgKubernetes
RER - SEPRIEEE
apiRegion AJAMRTEZEGoogle
Cloud @I VERRE EHIIEN T1EE&
ﬁ o

BEIEREGELTEINRA o
apiKey #Google CloudfRFE IR B APIE 18

netappcloudvolumes.admin p=z|

=
Hh & Google CloudiRFEHRE FA

BEBER FFERRIKAER
1) HIJSON-HERAZA o
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#

proxyURL

nfsMountOptions

limitVolumeSize

servicelLevel

network

debugTraceFlags

allowedTopologies

VolumeX R EETE

L iz

Proxy URL (U1REFEZEProxyfmfRas
ZREELRECVSIRE) © ProxyfaAR
SSEJLUEHTTP ProxyZHTTPS
Proxy °

HHHTTPS Proxy ~ B BUAREER

% LU FFEProxy @RS P ER B
HEZENESE o

A BB AEEEProxy Al ARSS ©
FE4MIZEHINF SH 81 o “nfsves=3"

MRERVHEFREANSHRIEE s " (FERAREIHNT)
AIERICER -

BRANHERERICVSMAESICVS CVSHAETaR 4 MMEE )

ARFEE 4R ©
CVSTE:R A ME#)
CVSHIMBE(EA standard »

premium 3 ‘extreme °

CVS{EE#E standardsw 3§

zoneredundantstandardsw ©

Google Cloud#8#&A#2Cloud B
Volumes Service fRERIAEERIR

%o

SRR EEANEEEZE g null
B 2 \{"api":false,
"method" :true} °

PRIFICIE TR A TRR B H AR R B 5T
fi@ﬂ’ﬂ%ﬂﬁﬁzﬂEEﬂ ~ BRFE/DER LIS
BE °

HERABEREFIN - &
BJStorageClassE &E#E AR
allowedTopologies WEBZFT
&l o

fan

- key:
topology.kubernetes.io/reg
ion

values:

- us-eastl

- europe-westl

A ATEPIEHI FERAIVolume B JRECE defaults AARRIERI—ED o

[e}

)
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g Sk EEY

exportRule HMERENELRE - XBEUE  10.00.0.0/0]
SENPRAYEE - LICIDRERTIESIE

FRAMIPvAfIHESY IPv4F 48R 4R

o (o]

snapshotDir ZHY . snapshot Bk "fR"
snapshotReserve REB4SREBRIMIEE B LE " ($#=CVSTEREZO0)
size IR EAY AN 0 CVSHBERRFSIRRITER A

100GiBJ °
CVSHHAERIE#3100 GiB °
CVSHRFSHERI M KRR ETERE ~ B
CVS&iE#1 GiB ° ZEVEREEI1GBe
CVSHAEAR SRR EE

THISEAIRHMCVSABEARTS LR T RISEHIAERS o
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version: 1

storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2

apiKey:

type: service account

project id: my-gcp-project

private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth
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token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com



#H2 : IRFFEARAERS

AR HIERPARIRMERREEIR  BERFSE R VolumeTasR(E °

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth
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token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti



A3 ERE AR

IEEHIER storage REBREERERF StorageClasses AMOIEARE o (520 [HFLEREE) UUEE
WA E & FHETFLER ©

LR B H AR ENERE RNRE S ERTERIE snapshotReserve 5%#l exportRule &

0.00.0/0 ° EREFRMEBEFTEEMN storage B - BEER EREEHEEEE CHERER
serviceLevel MELEFMNSTEETERE - ERERMNERCAREDERMIMKIE performance
M protection°

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west?2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
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XsYgbgyxy4zg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard

servicelevel: standard



EEFERE R

T35 StorageClassE B AN ERERABRREF © £ parameters.selector » AU A & {EStorageClass
IEEANESMEENERER - ZHEESEFMENERNTERZERT °
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: netapp.io/trident
parameters:

selector: "performance=standard"



allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: netapp.io/trident
parameters:

selector: "protection=extra"
allowVolumeExpansion: true

* 55—{EStorageClass (cvs-extreme-extra-protection) HEEF—EERERA o EEM—I2Hik
BEE ~ RBFRBERAB10%NEIRAM o

* Exf&—{ElStorageClass (cvs-extra-protection) EHIREIRBRE10%EREEFEIRM o Astra
TridentRTE EEHMEERER « TRARSREBIREEX °

CVSHRF&4a5 &
T EEHIRHCVSARFS AR MISEFIARAE o



ERFERNRERZIRERE storageClass FEECVSIRFEFERFTERR(E standardsw IRFEELR .

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"



auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelevel: standardsw
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I EH| B IRAHREER storagePools MUEREHEFE R ©

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:

type: service account

project id: cloud-native-data

private key id: "<id value>"
private key: |-

MIIEvVAIBADANBgkghkiGI9wOBAQEFAASCBKYwggSiAgEAAOIBAQDaT+0ul 9FBAwW1 9
L1AGEkrYUS5xd9K5N105JMkIEFNDSWCD+Nv+jdlGvt FRLaLKSRVXyFS5wzvztmODNS+
qtScpQ+5cFpQkuGtvIUI+N6qtuVYYO3b504Kp5CtqVPICgMJakK2j8pZTIgUiMum/
5/Y90TbZrjAHSMgIm2nHzFg2X0rqgVMaHghI 6ATm4 DOuWx8XGWKTGIP1cO0gPqJlgsS
LLaWOH4VIZQZCAYyW5IUp9CAMWgHgdGOUhFNfCgMmED6PBUVVLsLvcg86X+QSWRIk
ETQElj/sGCenPF7tilDhGBFafd9hPnxg9PZY29ArEZwWY 9G/Zj ZQXTWPgs0VvxiNR
DxZRC3GXAgMBAAECggEACN5¢c590G/gqnVEVI1ICWMAa1M5M2z09JFh1L11JKwntNP]j
Vilw2eTW2+UE7HbJru/S7TKQgASDnn9kvCraEahPRuddUMrDOvG4kT1/IODV6uFuk
Y0sZfbgd4iMUQ21smvGsgFzwloYWS5qzO1W83ivXH/HW/1igkmY2eW+EPRS/hwSSu
SscR+SojI7PBOBWSJh1V4ygqYf3veD/D95e12CVHERCkL85DKuUmeZ+yHENpiXGZAE
£8xSs4a500Pm6NHhevCw2a/UQ95/foXNUR450HtbjieJo50+FF6EYZQGEU2ZHZ08
37FBKuaJdkdGW5xgaI9TL7agkGkFMF4F2gv0OZM+vy8QKBgQD40oVuOkJD1hkTHP8 6W
esFlwlkpWyJRI9ZATLIOG/rVpslnX+XdDgOWQf4umdLNauShYEHOLU6ZSGs1Xk3/B
NHwR60XFugEKNi1iu83d0zS1HhTy7PZp0Zzdj5a/vVvQfPDMz70vsqLRdA7YCAbdzuQO0
+Ahg0ZtwvgOHQ64hdWO0ukpYRRWKBgQDgyHj 98ogswoYula+pPlySOpPwlmjwKyNm
/HayzCp+Qjiyy7Tzg8AUqlH10u83XbV428)jvg7kDhO7PCCKFg+mMmfgHmTpbOMag
KpKnZg4ipsgPlyHNNEoRmcailXbwIhCLewMgMrggUiLOmCw4PscL5nK+4GKu2XEL
JLqjWAZFMOKBgFHkKQIXXRAJ1kR3XpGHOGN890pZ0kCVSrgjubalef /5KY1FCt8ew
F/+alxM2iQSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PJHMkLXa2uazs4
WR17sLduj62RgGXRLX0c0QkwBiNFyHbRcpdkZJQuibYMhBa+757SxT4BtAOGAWMWT
UucocRXZm/pdvz9wteNH3YDWnJILMxm1KCO6gMXbBoYrliY4sm3ywJWMC+1Cd/HBA
Gecxd/xVuSmA2L2N3KMgl8Zhz8Th0G5DwKyDRJIgOQ0Q4 6 yuNXOoYE]jlo4Wjyk8Me
+t108iK98EO0UMZnhTgfSpSNE1bz2AqnzQ3MNOUECgYAqdvdVPnKGEfvdtZ2DjyMod
E89UIC41W])jIGmHsd8W65+3X0RWMzKMT 6aZc5tK9J5dHVMWIETnbM+1TImdBBEFga
NWOC6£f3r2xbGXHhaWSl+nobpTuvlo56ZRJIJVvVk71FMsiddzMuHH8pxfgNJemwA4P
ThDHCejv035NNV6oKyoO0tA==

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"'



auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw

ETRRIE?
BUBIKERBEZR AT TGS

tridentctl create backend -f <backend-file>
MRBIREILKRYN » RNBIRAERAERE o I UBIT i< RKigRacEk ~ UHIETNRE -
tridentctl logs

HALEEBERIREE % « EAIUE RS Toreated? o
%R ENetApp HCI —ER 2 2IHAERISolidFire i
BEARAN{ITE 28t Astra TridentBF i 17 R fEATTRZBI ©
BtA A

HRITEER A« CRETHIES -

* TRRNEEFERA - ATH{TElementEBE ©
* 1RHt4ENetApp HCI / SolidFires= S BIR S A FAEBIFEE - UBEIRHMIEE o
* FRAERIKubernetes TEEN BN ARFEZ LB EMISCSIT A o ;AR "L EFEEA"

Volume &3

° solidfire-san EFRENIEN ZIEEMEVolumetETl | IERMEIR - AN Filesystem HEREE A
b5 ~ Astra Trident& 2 HE B IR IIER AR - IR AFKIEE A StorageClassigRE ©
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EeENIZ TV BaRihE Volumet&Ez{ SERFEHEL SIERIERERR

solidfire-san iSCSI &1 rwo » ROX ~ rwx EIERRLR - [ FIRE
IREEE o
solidfire-san iISCSI &1 rwo » ROX ~ rwx EIERRT - [ FRE
IREEE o
solidfire-san  iSCSI EERK Rwo * ROX xfs > ext3: extd
solidfire-san iSCSI EEEN Y Rwo ~ ROX xfs > ext3 ™ ext4

Astra Trident?E {15438 8 M csiE REC B2 TR ERACHAP ° IIRIEERNZCHAP B2 T
() os WTERME) - AARBE—SEE o BEFMRE Usccrap AIEEEREosi Trident(s
FICHAP o HRISESR "4 12 o

@ Volume7ZEXE#4B1E3Z Astra TridentAI B4R IEcSiZRAB 1R - EAstra TridentsZ €A csiy EE
{EBF ~ ZfERCHAP ©

BB AccessGroups 3 UseCHAP BERE ~ BA T IHAP—IEFRA :

* MNREFERMAE trident EAEIFEEHA « FRFEEE o
* MNRFKERFFEEELE - HKuberneteshkd<%1.75( E#hk4s ~ BIEEACHAP ©

i)

A L PN
Bin ERREIR

T RIRERRER « F2R TR !

2% =REA 8%
version IKIBZA1
storageDriverName HEREIEN LTS KiEZE lsolidfire-san]
backendName B & Bo TR R ISts_1 +E7ERMHE (SCSI) IP{i
HtSolidFire
Endpoint MVIP ~ R SolidFire $#FETE PR
BN HEEREDEHANRE
SVIP #7752 (iSCSI) IPfiitFnEEE
labels ERFEIREMNERISON-ERIE M
ZHE -
TenantName Eﬁﬁﬁﬁ"]*ﬂﬁ%*ﬁ (tlﬂi?iﬂ@] N
SRYEIL)
InitiatorIFace FISCSIMEMRFIERENEE T 81y
UseCHAP fEFCHAPER:EISCSI =8
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W

#

AccessGroups
Types

limitVolumeSize

debugTraceFlags

=R EH
EFANEFEEHHIDFE
QoSHI&

MNREKRAIRE X/ NS ILE
AIERECERN

SREHHEARPF E(EFRAVEIEIEIZE - &
}@J: {"API": &~ THEL :true

6

224 TTrident) WI7ZEXEEZEID

1 (FERAFEREINIT)

null

(D #7fER debugTracerlags BIEELIBHHRIL BEHRAUTEHAED o

&1 . BB IRARRE solidfire-san — @i E AT MNEREEITED,

IEEEAIFR R EFACHAPERSE R R IRIESE « W AB1FE QoSiR:EHI =T VolumefRTURE o T1RA

745 ~ UMEERARERELELRR tops #EFHRZ2H -

version: 1

storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0

SVIP: "<svip>:3260"

TenantName: "<tenant>"

labels:
k8scluster: devl

backend: devl-element-cluster

UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

N
A

E
=4

=
=

E

i
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#0512 : NBIREFFLERNAR solidfire-san REIENEER TR
e AERERERE R MR ENRIKERE « UWRBRELE RN StorageClass °

Astra Trident&@ T HIRECER « iSfEF RN ERRBRERIRIRFHFLUN - BT HEER « REEESRIUH
HEEERERNERRE « LRREFHIEE DA

£ TEFrmAEMRIFERIET « FHEMARENREFERNREFENTERE type IRE - ERERMEE
FEFEK storage BER ° EULEHHF « BEMEEROITEITRERE « AEERHAEER LilifaRE -

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"

TenantName: "<tenant>"
UseCHAP: true
Types:

- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1

storage:

- labels:
performance: gold
cost: '4'

zone: us-east-la
type: Gold

- labels:
performance: silver

cost: '3'
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zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: '2'
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: '1'
zone: us-—east-1d

T%StorageClassE &eis L EHRE IR o (£ parameters.selector HIH » E{EStorageClass &MY
BRLE E R E R BT AR Volume IR E K S EFIENERE R ERSEREHE -

5 —{EStorageClass (solidfire-gold-four) RHHEEF—EERERM - ERW—RESSHUENEIR

M volume Type QoS 4R ° Bz —fElStorageClass (solidfire-silver) EH{EAIRHIBAMIENFHEE
gt o Astra TridentRERTEEEMEEREE « WHREFRTEHERRK
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=gold; cost=4"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=3"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=bronze; cost=2"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=1"
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver"

fsType: "ext4d"
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MEFFHEER ~ F2H

* "Volume7ZEXE¥4R"

1R SANEEEIFZTLONTAP

ONTAP SAN EEENFE T AEER

ARABEEYNRI{EFIONTAP X EEINSEBIThSEFNIIBEME SANEEENTZ TV AR E hBEMEHY R
i © ONTAP Cloud Volumes ONTAP
ONTAP SAN EEEIIZHEEE:

Astra Control ] &£ FIZ I iR @ iR imAR (RaE « KB MEMNBE (TEKubernetesFE & 2 IS ENHAIRE)
ontap-nas > ontap-nas-flexgroup #M ‘ontap-san EREIFEI( : 552R "Astra Control#E 5 5o & L
ESEHEER]

* W BER ontap-nas BANBEEERHRE « KEWMENMTENNINEXEELEESH -
* {8 ontap-san-economy ETEEARIVolumefERE13 2SI ONTAP TIEMBR 26 ©

* M ontap-nas-economy RBETETERRVolumelFHEZEEONTAP NS HEFE ~ UK ontap-san-
economy HAFERHEEFER

* :B7MER ontap-nas-economy MRETEIAFEEFIRE - KEEMEITENNE
fERE R
Astra TridentZmELLONTAP M X#IT « BEEULZENARXHIT adnin BEFHAED vsadmin SVMIE
BE - EEHEEABZAELBIERE - HitAmazon FSX for NetApp ONTAP sZ1EfINetAppIhAE « Astra

TridentTBEAE LLONTAP FEREEMNEZREIT ~ UBITHZEHSVMEREMNE 9D fsxadmin EAED vsadmin
SVMERE - HEGHEARZ FELBIERSE o o fsxadnin FRESEEERTEHENAREEN -

MREMFER 1imitAggregateUsage B8 | EEZEEIEHEIR o B HAmazon FSX for
@ NetApp ONTAP BF « ¥FfAstra Trident 1imitAggregateUsage S8 E A EEFEA vsadmin
#l fsxadmin FAERE | IREIETI2E ~ BEEEEF TR o

EEPAR] IATEONTAP s @ N @RI A S « B TridentBRENZVAESER ~ (BRFITERITIEEM o Trident
IR Z RHThRASER G PR AU EEIMATAPI ~ TIBLEAPIAEMAE & ~ EFAHRESHREE S Z s -

ZEFHEFHONTAP Z1EAYSANERSNFZ T 2K 28 E 2 i
B ONTAP SAN EEFFZTLEE ONTAP RBimaVSE KM ESsEEEIE o
HIFFAONTAP AR IBIHES ~ Astra TridentE/ D EEIER—EESBE4ESVM ©

AT ~ BRI UMITZERSER  LEIITEM—E N ZEREITZ N TELER o HIE0 ~ RIUERE san-
dev {FARBEER] ontap-san EBENFETNEL san-default FAMEER] ontap-san-economy —

PR RIKubernetes TIFEARLER N AL EEEMISCSITA - F2R "EE LIFER UEUSHMEER -
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ES25 ONTAP i
Astra Tridenti2tMFEEEONTAP 5 IhRE R EG 8 L HE Y& i ©

* 2UEE! | ONTAP HEEFTEHIRNFERAERBIEE - BZEABATCENZE2EASE « HIU0 admin
vsadmin MFEMREIONTAP EHIRAMR AHEEME ©

* /RFEEL | Astra Tridentth SEONTAP fE I R R IRAY/RE EEEREETEN © HIE - BIFERYUAES
RRImESE « SWRIEENCARSE (EREER) #IBaseb4iRiE o

TR AEFIRA R - UEESNRENRER S AZERE - N8 « —RAZE—EEEH X - EBURER
ERERE A « EURRRIRERPBIRIRARE

(D NREEARRR M TRANE  BIRELR R  WEARREPRHZERISE -

RYFERE AR

Astra TridentfRESVMEEE/ZEHEESIEENIHEEN « 7 5EEONTAP ZBiImETEN - ERFERTALERN
TEMAE B admin F vsadmin o S ATFERERIRONTAP BIZIRIRASRIFRIEIES « AR Astra
TridenthR A FISE G EEFATHBEAPI o AT LURII BEINEZE BT AAE ~ T BdAstra TridentfSECfEA ~ (B E=E

FH o

BinEZEHII TFR

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"
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LT BIREHREM— LI FREFDENAE - BUBRK 2% « FAELE/ZETLBase644RIE - A #1F
AKubernetesté® o B BB Im e —EEEHTENMINTE - At - ER—BAEIEEIR(E -
HKubernetes /{f#FEIESHIT °

R F/RFE R EREE
HMMIRAN BT AERRE « WEONTAP ZBimE: - BIAEERE=([E2H -

* ARIR&E | AP In/&RsERYBase64ARIGHE
* BRIREALEER | FBLE 2IRAIBase64iRIB(E
* {SfEBYCACertifate : Z{SECARERIBaseb44RiB(E o MNRERSERICA « BILRREUILBE - IRKERA
S1ERICA ~ BIRT/BBRLERTRE o
HAN TERIZEIE TP o

1. %Eﬁﬁﬁ'iﬁﬁ, EEAE IR o AR « A% Common Name (CN) (—f&%# (CN) ) s|REAONTAP B8

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. BISERICAREFTIEONTAP ER(EHEE - ErIscEHHEAFEIRSRIE - MRKREMEENCA ~ FREL o

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver—-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. 7EONTAP ZiR#E&E FRERRIRRENER (PR1) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver—name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. FEEIONTAP ZENTERBAME cert BB o

security login create -user-or-group-name admin -application ontapi
—authentication-method cert

security login create -user-or-group-name admin -application http
—authentication-method cert
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5. EAEENREHIFERE - LLONTAP Management LIF IPFISVM&TEBEX<SfManagement LIF>F<vserver
name> ©

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>"

6. {FHBaseb44RiE/&R:E - SIBFSIERICAREE

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4

7. fERR E—PEUSHERIIE o

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...OVaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

fommmmmmmmm== P mesesa== B et
Fomommmme Frommmmomos +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e el Fommemememooomom= e
Fomomomoe Froccooomo= +

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fom - Fomm e -
Fommmmm== o= +
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EERE T A e E B

TR UAEFIRB R - UERARNERRE S ASRESEHDRE R o EMiEL AT | EAERERE/EN
AYRIR P ERIAE AR ; ERRENRIGA EMAEAERR/EE - SEEEMW - By ARRRANEE
5~ RBIILERE A o REERAEHbackend. jsontE®R - EHEZERITHNESE tridentctl
backend update °

cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e i fom e o
R remmmeme== +F

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R et R fessmsmess e s ss s oses s s s e=s
fmm====== fememe==== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma=s R fesssssssssscsesessosssassssassssasmaaa
from e fr e +

EEHEMERER « FEIRELASBIONTAP ERENEE (LRBI0S) - BERERE
() # - GEEEEs RS EERNEEERE - ARBHERUSRRIES « 2%
HONTAP B MR E 80788 o

BEHRIFEAR ﬁq:t%ﬁ%EL_LZEzzEﬁEE’J??HE MRS E L BEIUMNHBIEEELR - FIINEIEEHETAstra
TridentA] LAEAONTAP % & im@aN ~ M AR IR AR FKAIVolumefEZE o

EFRERICHAPE R ELR

Astra Tridentr] AEFH € mICHAPEREEISCSI TEFSER ontap-san #l ontap-san-economy SEENTET | BRE
BXFB useCHAP ¥EIH o R E A6 "true’Astra TrldentH%SVME’Ji‘E SRIENSR L MR TEAERCHAP ~ T BIRIES
E“Eﬁﬁﬁ%%ﬁ*ﬂ%“ o NetAppiE:R{E R MCHAPKRESEEAR ° s R T 4BREEE A -
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ ° %seCHAP DHETMEE - RERTE o TRR(ER MR o HRAtrueZ B ~ EREERE
RAR o

tE9M useCHAP=true » chapInitiatorSecret s chapTargetInitiatorSecret °
chapTargetUsername Ao chapUsername WU BEIERRERT c PITEIRBRKEBIRZE ~ BIJEE
2B tridentctl update ©

BEAR
BB TE useCHAP AHE - #EEIE S5 Astra Trident{T{#17& 1 _L R ECHAP « E8IFTSER :

* f£SVM_LEERECHAP :

° MNRSVMIITER BN Z 2 MR AR (FERRE) M ~ IR EFHRE BEFENTAES FEELUN ~ Astra
Trident@HETER L 24 FERYR A cHAP WAER ECHAPE EN 2SI B2 A E L IBIKE -

° YNRSVMEZLUN - Astra TridentiF A Z7ESVM_LEEIEHCHAP o NIt AT FERARHIFERSVM LB 1F1E
AILUN o

* RECHAPHENSRM B RERE LBNINE ; BEERLAERIKERTIEE (WLFIR) o

B BIR 21 - Astra Trident& 27 ¥ &R tridentbackend H%CHAP*%%‘E' 15 & LB TEAKubernetest
2 o M Astra TridentfE & K _EIRIIMFREPV ~ #g &N CHAP L

TEdEsDE B BRI

S A E T HICHAPZ EUIR ERHTCHAPEREE backend. json 1BE | EEEFHCHAPHEZ 55/
tridentctl update @@ e U st e

@ FHBIHAICHAPHE RS « IKMUBER tridentctl UEHEM o FB70FEBCLI/ONTAP UIEH
HEEE LR ER « AAAstra TridentfE RIS B L EE o
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e —— e — e e ettt
t——— R +

REMNEGRFAERIRE ; NRSVM_EMAstra TridentEE#5058 « EFIREBREIERPARE  IERIERE
HAVEEEEE R « MIRAEGNRFERFIRE  PErEPVAVERI BHER « REEAEMEEER

SANZHREZEIEEAEEHIONTAP

BRAZUN{AI352BONTAP Astra TridentZ2 8£ 2K 52 17 Kz E F S $ENetAppEYSANEEENTE T, o ASER
IRt BIRARREEEH ~ LUK AN (Al & i ¥ FE = StorageClassHEFARER K ©
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W

#

storageDriverName

backendName

managementLIF

dataLlIF

useCHAP

chapInitiatorSecret

labels

chapTargetInitiatorSecret

chapUsername

chapTargetUsername

clientCertificate

46

=RER
HIFEEHIE N BB

EREAERETEXE Y
EESVMEIELIFAIP{ItE

B THEEE MetroCluster #8111 ~
N ZBIERE SVM BIE LIF o

TR s TR @A (FQDN
) o

R ERZIEAstra Trident ~ BIJE] %
EEAIPV6IlE --use-ipv6 &
12 o IPVIItAZBIA SRR E

2  iN[28e8 : d9fb : a825 : b7bf
: 69a8 : d02f : 9e7b : 3555] °

EHIHELIFRIPALIL ©

SENFEEISCSI o Astra TridentfFH
B "AIEENLUNEFEONTAP" 7%
B 2 BRI T VERSERFREMVISCI
LIF o INRBAUIER - B EEEE
£ datalIF EBREES °
{EFACHAPESZ:5iISCSIIU{EONTAP

SERAZIENSANEEZ LA
ME]

RES true ARt Astra Tridents& €
R ERERCHAPAZIRSVMAEY
TEREREE o 2R "EEE
FAONTAP Z1ERISANERENTE T 2KER
ERlm" UESHER o

CHAPRYENZZZDE o HERH
useCHAP=true

ER DR EBERTJISON-HETUE
EECES

CHAPE RIS T - WERMH

useCHAP=true

BAERERME - WERM

useCHAP=true

BIRERERTE - BB

useCHAP=true

BB /REBase644RiEE - AR

REE R ERE

=
HoxX

ontap—-nas > ontap-nas-
economy ¥ ontap-nas-
flexgroup * ontap-san®
ontap-san-economy

EEEiZ\ a8+ T_J + dataLIF

r10.0.0.11 ~ T[2001:1234:abcd:::
fefo]l

JEESVM

false

M
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2 SllE EB
clientPrivateKey AERimfAZEiEMBasec4RIEE o [
B /REE R
trustedCACertificate Z{S1ECAREHIBaseb44RiEE o & ]
BB o F/EERERE o
username BIONTAP ZEEEAFAENFERE T
%78 o AR EREERIERE o
password BIONTAP ZEEBAFAEMZEE o T
FREOERERE o
svm EFRANFEEEREES MEZFSVMAITTE
managementLIF BT
storagePrefix ESVMAFCE IR ERFRfEAR  trident
AR ©

HEBEAEN - EETMUIESH
CRERIEBIR o

limitAggregateUsage MRFERAERSRIEE DL ~ BlEZE M (FEERFa&HIETT)
EITERKCE °

R EEHAAmazon FSX for
NetApp ONTAP Sendbackend * &
N3 limitAggregateUsage ©
MR fsxadmin M vsadmin &5
NE EH#EENAggregatefE A EFAEERY
REFR ~ Wi {EFHAstra TridentINIAPR

) o
limitVolumeSize MREBRAVFEIEE X/ NSHUEE - M (FERAZEHIHIT)
BB RECE R o
S RHIEHEER gtreeFLUNBEHE
BARNER °
lunsPerFlexvol SFlexVol EILUNBIERALUNSI=Z «~ 100
BEEWAZBTE[50 ~ 200]
debugTraceFlags SREPEARBT E(ERAVERIEIZ o 8 null
Bl {"API" DB~ THEL :true
}

PRIFCETE I TRE B AR S
ARBYECERARED ~ BRIF/DEEM o
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st

useREST

BRERICEMIRE N RIGERRER
AT LU B R BV 45 L R TR AR I TRAR S

W

#

spacelAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

48

=R EH

{EFIONTAP Isrest APIBYf S
o BifTTaE

useREST LU RMTFEE VA i

# ~ BEARREIRIE - MIEAR
EXFETEES - REAR

true * Astra Tridenti&fEFONTAP
FFLEAPIEAR IR T o LEINEERE
ZEONTAP EREHhRASHIARZS © ItE
SPONTAP ~ FRERNEARBHKEA
AE#TEE ontap FEFARER | E=TE
HLEHEM vsadmin M cluster-
admin A :

useREST A Z#EMetroCluster £
g o

=

false

IRECE defaults AHREEER o WIFEA ~ SR THIHERREER) o

=R EH
LUNRYZER 2B

TREREELR ; ME (Bf)
g MVolumels (%)

E(FEFHRISnapshot/RE

ERIKAAFTE L R E FI QoS R A
B4 - EESEAMTER/BIRIVE
F—{ElqosPolicy
Z{adaptiveQosPolicy ©

{2 ficAstra TridentfE FHQo SR B E#4H
EFEONTAP FREHRASAIRRZS o
FfIERFERIEHAMNQoSRAIR
48~ THRRRBEESENERE
SEAEMEHE - HEMIQoSIRAIEE
4EHSaHIFRE TIFa MNERIES
LR

BRI AP IR L R & RsRE
HQoSFAEHE - EIFBEMESE
& /& imRYEL P —{ElqosPolicy
Z{adaptiveQosPolicy

REMIRIR 101 BHEREB DL

BIAEAE « EREEDEIEE

an
KX
FERY

.
M4

s

M

R snapshotPolicy 73 [
R ]
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W

% 55 AA 6

encryption TEEThERE & FERAANetApp Volume T
Encryption (NVE) ; FB:%%
false o WZETEHRE HIRHETRL
FANVE ~ 7 SE{FEFIIEEE1E o

MNRERIGEIANAE ~ BAstra
Trident R EC & AV(E IR E ER 2 ER
FANAE ©

MNEFAMAER ~ 5520/ © "Astra
Tridentf{Al EANVEFINAEIBBCE(E

"o

luksEncryption EXYFALUKSHNZR © :5288 "EHLinux "
H—EiwRE (LUKS) "o
securityStyle HHEEEMNZ 2% unix
tieringPolicy DERAER M) ONTAP 9.5 BiFISVM-DRABAE
7y TEHIREE |
Volume = FEC & &)

TR EEERENEHR

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'
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HEFERERIIAIFIE Volume ontap-san EEENFETNAstra TridentfEFlexVol THELUNFEE RIEYE
F2H ~ ZESMENN10%MAE o LUNIIECE K/NEMEREEPVCHERNA/NTEEAEE © Astra

(D TridentzEFlexvol B(EIBAZPIENN10%MEE (BERONTAP (EEE LAIMMRY) - ERERMAE
B ESFRERMN AR E o BB aIfhIELUNZAMSE - BRIEFBETRE DA « EFE
FONTAP-san&&E B o

AN EZMELE snapshotReserve ~ Astra Trident& kBB 55 5t & Volumek/)y :

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1;2885M0%HBYAstra Tridentfl AFlexVol EltheZIELUNAAEERIAYINAEE o BRI snapshotReserve = 5% »
MPVCERK= 5GiB - HIR&42K/\%&5.79GiB ~ A FHR/\A5.5GIB ° © volume show &5 < EREREELULTEEH!
HIAER

Aggregate State Size Available Used%

_pvc_89flcl56_3801_4ded_9f9d_034d54c39514
online RW 18GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_95la_0Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

BAl - REREA/N ~ AR ERRIREAR Volume o

RIRAHAEEE A

THSEARETERERE « BABIS2HFREERE - ERERBRIEREENTTE

@ UNERIETE NetApp ONTAP _LH2ED Astra Trident {8 Amazon FSX ~ EZISEE A DNS £
78 ~ MIE IP itk o
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ONTAP SAN =/|\LAHREEE 6

S ANEAAERE ontap-san Y En

version: 1
storageDriverName:

ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend

username: vsadmin

password: <password>

ONTAP SAN &7 B) R{R 4R AR &35

version: 1

storageDriverName:

ontap-san-economy

managementLIF: 10.0.0.1

svm: svm iscsi eco

username: vsadmin

password: <password>

51
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=3

TFUEEALEREEE B clientCertificate » clientPrivateKey ' # “trustedCACertificate (
R~ MRERE1ENCA) BIEA backend. json M ARIEBIEAFiR&RE A EEBREECARENE
HEe44RIEE o

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz



& CHAP #if)

ELEEFIEREIL B IR useCHAP REA true ©
ONTAP SAN CHAP #5fj

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN #&% CHAP &34

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

EREENRIRIEA

EELRIHERERHAF P - FHEMBERENRER ETERE « M spaceReserve &
spaceAllocation {& ~ M encryption & o BB RN EEFFERLPERD o

Astra Trident®7E TComments] IR EERICERE ° 557EFlexVol Thei@IZHIRHER o Astra Trident®
EERRER - BERES RN EMNFAEEHRENEIHEEEE - A7 HEER - EEEETUHHESEERE

RHNERRE « WIKIRBASHERE D4



EELEEFIF - BLEAEFNEBEITRER spaceReserve © spaceAllocation M ‘encryption {8 M
e th S ESTERI(E o
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000"
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000'
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

qosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



ONTAP SAN #7547k &1 45

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20"'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
- labels:
department: legal
creditpoints: '5000'



zone: us_east lc

defaults:
spaceAllocation: 'true'
encryption: 'false'

& In ¥ FE = StorageClass

%! StorageClass E&AZSE [EHEENEIRZH] o 5 parameters.selector HIH » FE
StorageClass #B& 1ML EHFEE v A IR E o HEE R EEMENERERAPERZERER °

* o protection-gold StorageClass EHEEFHFE —EEREE ontap-san Bl | EEM—IRMEEHK
1 \DXE’J% go ©

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"

* ° protection-not- gold StorageClass EHEEFHFE _EFMFE=(EEREE ontap-san &Blf : TR
W—iRESRIIMRERRNIER -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqgldb StorageClass EHEEFHE=BEEHRERE ontap-san-economy &l : B —72%
mysqldb F5R FE AR IR EHEFEHAHRENER o
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysgldb"
fsType: "ext4d"

* o protection-silver-creditpoints-20k StorageClass E¥EEHRMYE _EEHERE ontap-san

®in . SEME—IRHIRRIREM 20000 ESARFEIE R

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-silver-creditpoints-20k

provisioner: netapp.io/trident

parameters:

selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* ° creditpoints-5k StorageClass EHEZEPHE=BERER ontap-san FRIER RN EIEERE

& ontap-san-economy & : S —¥#E 5000 EEHEMHBNERFE °

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Astra Tridenti /R EZEEUMEERER « WHEFRFSRESRXK -

ASNASEEEITZTLONTAP

ONTAP NAS EEShF2 St

R A BRI A EEFONTAP IhsE M INSEIENASEEEN T2 TU R E TAE 1RV B iR © ONTAP

Cloud Volumes ONTAP
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ONTAP NAS FEEIFZHNEEE

Astra ControlA] &I NIRE IR MR (RE « KEINEMBEME (EKubemetesFE Z AR EELIZE)
ontap-nas * ontap-nas-flexgroup M ‘ontap-san EEBIFEI( : 552 "Astra Control#E % 5o/ & X
ESEHEER

* WWZEER ontap-nas HMANEEERHRE « KEWENTHONEXEXTIEESH -

* M ontap-san-economy ETEEARIVolumefEF 2R ES IR ONTAP ZIEN B =K ©

* {£F ontap-nas-economy RETETEHIRIVolumelEFE E LEONTAP XIEMEHETE ~ MUK ontap-san-
economy A RREEREDR ©

* 3B7MER ontap-nas-economy MRETEIAFEERRE - KEEMETITINE -

EREER

Astra Tridentf B LAONTAP XIERAIFZ VAT « BE BRI TNAIT adnin £EMEAEW vsadmin SVMfE
RE - AEAERARZRELENERE -

#htAmazon FSX for NetApp ONTAP Z3RHINetAppIHSE ~ Astra TridentFTEHAE LAONTAP B ZE £ L#
17~ UBMITSZIRESVMEEEN T 7 fsxadmin FAEH vsadnin SVMERE - XEBHEBEABZ A EHHE
BfEE®E © o fsxadmin FREREEEEFRENARER -

MNREMFER 1imitAggregateUsage 28 | EEZEEIFHEIR o E{FHAmazon FSX for
@ NetApp ONTAP BF « ¥FfAstra Trident 1imitAggregateUsage S8 E A EBFEA vsadmin
#l fsxadmin FAERE | IREIETI2E ~ BEEES TR -

EEPAR] IATE ONTAP REZIEARGIMNAE « 52 Trident BREITZNAI UG ~ BIRFIFEREHM © TridenthY
ARZ TR ASERE ML ERSMVAPI ~ TIELEAPIKERAZ E « FAREFHRBESZ M o

HEEFAONTAP T NASHIEREIIZ AR 11
BRAR(EF ONTAP NAS EEFNFZETNERE ONTAP BRI ER « EssBi=IafE B [=E| o

* BB ONTAP YAz IRIRES ~ Astra TridentE/ D EEHER—EESRRAESVM ©

* BRI AT ERRENTETC ~ MRIIIEREAP—EHS —E8EHEEFELER o Fla0 ~ Eel R EFERRGold4EA!
ontap-nas FEENFEXFOEALR ~ M ontap-nas—economy — »

* IXFREMIKubernetes T {EENELER A AR EBENINFST AR - :52 0 "HigEE" LESEZHAER -
* Astra Trident{& X 1B Z4EEWindowsEiEL_E#{THIPod_EBISMBREIEE o :5 2R AL E SMBRAIEE LUEY
SEHER -
ES:% ONTAP &

Astra TridentiR I RIFZEERONTAP & IHAESREEE S IRAVE IR ©

* 2UHE! I ONTAP HEEFTE#IENFRAE LB - BZFABATENZE2EAAE « HIU0 admin 5
vsadmin MUFEMREIONTAP EHIRAENR AHEEME ©

* /BFEE | Astra Tridentth SEONTAP fE I R R IGAY/RE L FEREETEN « HIE - BIFERUAES
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FE B « SHRRETNCAEE (23ER) MBase6dRiBE -

TR EMIRA BRI L,(@?’_wuﬁiﬂlﬁuﬁifi EZEBE o A~ —RAE—EEETE - BEUMMER
ERVEREE 7505 ~ R RIERIRERPRIRRALE

(D MRCESRRR M TR MARE - RIRELR R - WEHERREPRMUSERRSE -

Ry FARRsR B e

Astra TridentFE ESVME B/ £ EEIESREREER « A FEEONTAP & InETEHN - BEZFEABAEEN
ZEAM -~ HIU admin 3 vsadmin © 5 AJFERERIRONTAP B IBRAFRIFAIMEES BB KK Astra
TridenthiR A RIBEE EFINBEAPI o IKRJ LR BETZ 2B A A G « W Astra TridentiZELE B « (BERERE

H o

BIRE R TR

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

HeolE ~ BImE R —LU @Y?fﬁﬁ&ﬁ?ﬁﬁ’]ﬁ% BB 1B FHELTE/ZIEE L BasebdiRhE « Ai#TF
AZKubernetesti$® o /BB IGEW—REMNETEENNTRE - At - S —EMAEIESIRE
HKubernetes /{f#FEIEESHIT °
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RYFRRR B BREE
HMIRA N R UUERRE « WEONTAP Z&indEs - BinERRE =&

W
i

* BRI | AR iR/&EIYBase64 RIS E
* ARIRTAE TR | BMIAE ZIRAIBaseb44RIH(E
* {S1ERICACertifate : Z{SECAREHIBase64mbS(E - MRFERSERICA ~ RILRIRMHILS R - MRKER
S1ERICA ~ RIRT BB ILRTRE o
HAN TERIZEE TSR o

1. EERPIH/RENEH® o ELRF « 3/ Common Name (CN) (—#x%#8 (CN) ) :REAONTAP B:ES

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. BEEMICAREMIEONTAP ERERE - SrlscCHRFFEEERIE - IRKEMEENCA ~ FRHE o

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. 7EONTAP ZiE#E F 2 RAFIREENEE (PR1) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true
4. FESIONTAP XEEMNAZEEAHE cert BEHE ©

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

S. EAEENRTAIFERSE - LLONTAP Management LIF IPFISVM&TEBE X <SfManagement LIF>F<vserver
name> o R4 BFERLIFFIARFEIR AR E A default-data-management ©
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curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

6. {£FBaseb44RiE/&:E - £IRFSEMICARESS °

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. ERR E—TEISHER B o

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...OVaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

fems=msm=ma== fomemmeseso====== e e
o fro— e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

fomm - fom o e
R fremememm=s 4

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R et fremsmeesecso====== R



BRI AR AR

TR UAEFIRB R - UERARNERRE S ASRESEHDRE R o EMiEL AT | EAERERE/EN
AR IR ERTAGER/REE  (ER/RENR IR EMAEAE QB - BEEEM - LU ABIRIRANEES
5~ RBIILERE A o REERAEHbackend. jsontE®R - EHEZERITHNESE tridentctl
update backend°

cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmemm== Fommmmmeemeeee== LB e
Fommmmmoe Fommmmomos +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

S Fommemerememomom= e
Fommmmmme Fommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

Fommmmmommmos e Fommcmcccosssssrsres e e e Ee Ee s e e e
Pommmmm== Fommmmme== +

EIEETHER « REEESNALENONTAP EAENEN (fIifBIOS) - FERRIRE
(D o EBIREER - RS ERENIEEERE - ARENRImUCLAMBVESE « 28H
TEONTAP ZEEMIFREERTREE ©

EHBIEATHEH BRI HEENER « AT E 2 BRI WG ELR o lINMNEBIREHREETAstra
Tridenta] LLEAONTAP &Z & im@sN « W ARIER KA VolumefEE o

EIENFSEHRA
Astra Trident{# FANFSEE /& Bl 2R 4Z 5 EFrfic & 2 AR & AY7FEY ©
{EFAEE B R AIBE « Astra Tridenti2 it iifEEE1E .
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* Astra TridentA] BIRE EIREH/RRIAE ; FUIFERAF « FHEEESSEEARTIERIPARCIDRELR
JBE o Astra Trident® BEIHFE L ERREIRLIPHTIEEEL/RA] - 3(F ~ MIRAKHIEECIDR ~ BIERER L
BEIRE A2 E B R EXIPHIEEEL/RR -

c RBEFEESUEIUELFER ~ WFHHHFILIRA o BRIFFEAEPISEARRAELRREE - TH)Astra
TridentZ fEFATERAYEE HRA ©

HEEIEE LR

Fcsi Trident) #920.04hRiBEENEERHMLH/RRIRIAESIONTAP ~ LIFIBHRER - ErR#EFEEEST(FE
REIPISTE SLSTRYMIAULZER ~ MIFFENE RBIERRR] - ER AERBCELRRIEIRE ; EELRRAFBEEREM
FRELETFHNA o I - EEMRRAIREEEERENEIPHLFERNMA SEFNRERE - LSRR
HMEBEERER -

(D) 9% lesiTrident AAEBIAERELIRR] - HHARETEERRENATed o

Lyl
WIRERAMEARRSEIE c UTERIHEREM

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

ERILLINAER « S BRERSVMAR MBS AL SCATRRY B LRR) « 1t A ASFEIILCIDRE
() 4 (BHnFERERERR) HEHIRR - BHELGENe AP RENRERIHHCE - BAstra Trident
FEESVM o

LUT =R L FIRBRILE ThRE VB 5 20

* autoExportPolicy &84 true © &7 /nAstra Tridentid A I EH/RR svm1 M6 AR B IEFTIE AN MBS
BIBYYEZE autoExportCIDRs filltE&1E o HI40 « UUIDA403b5326-8482-40dB/96d0-d83fb3f4daecFlfyiZ
i autoExportPolicy sRAEA true EIUHAMEHFREA trident-403b5326-8482-40db-96d0-
d83fb3f4daec fESVM.LE ©

* autoExportCIDRs BIRINE@IREE o ILHAIABEAMAL ~ T8R4 10.00.0.0/01 ~ /01 ° YARKE
# © Astra Trident & #i87E TIFE EiR4_ LI EIRVPRA 2SR BE R XL -

TEUEEBHIT 192.168.0.0/24 RIFAALZER] o BEFRTR ~ BRUICAAEEERIKubernetesEIREIPAGHTIE EAstra

TridentFREEILAVEEHIR BN o EAstra TridentE SR EHITHENEEEF « SHEENEIZLRYIPALL « WHRPIRENEEE
RGBS Ll autoExportCIDRs © EhEIPZ % ~ Astra Trident& $T ¥ FTiFE =M P ik PEE 7 FE B R AR
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Al ~ M6 EHE FR A RV A BN RS R L —EFR A o

AT L S HT autoExportPolicy M autoExportCIDRs I BiRElR o Al UABEEIEMIFRIZACIDR
R IHHTINETAICIDR ° MIFRCIDREFATSAEE « UBFRA G RENIRAELR o ST LIRS
autoExportPolicy AREIR « REBZNFENZEILAEHRE o SEERE exportPolicy B o

7EAstra TridentZ2 I EFHEBIHZE ~ o] UFEARERIT tridentctl HEEM tridentbackend R
XkB :

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autokExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: extd

= ENRGHTIE EKubernetes & &1l [MAstra TridentiEHI23 5525 « EEMIRARIENELRA (FHREeMA
IEENMNEEEA) autoExportCIDRs (8im) o

TEPRENEAET ~ Astra TridentZ R EFAE R LRI - URRERENRAEVFEEGREY o Astra TridentiF LEERREIPIEEEE 1B
IREYEE HR Rk ~ TIRAIEE R  BRIEREPHIEIEAEEFERLLIP

B ERIRANEIR - SAEAEMEIK tridentctl update backend iiE{RAstra TridentBENEIRE LR
A o EEETLUBIFUUIDERAVIRELRA) « Mgin ERVHIRE S EEME SR ERTEIIMNELRE -

@ MErEA BEERELRANRR - S EMFFEIRGEIINELRR - IREMEI R - ISR
HRAM R - WERRIIMOELRE

WNRENFENEERIIPAIIL B EH ~ BN BEEFHERENENEE EYAstra Trident Pod © Astra TridentiZEE @ B HEBIEMN
BURE LR ~ WU BRILIPEEE o

B ESMBHIEE

REFHINZERE K] AERRECE SMB HARE ontap-nas SEENFET ©
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@ EWAZBTE SVM L[EIFFE&E NFS #1 SMB/CIFS @EE ~ 74 BEEIL ontap-nas-economy A

PEAERERZE ONTAP BY SMB Volume © ERERE L ME—TEBERE © /K EE SMB Bk &R 1L
KA o

FIsEZ Al
ZECE SMB HiRE 2 AT ~ M EEHF THIIER -

Kubernetesz= £ A LinuxiZHl 238084 ~ URED—EHTTWindows Server 201989Windows T {E&f
B4 o Astra Trident{£ % 1B 24 7T WindowsEiEL F#1{THIPod_ERISMBREER o

« B/OF—{EAstra Tridenti2} « Hh &1 2 & AYActive Directorys0:8E K o MELER smbereds !

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BEAWindowsIRFEHISCSI Proxy ° BERE csi-proxy ~ sA2E "GitHub : csi Proxy" 8§ "GitHub : 78
FAWindowsBJSCSI Proxy" A Windows L #1THIKubernetesEi%h o
1. BN AEFERE ONTAP ~ GR LU M EETT SMB A3 « 52 Astra Trident I A TEIL—1E -

10N

@ Amazon FSX for ONTAP = SMB 2 o

1R

TR fEAmER N2 —REISMBEEHAR "Microsoft EIEF X E" HEBRRIRA N EIRETE(E
FAONTAP CLI - ZZfEFONTAP CLIZIZSMBA :

a. WANE « FEUHANBERRISER o

° vserver cifs share create ﬁ%@’&,\FﬁEﬁ,ﬂF'aﬁﬁﬁﬁ-pathiilfﬁq:}'éiﬂ@ﬂ%@ o YNRISTERY
BRISARFE ~ Bep gk o

b. #Z37BiEFESVMERINSMBE AR :

vserver cifs share create -vserver vserver name -share-name

share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. MERHAEBEEIT :
vserver cifs share show -share-name share name

(D) #2m EusVBHAE" LEGREHEEL -

2. R RURET ~ AR E TFEE MIEESMB Volume © S1FONTAP FiBBIFSXfor Sendbackend#H A&
I8 « 5520 "FSXIRHONTAP SiEAAAREEIEME )" o
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2H siLPH il

smbShare smb-share nasType
ERIMIEE MY EHAP—IE | FH

Microsoft BIEFE&H 3 ONTAP

CLI EE3IHY SMB %8 ; /s

Astra Trident 37 SMB A%

1 S HEEEE UM LEHA

HARR & fFEY ©

HINANEPEFE ONTAP - B85
BEAER o

Amazon FSX BEE LB ARELIE
ONTAP &% - EFREIABZEH o

*WABRE Ay smb MR Anull ~ Bl smb securityStyle

FEER A nfs ©

HHEEENZE2ER ° ntfs X mixed BAMNSMBIEHE unixPermissions
&

WWBRTES ntfs 5 mixed EH
HSMBRRER o
HIZANASAHREFEIEELIE5|ONTAP

BEARUN{AITE Astra Trident Z2EF 217 K2/ ONTAP NAS EBENTET o ANENiR B ImABRRED
Bl ~ LAB AN AT 1% i ¥ & 2= Storage Class YA E ) o

RiImrERREETE

B RIGERIER ~ F2R TR

2% Sk TE=%
version KIZ%1
storageDriverName (HEEENIE B8 TONTAP-NAS) - TONTAP-NAS-

B4 &Y -~ TONTAP-NAS-
flexgroupl -~ TONTAP-SAN
1 ~ TONTAP-san&&ERY

backendName BT LB #ER R EEEhiEx\ %8+ [_1 + dataLIF
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W

#

managementLIF

dataLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

=BA
EEGSVMEBIELIFAYIPIHE

=B (THELE MetroCluster #8111 ~
N ZBIERE SVM BIE LIF o

TR s TR @B (FQDN
) o

R ERZIEAstra Trident ~ BIJA] %
EFEAIPv6filt --use-ipv6 iE
12 o IPVIItAZBIA S IEINRE

2  iN[28e8 : d9fb : a825 : b7bf
: 69a8 : d02f : 9e7b : 3555] °

EHIH ELIFRYIPALIL ©

FMiE:EERe:REE dataLIF o Y18
K12  Astra Trident& £ SVMHEER
Eillifs o eI LUIEE ZAMNFSH
HIEENTEMY LT (FQDN) -
BITENBRIRECE B JRDNS ~ LUE
EZEENE I EED S ET
fa7 o

AEIEREZREE - F2H o

WNR{FEAZEEAstra Trident ~ BIB] 5%
EFAIPv6filt --use-ipv6 fE
1Z o IPveiit B S FEINRE

2  iN[28e8 : d9fb : a825 : b7bf
. 69a8 : d02f : 9e7b : 3555] °

R B EELRRBRIL KRB/
f&] e

R autoExportPolicy M
autoExportCIDRs #tlH © Astra
Tridentr] HENEIEELRR] o

RiER R AT EEKubernetesEiELIP
MICIDRIBEE autoExportPolicy
BEEA o

fEF3 autoExportPolicy
autoExportCIDRs #£1E | Astra
Tridentr] BEIEIEEHRR] o

ERFIHR&AERISON-BIE
REE

FA Fim/Rs8HIBase644riH{E © AR

R EERE

=
HoxX

r10.0.0.11 ~ [[2001:1234:abcd:::

fefo]l

) (FEEER)

i

[ 70.00.0/0; ~ T:/01]

M

M

IEE AL WSVMETE (BRIEE
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W

#

clientPrivateKey

trustedCACertificate

username

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nasType

70

s ER R
BRimAE£iEHIBasebsRmIEE o T
2}y Eikith o
ZEECARENIBaseb4imiEE o )
A o AR RS

ERERE/ SYMNERERHE - A
P

ERERE/ SYMNES o FAREEE
EEANRHTERKES MR BSVMEITTE
managementLIF BT

ESVMAECE FiE @ RFFRMEARY  Mridenty
AIERN - REBEEEN

MRERARSHIEE DL ~ Bl 1 (FERASRHIIT)
EITERECE ©

*AREA Amazon FSX for ONTAP
Sfor Sfor *

MRERVHEFEEANSHRIEE s T (FERAEREEIT)
AIERECERRM °

MRERVHEFREANSHRIEE s T (FERAEREEIT)
AIFRECER -

tH FRHEIHEIEMqtreeFILUN ~ 1L
K BRE R & K/ EFR
gtreesPerFlexvol EIEA]HE]
%FlexVol ([E527 P NEREE R

&FlexVol fEILUNBIER ALUNE =« 11001
EEE WA ZBTE[50 ~ 200]

SEEPHRIT AN EEER - &8 null
B {"API" DR~ TF3EL :true
}

sA701E A debugTraceFlags FRIE
IR IETE AR B BEARL B E s F ARV G0 B,
&ED ©

R ENFSTSMBHAREE FEIL © nfs

FEIBEIFE nfs ~ smb ZEnull e NFS
MR ERTERR B ANull ©



W

) Sk B
nfsMountOptions LUESE D TRAINF ST ETE B & o M

Kubernetes?—;ﬁ;ﬁzzﬁ*—?@E’J?il‘%i%lﬁ

BIEAFERNDIEE « BNR
{nﬁﬁ FER RIS E R EEETE -
Hi|Astra Trident& EX[Cl{E B {#TF R In
ABRERE RIS E BB IR o

W RAFSER B EP RIS EH
#(IEI18  Astra TridentiF A2 7E48R8
E’J?—I%EEEHEEJ: TEEfrrHh e

/

gtreesPerFlexvol FFlexVol {EZ8RKqtree ~ 47E T 200 |

fE2EEA[50 ~ 300]

smbShare e L3EE R |HF—IE . EH smb-share

Microsoft EIE 1A 3 ONTAP CLI
FEIIEY SMB % 5 5F Astra
Trident 37 SMB £ AKNEFE ; 3
B2ERB AU ARTEE
FEY o

HINANEPEFE ONTAP - LR85
HEAIEAE o

Amazon FSX EE LB AFELIE
ONTAP &im ~ ETT/%D’EEI °

USeREST {EFIONTAP Isrest APIB# A2 iz
B o FTTEE

useREST LU ARSI i
f# ~ BEARNAEIRE - MIEAR
IETT’FﬁIﬂEE\%E RE AR
true ™ Astra TndentH%ﬁFﬁONTAP
AP LEAPISABIRETTIEG o LETHRES:
FEONTAP AR EHhRASHIARZS © ItE
SNONTAP ~ FR{ERNEZEABEBNA
BESITEEN ontap FEFATET : 5278
HEFEM vsadmin M cluster-
admin At :

useREST ASz#EMetroCluster £/
SiE o

RRERECEIRERVBIRERE
TR AR PRV E LB IRRIEHIFAR B RECE defaults AAREE: - MNFHSEH) -

W

# s A

El—\
FEZ

spaceAllocation LUNRYZEE S8 =L

B T FUAEREEER
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W

#

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

tieringPolicy

unixPermissions

snapshotDir
exportPolicy

securityStyle

=RER

TRIREER , ME) (1Bf)
g "Volumels (=%)
EFEAMISnapshotRE|

EiRIKAAFTER L R E QoS R R
B o EESARGER/BIRNE
rh—{EqosPolicy
g{adaptiveQosPolicy
BiRIKAAFTE LA E AR
MQoSHAIEHH - BEIETEREE
&/ imE R —{EqosPolicy
Z{adaptiveQosPolicy °

ARZONTAP-NAS-£EHE L 18 o
REBLAIREE T 01 MIEE B DL

BIEARE « EREEDEEE

TEFTHAEE L BUANetApp Volume
Encryption (NVE) ; 8374
false o WAZATEERE DIRHETRL
FANVE ~ 7 AefE FAtE3ETE o

WREBIGEUENAE ~ HJAstra
TridentPEC B RY{E (IR EERE RX
FANAE °

UMNEFAMER ~ 520 | "Astra
Tridentf{El EANVEFINAEIBBLE(E

o

DRERAAGER M)
Gl ALY S b

PEFIA RE . snapshot Bz
EFERArELRER
WHRENZEER -

M

R snapshotPolicy & I
= ~BAS T

R

R

ONTAP 9.5Z FifYSVM-DR#ARE
2 THEIREE

NFSH & A (7771 ; SMBHEIEE
AZR (REH)

MRl
[¥85% ]

NFSTEEE % unix ©

NFS 8 mixed Ml unix Z&2HI, SMB FEER{EA ntfs ©

SMB 1B mixed M ntfs &%
I :

f&fcAstra TridentfEFAQoS/RAB TR EONTAP fERERMARAHIARZS - BZERIFHARIQOSIR
@ AIEHE « WREFERRBHESENERESEMEMEE - £ZMIQoSRAIBHERAGIFIE TIFa®

HAEERIEE LR o
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Volume = REC & &)
T RERTERERE

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

AR ontap-nas #l ontap-nas-flexgroups Astra TridentIRTEFERFMNEIESE « BfRFlexvol
FHsnapshotReserve B LEFPVCIEMRER Y - BEFEHAEEREAPVCsEf » Astra Trident
Brlexvol FRAMNGELR « BIURENEIEZSTRENEER o bstE 0 RREREEKAEREIEPE
BREKRNATEAZM - BZEEARESNRFAERNZER c Fv21.07281 ~ BFERAEEREMArve (FlUs5ciB
)~ REBRFREEER 0K ~ IR BEERF2 . 5ciBNAI R AR - ERAAFEAEERNEEM@volumedl
*snapshotReserve {hltbEEH) o EATrident 21.075F ~ FHABERMNE TS AZER « MAstra Trident €& T
snapshotReserve FRME(EVolumeNE 3L ° EAFERAN ontap-nas-economy °© 552 5! EB5I LA
FRILETHRERVEIER R -

HEARMT :

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

¥t snapshotReserve = 50% ~ MPVcEX= 5GiB - ik E48 K/)\42/0.5 = 10GiB » JAK/\A5GIB ~ E2F
FAEEPVCERFPERM A/ o © volume show S FEBETIALUL TEHIRIER -
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Vserver Volume Aggregate State 'pe Size Available Used%

_pvc_89f1lcl56 3801 4ded4 9f9d _034d54c395f74
online RW 18GB

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW

2 entries were displayed.

EF#RAstra Tridentf ~ LRI LENIRARIHGIREE_ LIMGREARECEMIEE o BRTEAKZATEIEEE « &
FEEZ i R HL IR & A/ ~ LUEERERETE o fI1U0 ~ #HARI2GIB PVC snapshotReserve=50 FoRIES BHIRETR
H1GIBRIRIE A o U0 ~ S E A/N\EEEA3GIB « rl:EERTEI7E6 GiBHiEE LA 3GIBIIRIE AZE
fE o

RIRAEEEEA
THSEHBRTERERE « BABDSHFREERE - ERERRIFREENTTE

@ YR ITTENetApp ONTAP Z3ETridentfINetAppsz1& LA Amazon FSX ~ EZEGIEEIIfsEIDNS
£%8 ~ MIEIPALE o

K& {E4EAE <code>ontap-nas-economy</code>

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

AIERE4HAE <code>ontap-nas-flexgroup</code>

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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SMB HHRE R ER{E4ERE

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password

ReE B ERE

EreR/\WEIRAERESH o clientCertificate ™ clientPrivateKey
‘trustedCACertificate (ER -~ IRFEAGEMCA) FIEA backend. json W FIESHP IRE
78 W BB RS ECARENERcAARISE °

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix



B EhEEHREA

&R s Astra TridentfE FRBNREEE LH/RBIZR B ENZ I R ERELRA - EHHVEFEA AR

ontap-nas-economy # ontap-nas-flexgroup SEENFET :

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4

{EFRIPV6{iit

I EEHEER management LIF EAIPVEidL o

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:1090:1b41:d491]1"
labels:
k8scluster: test-cluster-east-la
backend: testl-ontap-ipv6
svm: nas_1ipvé6 svm
username: vsadmin

password: password
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{#F8 SMB Volume HJ Amazon FSX for ONTAP

° smbShare fEF SMB HIEER ONTAP EEE FSX 2 o

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

datalLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

EREBNRIRIEA

ETEETRHRIGERIERHHP - FHEMBAREARERENTERE « FIU0 spaceReserve # ~
spaceAllocation {& ~ M encryption §& o ERME RN EFEFERLPERD o

Astra Trident®7E TComments] IR EEFRACERE ° IR FlexVol £E5XTE ontap-nas
g FlexGroup 21& ontap-nas-flexgroup ° Astra Trident BT E/RACER « BERE R ENEIERER
BREEHIEE - AT HERER - FESESTUHNSEERERNTERER - MAEBRSUIEE D4

EELEEFT - BEFEFIEBEITRER spaceReserve © spaceAllocation M “encryption B ~ ME
EERNEBRTERE -
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ONTAP NAS 54

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: 'false'
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: '75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0755"
- labels:
department: legal
creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755"
- labels:
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app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25'
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"
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ONTAP NAS FlexGroup i

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d
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defaults:

spaceReserve: volume

encryption: 'false'

unixPermissions:

'0775"
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ONTAP NAS #7534 zx &1 451

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'

& IR ¥ FEE StorageClass

H2E T3 StorageClass E# [EHtEEEIRHZH] o (B parameters.selector HfIH ~ EE
StorageClass #3 &MU PILE EHREE n] N TIEMWEE - IEE A EEFMENERE RN EEZERER °

* o protection-gold StorageClass ¥ EEHFMFE—EMNE ZEEREE ontap-nas-flexgroup &
i | SR —IREERFRENE IR

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"

* o protection-not-gold StorageClass ¥ EEHHIE =M EMEEREE ontap-nas-flexgroup
®&in . SR —IRESHLIMRERRNEIRA

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqldb StorageClass E¥REEPREEERER ontap-nas &l : EEM—% mysqldb &
B AR UR MR IARHER -
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysgldb"
fsType: "ext4d"

* tprotection-silver-creditpoints-20k StorageClass E¥iFEEFRYE = (EEHERE ontap-nas-
flexgroup &if : S —IERHIEARRER 20000 ESHMBVE IR o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: netapp.io/trident
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* ° creditpoints-5k StorageClass EHEZEPHE=EERER ontap-nas BIHNFIIE ZEERE
& ontap-nas-economy &% | M —#A 5000 EEHMHANEEFE -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Astra Tridenti$ REZEIIMEERER - WHEFRTSRHEFEREX

B datalIF ¥R &
ERIAEVIRABRE R EEERILIF « FERHIT MG < ~ UEMERLIFRENRIRIsontgSE ©

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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@ YNREPVCSHINME—THZEPod ~ T ARIRIFT A ERIPod ~ ARG HEMEE) « FHNE
BILIFA &3 -

Amazon FSX for NetApp ONTAP E

fEF Astra Tridenti&ficAmazon FSX for NetApp ONTAP f# R 5%

"Amazon FSX for NetApp ONTAP Ein" B Rt BERAWSHARTS « tIER P RBEI R TR

FENetApp ONTAP Bl EERGFIIER R4 o FSX for ONTAP VMware R ;B {KE A

ZEHINetAppIHsE ~ MEEMEIEIRE ~ AR R D ZHEREFAWSERNE Z 14 ~ 8UEE ~ 22
MHFOETT M © FSX for ONTAP Sforsz#2ONTAP Isf{it 18R R INFEF EIEAPI ©

MR

BREAFKEAMazon FSXHNEEER ~ FHLIONTAP R ASEEN —ERE - TEESVMA ~ SR E I —{ED
ZEHIREE « ELERERHFERZRARTPIERZMERKINERIASE © B 7 Amazon FSX for NetApp ONTAP #Y
INAE ~ Data ONTAP B EEIG T ERR AR RIRM IR - MERAMRIEETES* NetApp ONTAP
Sing*

fE A Astra Tridenti&EZAmazon FSX for NetApp ONTAP {£fENetApphs - & A] LIFE{RTEAmazon Elastic
Kubernetes Service (EKS) H#ifTHIKubernetes#E « AESHACE B IRFFEZZ L ONTAP ZIEMIEHIEE o

A NetApp ONTAP BJAmazon FSX "FabricPool" BIR#ZEE - ERZREIRIEEH EREEEZN « KB R
EE—ERRT -

z

il

* SMB Volume :
o FAZIESMBILFERE ontap-nas ZREEFNTET ©
° Astra Trident{Z % 2 L4 WindowsE1Z:_E#1THIPod_EHISMBRERER o

* TR A BEEDEIAmazon FSXIERE R LB HIHEE ~ 7 AH Tridentflib: - EEMIPRPVCs ~ (EEEF
FIFRPVAIFSXfor ONTAP the Sesfvolume © B E &G RIS :

° A/ MR RIEIIFSX for ONTAP the SusetER R4 o RREL TIERIZR] BEHEHR « B
TR TS o

° A TMRERIL K FIFABEREN - FREEHEMFIETidentlIMFEIRE - MEFE—TFH
TA

v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled
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&R LLONTAP £ T5EEENTZT « i Astra Trident&2Amazon FSX for NetAppEE & :

* ontap-san . BECENEEPVERE B cAmazon FSX for NetApp ONTAP BYLUN o

* ontap-san-econony .- ECEMNEEPVESZLUN * F{E@Amazon FSX for NetApp ONTAP HILUNEZE R 5%
E °

ontap-nas - BECEMEEPVEETTERAmazon FSX for NetApp ONTAP Sf2 Volume ©°

* ontap-nas-econony . SERERIPVESEqtree ~ E{EAmazon FSX for NetApp ONTAP ftfERIqtree T AJ
= ERBCRARIEL o

* ontap-nas-flexgroup - ECENEEPVELETEIIAMazon FSX for NetApp ONTAP FlexGroup Sf2
Volume °

MEBEEBNIZIFEER ~ 552 R "RENIZIONTAP" o

Astra Tridenti2(tMEER SR ©
* JREEE! | Astra Trident&{FEHASVM_ L ZEEAY /&S « BIFSXIER R L ERISVMETTEEN ©
* FRERE I BRI LUFEA fsxadmin ERERAHNERE vsadmin ASVMERENFERE ©

Astra TridentFwEL vsadmin SVMERES AR HEBEABZ FARALBHIFERE - EH
(D) RNetApp ONTAP #Amazon FSXRMEBLFIEE fexadmin ERERIBRMLONTAP
LETHAE admin BREMFRAE | s8ZIEZHMEM vsadmin £ Astra Trident o

ERI U EHEIHUERE MRS A ZERH o FiB ~ NREER IRV ERRE - BB EX
B o BEYIMERENEFE 7 « BB BIRARTRIGRIRE 75% °
UNERNFAERER I EN B2 EEENTE U Sa R ERET ¢
* "ASNASE&EZEONTAP"
s " HESANEEZEEONTAP"
MESHEE T ~ B2
* "Amazon FSX for NetApp ONTAP Rz & 4"

* "Amazon FSX for NetApp ONTAP HERSEIR S E"

#24 Amazon FSX for NetApp ONTAP If&E

&l A& Amazon FSX for NetApp ONTAP BISZIE X4 R4t ElAstra Trident®E & ~ AR
f£Amazon Elastic Kubernetes Service (EKS) H#ifTRIKubernetesz&EsESIAC & & 1L
LLONTAP 15 L ERtEiF4&Volume ©
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LtESh "Astra TridentfYZER" ~ BHEHGFSXfor ONTAP L iEEiAstra TridentB & « (FEE .

* IHAMAmMazon EKS#E &5 B R EIEMKubernetesEEE kubect1 B8t
s AICEEE T (EENEL7ZENAYIRE Amazon FSX for NetApp ONTAP HEZE A HIZERILES (SYM) ©
BTV T ERIR, "NFSZLISCSI" o

@ A WEEAmazon LinuxFUbuntuFr B BEIREEE T BR "Amazoni# 235" (AMis) ~ fRE
HIEKS AMIZEEYTE ©

* Astra Trident{&Z 1B Z#EEWindowsEIEE_E#TTHIPod_EBISMBHEIEE o :52E “E(EALE SMBRAIEE LUEY
SEHAER o

E G SANFINASEEENTZT ONTAP
(D WNRCERESMBHIKE - BIWERE EERESVBRIKE R B A

1. ERHEP—IEERE Astra Trident "SfE/57%" ©

2. INEESVMETELIF DNSE&HE o B30 ~ {FHAWS CLIS# DNSName Bl A Endpoints — Management #{T
F@mLZiE

aws fsx describe-storage-virtual-machines --region <file system region>

3. B RZTHEMRE "NASEIRERE" 8 "SAN B imkgg"

CAIMGEASSHIEEMIBE ABRASR (PIMREER) - MASSHTEEHERMK -
(D) P roxadnin BAE - CERUBEAGERENES WK EIEONSHIH avs £ox

describe-file-systems ©

4. FEREHNEREMNESIELIFFIDNSLIBREIIBIHIER « NTHIFIT :

+
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YAML

version: 1

storageDriverName: ontap-san

backendName: customBackendName

managementLIF: svm—XXXXXXXXXXXXXXKXXX .L5—XXXXXXXXXXXKXXXXKXX . fsx.us~—
east-2.aws.internal

svm: svm01l

clientCertificate: ZXR0OZXJwYXB...ICMgJd3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

JSON

{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "customBackendName",
"managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-

XX XKXXKXXKXXKXXKXXXXXX . fsx.us—-east-2.aws.internal",
"svm": "svmO1l",
"clientCertificate": "ZXROZXJIJwYXB...ICMgJ3BhcGVyc2",
"clientPrivateKey": "vciwKIyAgZG...OcnksIGR1lc2NyaX",
"trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"

MBI BIHNEREN « 2R TFELS !
> "FEFONTAP NetApp NASEEENTZR R E R IHK"
° "FFONTAP SANBEENFEN R E R IR"
R
BB 1% - IEAI LRI "HFLER B EHRE AR HIRERE EIPodh"
EEFESMBHEE

&R LUE B RECE SMBHAER ontap-nas EBENFET | SeRZ AT 2S5 SANFINASEESNFETLONTAP SR F5I%
B% o

FtEZ Al
EIRERLCE SMB HE&E 2 A ~ 3555EH ontap-nas BBEFER -~ BN BEHETHIEE

* Kubernetesz& £ B LinuxiZHI2sEIR, « IR ZE/D—{E#1TWindows Server 201989Windows T{EEf
2L o Astra Trident{2 1B 24 EWindowsEi RS _E #1THIPod L BISMBREIER ©
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* E/DH—{BAstra Tridenti&2; « EHh &G Active DirectorysZ:E &k} o IEEER smbereds -

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* BREAWindowsfRFEAISCSI Proxy © ZEERTE csi-proxy  :52[ "GitHub : csi Proxy" 3% "GitHub : &
A WindowsHBJSCSI Proxy" A Windows E#1THIKubernetesEi%h o

1. EIISMBHAR o ol LEEMREA R Z —RKEBIISMBEIEHAE "Microsoft BIE 14" HEERIIRER A
N EEE T FERONTAP CLI o ZEE{FHONTAP CLIZEISMBHA :

a. MAKE « FEMHBHBRREER -

o vserver cifs share create 3% g ?’B:EﬁﬁEﬁ,ﬁ\HF’aﬁﬁE-path%Eqﬂ?EEE’\JEﬁ@OQD%EEE’\J
BRIERTFE ~ Bsp S8R -

b. #2137 EHEESVMAERARISMBHAE :

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C MRHAERERIL :

vserver cifs share show -share-name share name

OB E TR L T

2. BB S (RNESRTE TIEB LISESMB Volume ° tIEEONTAP FiA BYFSXfor Sendbackend4H BE35E

I8 « :52R) "FSXIEHONTAP R iE4AREEIEM &G H" ©
2 =R EH &5
smbShare e L3sEE Y EHF—IE . EH8 smb-share

Microsoft EIEF 1% j?, ONTAP
CLI #3789 SMB HA%TE « S2
428 Astra Trident Z37 SMB /B

HIBTE o
ONTAP #&i%HJ Amazon FSX EE
HEZBE o

nasType *WAERRTE A smb. MR Anull ~ B smb

FE:% A nfs ©
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securityStyle

unixPermissions

FSX{ZHONTAP RiEHHRSEIRM L)

EABERZAMazon FSX for ONTAP Sfor Sf o ZxEiiR{it1&i%4E

B IRAERGIEIR

M RIHESEE S TR :

storageDriverName

backendName

managementLIF
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IR ENZ 2K
WNERSTE A ntfs B mixed
RSMBHAFEE o

ARG RIIETC - SMBHATRE 124
ARER/ZEH

s

#FRRETE T %

ERHEZ ERETEXE Y
EESSVMEIELIFAIPIHE
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T ZBIERE SVM BIE LIF o
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datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username

=R EH
EERELIFAIIP{ILE

TEFANASEEETER | BRE
EdataLIF ONTAP o 1R *Kig
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#

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions
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ONTAP o *

BB fsxadmin M vsadmin 35
e EHEEAggregate R EFTER
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AIERECERM °

T ZRHIHEIEIqgtreeFLUN ~ I
B B9REERE K/ PR
gtreesPerFlexvol #IEAHE]
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EEN o

LUIESE D PRAINF SHIEIEIEE B8 o
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2 =RER #0431
nasType R ENFST{SMBRAFREE L © nfs

FEIBFIFE nfs ~ smb Bnull °

*ABEGTEAY  smb FHHYSMB
Volume ° *s8EAnull ~ B ANFS

Volume °
gtreesPerFlexvol FFlexVol {EiZHERKqtreeB ~ &7 200
TESEE P[50 ~ 300]
smbShare e UEE FHER—IE | A smb-share

Microsoft BIEF# &5 ONTAP CLI
BEIIAY SMB % - 2 A
Astra Trident 37 SMB HHH%

7@ o
ONTAP #&i%HY Amazon FSX EE
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useREST {EFAONTAP Isrest APIBYfMAZ false
B o FTTEE
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tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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W

#

unixPermissions

securityStyle

g5

L iz
SRR B IR, o )

MR ZESMBHIRE ~ sAREZER ©
MHRENRZ 2R - NFSTRER A unix °

NFSZ1E mixed fl unix &, SMB FE:R{ES ntfs ©

SMB %3& mixed fll ntfs Z&
7 :

(T

{8 nasType * node-stage-secret-name ' # ‘node-stage-secret-namespace * {ERILIEESMB
MR & ~ IR IHEFTFERYACtive Directorys8sE Bt o EFAXIRSMBHEHRE ontap-nas {ZREEENTER o

apiVersion: storage.k8s.io/vl

kind: StorageClass
metadata:

name: nas-smb-sc

provisioner: csi.trident.netapp.io

parameters:

backendType: "ontap-nas"

trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: "default"

{EHkubeclEiL B

BImTEE 1 Astra TridentfiEF R K 2 HIBIRAR o ©E5FFAstra TridentUl A EEFR KA
&1l ~ LUKz Astra Tridentfl{a ¢ % (HF R AL EMIRE o Z8EAstra Tridentz % ~ T—FH 2
i7{8if © © TridentBackendConfig BEJE/EEE (CRD) FI:EEEHZE
{BKubernetes/ T EIZE I KR EIE Tridenti®im o BRI AEAMITLIL/EE kubectl SHAEE
Rt KubernetesZEfRRA<BICLIT A o

TridentBackendConfig

TridentBackendConfig (tbc ~ tbconfig ™ tbackendconfig) EHilR * @R IVCRD ~ BJ:ZEERE
I Astra Trident{&if kubectl ° Kubernetesf{#F EIE §IRTE I A HiZFEBKubernetes CLIER I R EIR RIS
MERFEREBNG LY AARER (tridentctl) ©

}2I7FF TridentBackendConfig ¥4 :

* Astra Trident@& RIFIEIR (HERVAERE

tridentbackend) CR.

BEEIURIR - EEERNIPRERA TridentBackend (tbe
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* o TridentBackendConfig M—#FE 2 TridentBackend iE&HAstra TridentFf2iL ©

{8 TridentBackendConfig {EFR4EE—#—¥IFE TridentBackend ° FIE BiREAHFHAER T RRER
IHTE ~ BB B TridentKREBFBIEYHENS ©

@ TridentBackend CRSHAstra TridentBENEIL o " REZEREELIEE - RIEBERZBIR
EITEI  BIEABITIEEN(E TridentBackendConfig M

H2R T FIUBEEIMT TridentBackendConfig CR :

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

T RIIXEE RIS "TridentZ 120" FRRHFT &/ARFBRISEHERB &

s

° spec HARIRIFERHERBRSH o EULHEAFH P « BIHEEA ontap-san 12%@%[@%{%* {55 PR EBR S LH RO AERE
2 - MBFARHAERSEANAREEEE  F2H "FERHENRIREREN"

o spec EPOEFE credentials #l deletionPolicy MMUFFIEEY TridentBackendConfig CR :
* credentials : L2 AER - 8 EREE 1n%r%§:ﬁlﬂ|§§'&ﬂq;?n§§*4 o It EAFERERL
HKubernetes Secret ° 5858 B RHE AL FIETVEIR « FIb@EE R

®* deletionPolicy - I A EHRE FHIER FREEENER TridentBackendConfig BEfMIER o AIAETR
EMErRENEZ— !

° delete . EEEXME WM TridentBackendConfig MIBREE IR - EETERIE

° retain . @ TridentBackendConfig fHIFRCR%# ~ BiRERNTEET « WABBETEIR
tridentctl ° EMIPRRBIFRES retain AIRFERAEMRFREREIRE (21.04250) ~ MREEILINE
I o WEHRIRYERITEZ B E# TridentBackendConfig BEIL ©

BIRABEFEHRE spec.backendName © gﬂ%ﬂi? SIE E'J‘%H?Hﬁ ma B A YA T8
(D TridentBackendConfig ¥ (metadata.name) E(P AR ERIRATE

spec.backendName °
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DTV tridentctl ;3 BRBEAY TridentBackendConfig ¥4 | A LUEEIZFERKRE
BB IR kubectl 3] TridentBackendConfig CRUAEEIEISEAERIRVAERER 8L (a0

spec.backendName ¥ spec.storagePrefix > spec.storageDriverName" &

&=

) °Astra Trident® BENELEHHEITH "TridentBackendConfig ERTELFENERE

TERRE

i

EEFERRIMNELR kubect ~ MEZHMIT ISR

1. 817 "KubernetestéZ" o ILHZ 613 Astra TridentEd (17 £/ IRFS B ENIHEER o
2. 3T TridentBackendConfig Yt HEhE S ERHEES/ARFEEEMAEN ~ B E F—PEITrH

[al
2N
28 o

BiginzE o LUERBRRERRE kubectl get tbc <tbc-name> -n <trident-namespace> AU

SHEMFAER -

HER1 . FEiIKubernetest®z?
E B EREFERTS/ FEFEERINGE c UT 24 :

B OB BRI BUBEIIE -

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:

name: backend-tbc-ontap-san-secret

type: Opaque
stringData:

username: cluster-admin

password: password

TREERPASERFT KB L AR IHRIL

R FEaERAIRA
Azure NetApp Files

A GCP Cloud Volumes
Service

A GCP Cloud Volumes
Service

7t%& (NetApp HCI / SolidFire)

Dk
ClientID

Private2$&ID

Private £ &

IR

1R IR ER
FERENEMIA R KD

FARLBHIID - GCPIRIEIRAAPIE
wm—3Efo - EACVSEIEEAR

TWEEHE | GCPARFSIRF APIEZIRAY
—&f - EACVSEEEAR

MVIP ~ R SolidFire $£ BT F:2
ENASERENRHENESE
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(G IER =y 2o (Ve
ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

EREHE

=%

AP imERER

chapff E4%E

chaplnitiatorié=%

chapTargetUsername

chapTargetInitiatori&#%

1RAIEREA
HIRERE/ SVMIERESTE - A

MEREE B AR SR

EARERE/ SVMBIERS o AR

AR iRTAE T iRAIBase644RIE(E
2) NS E R

BAFERELTE W
RuseCHAP=trueBIIEE - #AMN
ontap-san # ontap-san-
economy

CHAPESENZSZHE o UM
FRuseCHAP=trueBIRE - FRAM
ontap-san # ontap-san-
economy

BERERERE o W
FRuseCHAP=true | E - FAM
ontap-san # ontap-san-
economy

CHAPE1ZRRENSI L - 1
RuseCHAP=truefI|IZEE - AN
ontap-san # ontap-san-
economy

U RPN ER e TSRS E spec.credentials BRI L TridentBackendConfig T—FEIY

o

HE%2 | #1[ TridentBackendConfig CR

TIRTE B BRI TridentBackendConfig CR.7EULEEFIA ~ ERERVE IR ontap-san EEiE{2EAE
7MY TridentBackendConfig ¥ FFA ¢

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

ER3 | ESPHYAREE TridentBackendConfig CR

JFIT

IREEBELIRI T TridentBackendConfig A LABSEEAREE o S22 R TH&EA :

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

ERIIEIBIRIELLE TridentBackendConfig CR.
FEE T AR A T HIE A —E(E !

* Bound . TridentBackendConfig CREZZBIHIERAM: « HEIRE S configRef REAS
TridentBackendConfig CRAJuid °

* Unbound : FRf#H "" o o TridentBackendConfig ¥FRBEERIR c FTAMELD
TridentBackendConfig CRSTEREIULFEES o FEEREE 2 % ~ piEEBMIEAUnbound (GREPE) ©

* Deleting : TridentBackendConfig ;A2 deletionPolicy BREAME - &
TridentBackendConfig RAEMIPRCR - WEHRZ THIBR) AKRE o

° MNRBIH EAEFEERHEHWEESS (PVCS) - :AfMIBk TridentBackendConfig i§E K Astra Trident
fpR#BIHA TridentBackendConfig CR.

° MNR B B —EZEPVCS ~ BIEEAMIBRARAE ¢ o TridentBackendConfig &% + CRtUEiE
ATIBRFEES © BimA] TridentBackendConfig {EEMIBRFIAEPVCSZ A SR ©

* Lost : EARFE#EYEIR TridentBackendConfig BIMHEEMIPER TridentBackendConfig CRIIEE
MIBRBIGHIBREER] © © TridentBackendConfig # mimERAERE ~ HEfBRCR deletionPolicy
EER

* Unknown : Astra Tridentf & Er EAtEREIG BB IRAABE S /FTE TridentBackendConfig CR.AIGN ~ 40
BAPIfEIAR2SZECIFESLE tridentbackends. trident.netapp.io CRDEXK ° ERISEEEFEHEN
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Ao
TELEPEES ~ RINEII B | BASEER DI IUZESMNEIE ~ FIU0 "2 i E Al 2 infhlpR" o

(ER) T4 RREZFEEN
IERTLUAT T8 < REVS ARG I MR AN

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£f60-4d4a-8ef6-
bab2699%e6ab8 Bound Success ontap-san delete

LESh ~ 4 AT LABRISRYYAML/JsonfBE] TridentBackendConfig ©

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112Z"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B8 backendName #l backendUUID Z[CIFEFREILAYE IR TridentBackendConfig CR. ©
lastOperationStatus MR ERIEZEIRE TridentBackendConfig AIHERAEMEAICR (HIL0 -
FREEHPEET AR spec) FHHAstra Tridentf§3 (FI40 - £ Astra TridentEFEIEIHARK) © BISER TANTAL
gy kB © phase R/ ZEIRAFZRIAREE TridentBackendConfig MR o £ LEEFIF - phase BEEHS
EMME ~ EFRT TridentBackendConfig CRELEIRIERAN o

BRI LAFIT kubectl -n trident describe tbc <tbc-cr-name> ep T UENSEECERMEFAAER] o

@ CEEE MR E SRR B IR TrldentBackendConflg MR tridentctl o BEf#
UHRAMIPER tridentctl Ml TridentBackendConfig ™~ "sE2RILER" ©

LIKECBECVLH{T&IFEIE
B AR A B TR I TR RS ubect ] o
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uillEREd

fHIf% TridentBackendConfig ~ {&RI LIS RAstra Tridentfilfs/{fREB#&ix (IB¥E deletionPolicy) o° &)
PR8N ~ SRRERE deletionPolicy RTEAMIBR o (ZMIBR TridentBackendConfig® TS HESD
deletionPolicy REARE o WMILAIEFRBIGIEE « LA FERETEIE tridentctl ©

BITTSaR< -
kubectl delete tbc <tbc-name> -n trident

Astra Tridentii <& fIFR{ER FAIKubernetes Secrets TridentBackendConfig © Kubernetes{EFE & &R
2R o MHIFRIEEZRIFAZED 0 REERIGREREZRET « 7 FEMIFRE LM o

BB R
PIT TSRS

kubectl get tbc -n trident

MBI IBIT tridentctl get backend -n trident 3 tridentctl get backend -o yaml -n
trident UBUSFIERIHRAVEE - WREEHEESERARIIMNEL tridentctl ©

EH&in
B G SRR :

* RBIERAREERCEE - EEFHNEER  sAERPRIKubernetes Secret
TridentBackendConfig ¥4 BEH o Astra Trident® BEILUR MR E B R EHBIE - T T
S U EHKubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

* MEONTAP Ef2# (FIUNfERMISVMETE) o
TFUEZEAFIH » TridentBackendConfig ¥R EHIEFEBKubernetes BHT ©

kubectl apply -f <updated-backend-file.yaml>

& ~ AU FIRAM TridentBackendConfig ima#fT FAIGm S LUITCR..

kubectl edit tbc <tbc-name> -n trident

MRBIHEIRY ~ BinHEEEEFTHRREMVAER T MREEE « BARITRAERE kubectl

get tbc <tbc-name> -o yaml -n trident 3§ kubectl describe tbc <tbc-name> -n
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trident ©

Al A IEAAREAER R Z 1 ~ IR R #{Tupdatedp < ©

fEAtridentctiNITRIRE 12
BRI E(E R ITRIREIR(ERE tridentctl ©

FERVAE I
B EIREE MTTIRS

tridentctl create backend -f <backend-file> -n trident
MR BIREILELY « RTBIGHBEERE o Gl T Ty < ReRace: « LHERER -
tridentctl logs -n trident

Al MAZEAAREAERRIIEZ & « MRABAITENA create 8% ©

iR i
EEAstra Tridentf)f&& iR ~ sBEIT FIUPER :
1. $EENBIRTE :

tridentctl get backend -n trident
2. MpREL

tridentctl delete backend <backend-name> -n trident

Y0RAstra Trident2ILE 81 infc BMAEREFIRIR « B IH{I7EFT « BIMIBREIR S (ERATHIR
@ & AR EETERACE - Rini@ER TR ARRE » MTridentiS 4248 EIRE LHERE MR
R~ HEICFIRMIBRALE o

BARIR AR IR
EERRTridentFNERIR  SBHIT YT ER :
s FEREREE BT TGS
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tridentctl get backend -n trident

* AREUSFIAHAER  SFRIT TS !

tridentctl get backend -o json -n trident

R REdTs

BIMBRImEBEZR - SFRIT o< -

tridentctl update backend <backend-name> -f <backend-file> -n trident

.

NRBIRERM « RTRIGERARE « AEEES T EMBVER o ERIUHIT e < SRR ER ~ LAH R

REA

N

tridentctl logs -n trident

HAEEASERNIE & « ERBYITAE update HL ©
shk A fE FR R im BV i 7 48 A

BRI LA Json[B ZHRREEREEA] tridentctl BIFWIHRIL - BEEA jq 2B1ER - BREERE -

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

EEBAMNMERZEIIAZIE TridentBackendConfig ©
T RinEIEEE L EYiR
BEfZAstra TridentB BB IR AR S E o

BB IREIE
Bz ¥ “TridentBackendConfig' B2 SIREA MEEITINRIREIESE - B2 TRHRE :

* AJLUMERRIIBIR tridentctl MUEITEE TridentBackendConfig ?

* AILUER#II& IR TridentBackendConfig EAEITEIE tridentctl ?
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EIF tridentctl BIRfERA TridentBackendConfig

REGGRAABIBFERABEII Z BIRFIENS R tridentctl BREI - EiEBBKubernetes/ T E
TridentBackendConfig M

ERBRN TG

* JALFEMRIR ~ 1B/ A TridentBackendConfig AAEMEEREIR tridentctl ©
* FRBIIMNHEIE tridentetl ~ MEM TridentBackendConfig ¥HFETE ©

TEEMREIERLT « RinHGHEEFT - Astra TridentHHZHIIRE SHEEEF - AMEESAMEREZ—

* EBFEA tridentctl BEEFEATREINERK

* ERREIELEBIR tridentet]l FIIIAE TridentBackendConfig ¥4 © IE—3K ~ BimFLEfERE
I¥ kxubectl MIE tridentctl ©

k

++g1§ﬁ§§£¥%§?ﬁﬁ&ﬂ"]?§ﬁﬁﬁ kubectl ~» f8EEIET] TridentBackendConfiqg BLEFEIRARIR o U T2UM

EIERVARER !

1. #3IKubernetesté® o L3261 5 Astra TridentEd 417 5 /ARFS B ERIREER o
2. &3 TridentBackendConfig i . Hh AR ERE/RFIGFAEN « L2F T —PEITK
& o WBEIRIEEMERIVAEREZH (WJQD spec.backendName ¥ spec.storagePrefix ®
spec.storageDriverName Z) o ‘spec.backendName WERTEARBRIRISTE o
SERO : HARLE
ML TridentBackendConfig AEELERANRIS « HHEESRIRAAR o TILEAID ~ BRREAT
FllJsonTE FRIEIL &

tridentctl get backend ontap-nas-backend -n trident

e e
e et F——— - +

| NAME | STORAGE DRIVER | UuUID

| STATE | VOLUMES |

o o
e o t——— +

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4d4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

e e

o - fomm - fomm - +

cat ontap-nas-backend.json

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
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"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

"password": "admin-password",

"defaults": {

"spaceReserve": "none",
"encryption": "false"
}I
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{
"labels":{"app":"msoffice", "cost":"100"},
"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels":{"app":"mysgldb", "cost":"25"},
"zone":"us east 1d",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"

H 521 . EiZKubernetest%®

BB SR In02IME ~ N FEFIFR -
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident

secret/backend-tbc-ontap-san-secret created

882 | 1L TridentBackendConfig CR

T—4% &I TridentBackendConfig EEHE

)

7EIEZEHIF TridentBackendConfig ¥ RFAMR -

o FEMRTTE THIEK :

* HERER T HEEIERIFEATE spec.backendName ©

EETASLTEIERICR ontap-nas-backend (WNZAEHIFTR

nea

 EREREN (BR) Y BEEFRRBBRIHERNIERF
* FEE R 2iEBKubernetes Secretig it ~ MIELAISCFIR (@M o
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

HER3 | FESPEVIKRE TridentBackendConfig CR

Z1& TridentBackendConfig BAIEI - HFEERWZERE Bound ° EERMEIRERIGHERNERIRSTE
FUUID °
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

BIRIREBFEATEEIE tbe-ontap-nas-backend TridentBackendConfig ¥4 :

B2 TridentBackendConfig BIHf#H tridentctl

‘tridentctl ARSI ERAEIINEIR

‘TridentBackendConfig" o LtE9h ~ RREIES USRS BT BIRILERIR
‘tridentctl’ MIBR ‘TridentBackendConfig' MiFEfR “spec.deletionPolicy’ &&#4%
"retain °

FERO : BB

Bgn ~ 1% 3B IHEFEREII TridentBackendConfig -
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

WEEPAIUBHE—E, TridentBackendConfig BRIHEI « WREERIR (HRZIHAIUUID)

B | HESY deletionPolicy 884% retain

RHMIRBEBHEE deletionPolicy c BRERES retain o BAIRRELER

TridentBackendConfig MIFRCRE ~ BiRERM TR ~ WAIFEBEITEIE tridentctl ©

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

() moEmit - FRBMEET— deletionpolicy 8% retain o
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WEF2 : flf% TridentBackendConfig CR

RE—ETEREMPR TridentBackendConfig CRHERZE deletionPolicy 54 retain ~ A LUAEAE
e :

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fosessssssssssas==== R e
e e et fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fom fom e
R R fomsmm==== +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosesssssssasmas==== fosssssmss==sms=a
fessssssssssssesessosssssasssssssasaaaa femmmm=== fommmmm=a= 4

fBREF TridentBackendConfig ¥4 : Astra TridentR ERBIRE ~ MA R EREMIFRRIHAS o
BIRHEER
SR LRI f#TF4ER ~ MIPBREFLER] « URAERIREN#FLER

et EIF4ER!
2R RREAE LIS AT RERE S NFAE o

FERVAE ZEZ bl
BREFEIERZE BT TGS

kubectl create -f <storage-class-file>

<storage-class-file> FELUERIHTZIEREZRABEUR o

i PR {ETE LR R
EE R KubernetesfBREFLER ~ sBRIT FAIGHS ¢

kubectl delete storageclass <storage-class>
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<storage-class> [EFIRATBHFIER o

BB ULRFERN PR LT AFHEHIR B AR M5 A& - Astra TridentiR B EIRE LR E o

Astra Tridents8FHIEIITZER fsType SHHFARIIAVHAIRE o HHRiSCSIEIR

BERnIIT

(D parameters.fsType {EStorageClassH o fEFEZMIP#IR B BYStorageClassil EHiEIL

parameters. fsType BIERE °

BRI A EELER
* EEMRIEANKubernetesFEZEER « FBHIT YIRS ¢

kubectl get storageclass

* BERRKubernetesFIERFEHAER « SBHIT I &L ¢

kubectl get storageclass <storage-class> -o json

* BB1@ R Astra Tridentt[E Z{#FLER ~ SHRIT F7)ae< -

tridentctl get storageclass

* ARG Astra TridenttIE D EFERRIFFAE R « FAT IS < !

tridentctl get storageclass <storage-class> -0 json

R E FAs 4R

Kubernetes 1.6318 T s E TAR 7 AEAIRIINAE - MRERERT FHEMIREES )
IREFEFANREE [FaHRE, o

(PVc) HisE—E - Al

* REEUERTERATFLER] storageclass. kubernetes.io/is-default-class #FLEREZF

By THL o RIERE « EAEMENRFEMEERSHEERR -
* EEIUER TGS  RIRANRFERNRERTERNFFER -

kubectl patch storageclass <storage-class-name> -p '{'"metadata":

{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

B~ St UER TS e S B ERTRR HFARR 5 ¢
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kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

TridentZEBENEHF A S I UCHEERISEH) o

@ EEEERR « EHEEFEHIEE —EFERHEFLER o KubernetesTERAMT LI R YAHEH TR
ZERFEFER « BENTABLAMNETE R A AR FFERN—1XK
s A (R T AR RV R i

EREr U AJsonEIZERREIEIERE S tridentctl Astra Trident@IRYIEEE - E2FEA 9 2A1ER
EOIRE R B ZEE o

tridentctl get storageclass -o json | jgq '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

#H{TVolumefEx

fEH lcsithit]

Astra Tridentr] LAFIFE ~ BEEMMEB I AR E  WHSHAFRE M TN ZE Kubernetess= S RRYER
B Tesithi®) ThEE" o

fER Tesithix) ThEE ~ AIRIEEREM A ARG - REIHHERERFE « RecFI—ER D8R - IS - Bin(it

FEm ] Kubernetes BIE 5 12 77 U@ I A ERRIENRS - BRI UM FEREANFE T AERE « SR RE
BIHZE o BT HEIEZEEHRETEE TFEHRIHIRE « Astra TridentEF T csifhs o

EABR TosifFiE) THEE "ERIEIE o
Kuberneteste it BB 1FAIVolume B4ERT

* Bl volumeBindingMode %4 Immediate "Astra Trident{ERBEEAGEERAMIBRT FEILHEE
& o BIKA LIRS « g RIBHEEBENEFEERELE - EETERE "VolumeBindingMode bici
R REFIFRERFIMERSE o BIKESHIEER - FEHERMPodHHEZE KRB EAIMEMKMY o

* B VolumeBindingMode :REA WaitForFirstConsumer > JKABIRE AV B R4S FIER ~ HEHEZ
A6 I R R K AMERREIPod 2 LE o YNItE—2R ~ FAAEIRILMAIRE  UATT S HRIETE RPTAH M ITRIBEIZ PR o
() © WaitForFirstConsuner RS FBEIRLINE o BAIBIUNR TosiRiE) TAEMER o

CRBNESR

2L losithi®) ~ ERETHIEE
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* MITHKubernetesz= 5 "7 #EHIKubernetesii 2"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99dt",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:49z2",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

* BREPEREZA RN BHRESH (topology . kubernetes.io/region #l
topology.kubernetes.io/zone) ° fEZZAstra TridentARIRIEZ A « BLEZER BT HIRTES
ERERRE L o

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{ .metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

TE | BU A RAEENRIR
Astra Trident{#F R Im A IRIFAI AL &1 « EEMMECEHIRE - S{ERIHER I BEMIEAThEE

supportedTopologies NRMNBL B BIFM &I /EENEIR o HXFEAILIERIHAStorageClass ~ RETE
SR EME/ &P ERENERE « A ZEIIVolume °
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WTFRRImEZREH

YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-b

JSON
{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",
"svm": "iscsi svm",
"username": "admin",
"password": "password",
"supportedTopologies": [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

supportedTopologies ARt EZIRENERNESBE - ELEEIHMEHT
() &StorageClassh AR LM AFHEAE - Wit OB BIMATIR I BHABLT £
StorageClass * Astra Trident@ & IR HAIEE o

AT LUE S supportedTopologies WMAMKEFEIRAM o 552 T H :
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version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
region: Iowa-DC
zone: Iowa-DC-A
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
region: Iowa-DC
zone: Iowa-DC-B
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

TEUEEEHIP region M zone EHARMEEFEERMIIE © topology.kubernetes.io/region
topology.kubernetes.io/zone IEEHFRRABIERIIE

FBR2 | E& K K$hiLRStorageClass

R IR AR R E P ENRAIVIRIEZE « ATLUE & StorageClassA B ZHRFEE N o BRI REMAFIIRL Z KA E iR
BREREENFEFEIRM « LURAIUER TridentFrie it 2 HAERE R ERE & ©

2RI
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:
fsType: "ext4d"

7£_k#tiStorageClassEE&EH © volumeBindingMode 5%4% WaitForFirstConsumer ° {EPodH 5|
ItEStorageClassFTEKRHIPVCSZ A ~ RMAZHEIXKETE o MA - allowedTopologies REAEFHANE
A& © © netapp-san-us-eastl StorageClass&7E_LZIIPVCS san-backend-us-eastl LIMESE
By o

$ER3 I AN FEAPVC
#1317 StorageClassi HEE BInBIHEIKZ % « KIREMAIURIIPVCS °

AR B spec AT :

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERILENBERIDKAERIRIZEAISEGEE TIGER !
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

EBTridentZ2 R & WA HELE EPVe « 5H7EPodREAPVC ° 552 R THIEEA -
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

lbpodSpec& 15 RKubernetesTEHAYEIEY EHEFZpod us-eastl &I « MW FAVEAIEIBEFEITEE us-
eastl-a B{ us-eastl-b @iF o

E2RE T E
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

BB ImUAAA supportedTopologies

AT EHIRENR IR - UMABE supportedTopologies fH tridentctl backend update © &R
SRECRENEE - MBREHAREBERPVCS ©

MFFHEER ~ F2H

c "EIRERBNER"
R E
* “REEG I B S R R 1

° /157|< 49\‘41:

fEFRIR

SRR BIIFEIEE (PV) BIKubernetes Volume Snapshot (Volume Snapshot) ~ L
HEcEAstra Tridenti4FR & BYBFFERE4E S © tESh ~ B el ATEIR B BIVolume Snapshoti2 L #T
AYVolume ~ #8874 clon_ ° X#EVolume Snapshot ontap-nas * ontap-nas-
flexgroup » ontap-san ® ontap-san-economy > solidfire-san ™ gcp-cvs'
M “azure-netapp-files EBENFZT :

FIsEZ Al

RN BEERINENIRIBIZEISSTIE:TERER (CRD) ° &2Kubernetes OrchestratorfI&1E (N
Kubeadm * GKE * OpenShift) o

WNRITHIKubernetes 2Rk AR & = IR EZIZEHISSFICRD ~ s52R Z6E Volume SnapshotiZ 23 o

@ YNR7E GKE IRIFFEUBEHIRE IR « 5577 RIBIEHISS - GKEEAARRRREIVIRIRE
il

W$EE1 | #1[ VolumeSnapshotClass

It &5 B & 237 Volume Snapshoti&Hl o
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cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: csi-snapclass
driver: csi.trident.netapp.io

deletionPolicy: Delete

o driver #5[A) Astra Trident CSI BEFFZZ{ © deletionPolicy FJLA Delete B Retain © &R EAHF
Retain ™ fFHE FHNEREEMRE « BM#7E volumeSnapshot ¥ EMIBE o

WNEEEFAME RN ~ sARRIELE | ./ Trident2 %/ objects.html#Kubernetes-volumesnapshotclass-
objects[VolumeSnapshotClass]®

T2 | BT IHAPVCRIIRER
e B ERIIIFAPVCRIIRIR -

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

TEUEEERIP ~ RIBEFH ¥R R/BIPVCEIL pvcl RERAMERA pvcl-snap ©

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

EEEI—E volumeSnapshot ¥4 : Volume SnapshotfB8{LIFAPVC ~ i E24E FE R
VolumeSnapshotContent RRERRBDE o

GBI LR VolumeSnapshotContent B4 pvcl-snap $H#tVolume Snapshot ©
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kubectl describe volumesnapshots pvcl-snap
Name : pvcl-snap
Namespace: default

Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-525400f3f660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:297
Ready To Use: true
Restore Size: 3Gi

° Snapshot Content Name sthlFHILIREREIVolume SnapshotContent¥)f © °© Ready To Use BEFK
T SnapshotA] AR ILFTHIPVC ©

$EZ3 : #tVolume Snapshot?ZiIPVCS

I EEFIE B IREREIL PVC o

cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io
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dataSource BETABFEAZABIVolume SnapshotEIIPVc pvcl-snap MABERIKIE o EE15Astra
Trident{t I REBIR L —(ER A EIRE R o B F KA ERERIEE 2% - SLEREMIINEIPod Lk ~ SUGFERERE
kA ERERZEE— R ER °

@ BT EEHMER R ZEEAEIL PVC dataSource ©

MFR= EREREY PV
filpx A A HERAIRIBAIEEVolumels ~ ¥R Trident Volume B E#7 TMIFRAKES) o #BR Volume TREZLAMIBR

Astra Trident Volume ©°

Z8ZVolume SnapshotiZi|2s
MR EEIKubernetesEE MRS FR B & IRIRIZHIZIMEF LT KA ~ EAIUKB T A NEITIE ©

1. #37Volume SnapshotZFEKH

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. #37SnapshotiZfHlgs o

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ WELE - AR deploy/kubernetes/snapshot controller/rbac-snapshot-
controller.yaml MEH namespace * By ZERE o
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fEFIRIEMTE Volume &}

REBE ERTER AR - U ERETE R ENMEREIRAER M ontap-nas Al ontap—-nas-
economy EEENFET | BXA . snapshot BRMRBRRESTHNER o

&£ Volume Snapshot Restore ONTAP CLI &R &R R 2 A IRIRPECERAIARRE o

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap_ archive

@ EEFRRBEARE - SERIRAN Volume #HAE o BIREBIEAZBE Volume BRIFAHAVE
ERGHERK -
TERAELE

* "VolumelREg"

* "Volume SnapshotClass"

ERfVolume

Astra TridentA]:EZKubernetesfE B 2L AR & 2 BIEFTHAEE o SFIETISCSIFINFS
PR & FreE 4R AR RYAERAE T o

JERHiSCSI Volume

CoILUER TSCSIERACETRIN. KIETISCSIFHEIHIEE (PV) o

@ Z4EiSCSI Volume#&EFE ontap-san » ontap-san-economy * solidfire-san Ifi%E
EKubernetes 1.16 & FHARZS o

B
e

#EFEISCS| PVEIIE AP ER :

* #REEStorageClassTE R LURE allowVolumeExpansion M{iIZE true ©

* 4REBPVCEZE M E#T spec.resources.requests.storage MURMFTRIFFE AR/ » X/ NABRIRRLE
K\ o

* WERPVHIIIZEPod « 7 BEsAEE A/ - sAEISCSI PVRYA/NE MRS
° FNRPVHIANZEPod * Astra Trident & fEF R IGIRTTHARE « EMFHEKE  LEMABERRARNK

/o

o ERBERMMPVEIAE « Astra Trident B EEFRIF_LIRTHEE o TER KA ERERRGIE EPod
21 ~ TridentZEFREE BN SFAERERRALKIIA o 281 - KubernetesBEIETTIFEMINTTAR
& ~ EFPVCKR/ o

LUF & B8R HETTISCSI PVRYEEA R ©

124


https://docs.netapp.com/zh-tw/trident-2304/trident-concepts/snapshots.html
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$ER1 : 35 7E StorageClass Az 1EVolumeE 7t

cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

N BEERStorageClass ~ FBARIBILFEMANA allowvolumeExpansion 88 o

HER2 | EAIGEIIAIStorageClass I — Bk A B E1Z 51

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san—-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident&@ B2 FHEHRE (PV) ~ WigHAWFREHREES (PVe) BILRAH -

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi RWO

Delete Bound default/san-pvc ontap-san 10s
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P3| EE—(EEEZEPVcHPod

TELEEERFIP ~ FEIFERMPod san-pvc ©

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

$HER4 . ERIPV

LERBM1GIRILE2GIHIPVAN « 554REEPVCEEM EH1 spec. resources.requests.storage £2Gi °
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kubectl edit pvc san-pvc
# Please edit the object below. Lines beginning with a '#' will be

ignored,

# and an empty file will abort the edit. If an error occurs while saving

this file will be

# reopened with the relevant failures.
#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io

creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82f2885db671
spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

SERS | BRI
R U EPVe ~ PVHIAstra Trident VolumefyA/) ~ LUFFEES BB TR (X ©

127



kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

JERINFS Volume

Astra TridentsZ 872 _EECENFS PVEYVolumelEFE ontap-nas ¥ ontap-nas-economy * ontap-nas-
flexgroup * gcp-cvs M ‘azure-netapp-files &if :

S ER1 : 3R 7EStorageClass Az #EVolumelE 7

EERENFS PVEIR/) « EEEERASREMEFER « UAFHEBRERIFETHITE

allowVolumeExpansion H{IZE true :

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl

kind: StorageClass
metadata:
name: ontapnas

provisioner: csi.trident.netapp.io

parameters:
backendType: ontap-nas
allowVolumeExpansion: true

NMREBEUASULERRREFER - B
HUAFFHR @B o
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$ER2 .

cat pvc-ontapnas.yaml
kind:
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
20Mi

storageClassName:

storage:

fEREEILAYStorageClassiE I — Bk A EHtEFR H

PersistentVolumeClaim

ontapnas

Astra TridentfEZItEPVCI2II20MiB NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 20M1i RWO

Delete Bound default/ontapnas20mb ontapnas

2méd2s

$EE3 | BB PV

EERBHEIIN20MIB PVEAEZE1GIB »
£1GB :

TAAREEEZPVCI s E4HE spec.resources

.requests.storage
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

T4 BRIET
B LUEEPVe ~ PVAIAstra Trident VolumeBYA/ ~ LUIFFEES S AER A/ -
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |

PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +

PEARLRE

e U AR IR A R ESIEEE A A Kubernetes PV tridentctl import ©

BT S
RO LI HARR @ EE A Astra Trident ~ LAE -
* KERAREASRE - UEMFERAHRENERE
* HHHERFF AR ERAERENER
© EEMIEN Kubernetes #5
* EXEERRERAEER

ZE
EEA Volume Z 7 « 557ciRBI FHIZEFIA o

* Astra Trident RAEEEA RW (GEE) #EAYHY ONTAP Volume ° DP (EkMF:E) (EAVIEEE SnapMirror
BEUIEE o AR SLPERERSTRA{%A « Bi§ Volume EEA Astra Trident ©
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* HFIEZRCTERAERPERNER TEAMKE - SZ2EAERTPH Volume - 558 Z Volume ~ 241
HUTEA o

@ EHEREREERIEE « A% Kubernetes FEAIELEIAVELRR ~ MBRRZRBER TR
IEEHMIINEI Pod o ER]REERERIRIE o

* &38 storageClass #AJBTE PVC 387 - Astra Trident 7ZEEEARBRI A ZER LR 8 - B HEERFEE
FfEFEER ~ REREEFER T ANEEPERN - AR ZERE BEFT ~ R EEARBARZEEREM
£& o ALt ~ BMEHEEFENE PVC PIEENREFENAETNRIENER - BEATAEREY -

* BB Volume A/NETE PVC FIREMRTER o #7HEEEEAMIRE 21 « PVELIPVCcHIClaimRefi2
AVARS

° [EIURREI—FIIARES retain FEPVHE o Kubernetesi{Ih B4 TPVCHIPVZ & ~ R4S B EIULERE
MUFF & #EFERNEURE]
° WNREHEFERNEINRAZA delete ~ HIFHIEE S EPVRIFREEMIBR o

* {RIRFEER ~ Astra Trident §EIE PVC ~ M EFanfa&in £ FlexVol F1 LUN © fERILAEHE --no-manage
BREAIEEEHEEAFERE - REFEA --no-manage ~ Astra Trident ¥4 EmBERN « BT
PVC & PV E#ITERIEMIEZE o ik PV BASRIPBREFEMEIEE S ZEREMIZE « HI40 Volume

Clone #1 Volume resize °

MRERE B Kubernetes AN B e C TIE&E « (BRREEIEKubernetes U IMEFHAIRER E
thiERA ~ BIEEIBIERER o

* RERERTEEPVCHIPY « EEMEAR « RMEBEAMIRE « UKREEEETPVCHIPY ° REEEHIRILL
PYsE o

A Volume

AT LUER tridentctl import FEA Volume ©

1. #1548 Volume Claim (PVC) &% (Bl ~ pvc.yaml) FAEIL PVC ° PVC EEREIEN

N N Atd = . . .
name > namespace > accessModes | storageClassName © BB LUIERE unixPermissions 7

TH PVC E&F ©

WUTRREREHIEH

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class
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(D smasnmsy - fim Py 2HES Voume A/ - BETEGEREARSKK -

2. ffMA tridentctl import FAFYISTE Astra Trident BRI BHM S « ZEBIREIWEE « LUIKRM—H R
FEDHEENZTE (B © ONTAP FlexVol  Element Volume ~ Cloud Volumes Service B&1E) o o
-f BES|BURIEE PVC 18RI ©

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

#451

#AZ2E T Volume EEASER ~ BREZIRAVEESENTZT ©

ONTAP NAS #1 ONTAP NAS FlexGroup

Astra Trident X3 FHFE A Volume ontap-nas # ontap-nas-flexgroup SBBIFET :

@ * © ontap-nas-economy EREIFETHEIAE A KR EEtree ©
®* ° ontap-nas # ontap-nas-flexgroup BEHSER AT EENHMIEE LTS

FEAEIIMEEVolume ontap-nas EEENFETFlexVol 2ONTAP I5EZEZEE L HITRITHEE - FHE
AFlexVols ontap-nas BEENIFZIHVEEA TNER © AT EFEERREERE LH—EDHEE ~ BEA%FlexVol
ONTAP ontap-nas PVC.[E#HMFlexGroup ~ AJAAFLEEFEAZ ontap-nas-flexgroup PVCs :

ONTAP NAS #if§|
LU 25EE Volume FIEEEE Volume FEABIEES o
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E& Volume

U TEHIZEAZL AR Volume managed volume FERAMRIG L ontap nas :

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fo—m fom -
fomm o fomm - fomm - +

JEZEE Volume

{FEHAKF --no-manage 5|8 Astra Trident 7 & E#5p% Volume o

MU TEHIEEA unmanaged volume £ L ontap nas &l -

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o e Fomm -
fom - o fom— - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm————— fomm -
fom - o fomm - fommm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |
o - fommm - fomm -
fom— - o fom - e +

SAN ONTAP

Astra Trident 22 {EHE A Volume ontap-san EREIFEL :

Astra Trident FTLABE A €15 B — LUN A9 ONTAP SAN FlexVols ° E8—3 ontap-san EBENFET * AFlexVol
A B REHIEAFlexVol —ELUNE I —EERE o Astra Trident ZEE A FlexVol ~ WAFEH PVC EZAERAEE o

ONTAP SAN 54
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T 25EE Volume FIEFEE Volume BEARYEEH o

& Volume

HIREEER Volume ~ Astra Trident &1 FlexVol EFifr% % pve-<uuid> & {ERKFlexVol LUNTEINEE
EA 1uno °

THEHIEEEA ontap-san-managed EAJEERFlexVol ontap san default {&if :

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

st it T T e e Fo——————— Fom e

fom - e it ettt T e fom— - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fo——————— fom e

fom - o fom - fommm - +
| pvc-déeedf54-4e40-4454-92£fd-d00fc228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |

o fomm - fomm -
fom— - o fom - fom— - +

JEZEE Volume

LUT 651 A unmanaged example volume £t ontap san B

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
Fommmmmmemsmesesesese s s s s e ss s o= o=
Fommmmmomoe Fommemererrorerrrrrrresersrreee e s s Fommmmmoe e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmmmomeorrrrrrrr e re e e mm o e Fommomememememos
Fommmmmmm== ettt Pommmmm== o= +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759f£555a | online | false |
et o= P
Fommmmmmm== et o= ettt +

WMNRITHE LUN HFEEE Kubernetes E1%5 IQN ££A3 IQN #9 igroup ~ 1 FHEEHIFAT » G GUREISERAS ¢
LUN already mapped to initiator(s) in this group ° EERIREIEISSTECHEE LUN ~ A8
BEARLIRE o

135



Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

avE S

Astra Trident #5213 NetApp Element #82F0 NetApp HCI Volume EEA solidfire-san EBEIFER :

@ ElementSEENFE XTI EE I Volume Tl o i ~ R B EEHHMFRERTE « Astra Trident B8
[C]#E:% - RFEIEEERMIREE « IRMEM —NHIEE LT - RBREABRIHEE o

pave
THIEHEEA element-managed #&IH_EHY Volume element _default ©

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

P msmssesese s s s s e e o= Fommmmmmememem=
Fommmmmmmoe B e e Fommmmmoe Fommmmomos +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e Fommmmom= Fommmmmmemoomo=s
Fommmmmmmme ettt Fommmmmme Fommmmmme= +
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
Fommmmcmcosmsosssrsrss e e e e Ee E e a S S Fommmmmms Fommmmmmcmsmsmss
Pommmmmmm== ettt Pommmmm== P +

Google Cloud Platform

Astra Trident T2 EFHE A Volume gcp-cvs EBENTETR :

HE7E Google Cloud Platform HFE A LL NetApp Cloud Volumes Service 2 /&8 Volume - 35

@ fRE Volume B&1%#5!5% Volume ° Volume E&EE 221 Volume EEHERRHI—ER9 : / o U0 ~
WREHRKREA 10.0.0.1: /adroit-jolly-swift » HHEERIEA adroit-jolly-
swift o

Google Cloud Platform i
T EEFIZEA gcp-cvs %% B Volume gcpcvs_ YEppr HOMERE G BRI adroit-jolly-swift e
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tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

Astra Trident S22 {EHE A Volume azure-netapp-files #ll azure-netapp-files-subvolume ERENFE
10 -

EEFE A Azure NetApp Files Volume ~ sEREEHRE BRI B 52 HAFR & © Volume BEREBZ &
(D) Volume BEMHERSEI—E55) : / o BN ~ MRHMESEH 10.0.0.2:/ importvoll  HIKEEEE
A importvoll ©

Azure NetApp Files &34

TH|EHIEEA azure-netapp-£files &ix EAY Volume azurenetappfiles 40517 HAIREERIE
importvoll °

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

e ERELEEEattatt et P o=
Fommmmmomo= Fommemererrorerrrrrrresersrreee e s s Fommmmmoe e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e R it e Fommomememesemos
Pommmmmmm== ettt P o= +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274f-d94b-44a3-98a3-04c953c9%a5le | online | true |

BTttt P o=
Fommmmmmm== L et Fommmmm== o= +

ESinth ZEEHEANFSR &
fEFAAstra Trident ~ SR MMEE B2 ERITRIBIEE  IHHAAR—RBERES
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ZEfEH o

Astra TridentVolume Reference CRAJ:E{R1E— T Z{EKubernetestn & R HFZ 2 FAReadWriteMany  (rwx
) NFSHAIEE o lEKubernetes REMR A RER THIEERL

* LEFEUEE - BREEM
* BI$EECFRA Trident NFS VolumeBBEF2 R {8
* RFBtridentcti SRR E thIER £ KubernetesIHEE

It EEREBMEKubernetesinsa 2 2 FIFINFS Volume3tFl o

/ ................ e Primary PV Secondary PV

"primary" o
namespace ace

m
=
-
’ Trident o ¥
namespace
primary secondary
TVol |—» TVol

-
- =

.......................

TridentVolumeReference

r
h I
Storage L ——— '
Volume

_\_

1R A= AE T ERFLAEERENFS VolumeH = o

REHFEPVCUH AT E
HEREAER TFICRIRPVCHRERBIER o

&)

%b

iR

BF1E Bt & =R 2 17 CRAVIERR
=ETESR TN R IERIEE & ZILTridentVolume Reference CREVHERR o

nnlrf

138



e F Bt Es 2 =R E 7 TridentVolume Reference
Byt an 2 2RI E G 1L TridentVolume Reference CRERZBBIEPVC o

e EEt e R ZERPRIEERIPVC
Baytan R ZEMREA EGEILEBRIPVC ~ LUERZRIREPVCEYERIKIR

5% TE AR B Y a4 ZE

RTERZZE - BaREEERAE mRZEEEEE « REEESNERtn R EEEAENBRIFER
78 - ﬁﬁﬁ%ﬁé‘@&%@*ﬁﬁ%qﬂhm °

HER
1. R TREESE | *BIIPVC (pvcl) (namespace?) fM shareToNamespace :3FE :

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Astra Trident& 2 17PVR EZBIHRNFSHIFMEE o

© TWAIUERLGERDFRRBE « RkAERFEFRELRAESEaRZER o F11
trident.netapp.io/shareToNamespace:
namespace2,namespace3, namespace4 °

@ c WAIUEREREMAmRZER * o flg

trident.netapp.io/shareToNamespace: *

o IRATLIEHFPVC, LA A shareToNamespace FERFEHEE o

2. *REERE EUBFTA®BMKUbeconfig « WIEF BBt R ZEHBEAE R - UEEBRt SR ZEMPE

17 TridentVolume Reference CR ©

3. "Bt A EMBEREE | ERRFRG %M B At e 2= P TridentVolume Reference CR
pvcl °
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. *Brtam B EMEEE | *BIL—EPVC (pvce2) (namespace2) {FF shareFromPVC sHEELIEER
JRPVC ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() BsstPVerIAIMS BN ERITRPVC o

RER

Astra Trident;&EY shareFrompVC £ B YK A FERRHARR _ESERE ~ A6 B RIMPVEZ L S IEBHARE « TIHAS
I EFF E RIS REPVIE A ARPVI#FEIR - BRUMBIPVCHIPVAIFIEREL -

fHpRE=Volume

1 R] AR ES 2 (Elap 4 ZE L FARVBEER& © Astra Trident& R FRERIRen 4 2= M L HAAR @ RVTZEAE « WA H
fthit AR & RV ap s = MIRVTF AN  EFE 2 RIEIR&E 6 % ZEERTZFRET  Astra Trident&@ RIPREZHERE o

f#/ tridentctl get Z:HEEVolume

fEA[tridentctl R » AT get BUSUBHIEENGM S - MNHFMAEN - sSA2RESS | ./ Trident
22/ tridentctl.html[t ridentctl Bp< EAEEIH] o
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Usage:
tridentctl get [option]

FEAR -
* *-h, --help : VolumeRJzREA o
* —-parentOfSubordinate string : BFEEREHITEREIIEVolume °
* ——subordinateOf string : FEHREHITEVolumelITE ©

PR 1

* Astra TridentfE ;%[5 L BRI 2 ZERB AL AR o S EAEZREENEMEERLEBESE
EBVolume&#l o

* [BERE R R PRICEEE E 2R EPV Y Z AN shareToNamespace 5 shareFromNamespace e =AES
TridentVolumeReference CRAEREHFEE « (A BRIBRIEEBIIPVC ©

s EREBHEIEE _ EEEPITIRE « BRMEL o
LESEZE
BEFRABEE AR VolumeTzEY -

ST ERREREZ M RMEE | Bl EREGS L M EFR o
* BE LRYRER "NetAppTV" o

BLiZAstra Trident
Astra Trident $2{t—%4H Prometheus $51ZimEh « A FAZKESHE Astra Trident FYRKEE o

IR ES

JIUTAN

Astra Tridentig2 (tEVSIZ ] B (S #IT FEMEZE :
* BERFE{EAstra TridentfY 2 2 AR EA4RRE o SR LUSEFEBIRINEE - UK B EAENTERINR B IR EITE
o
c BERIREAEN - URERE LA ENHIEESHE - UKFIERNERZES o
s MR AR IR E VIR E S S HE o
* IBHERIBE o (REIIAE FAstra TridentElBIF B ITIEEFTEHIRRY o
@ RIETER ~ TridentEEGRERTEIZEIFIE F 8001 £ /metrics IRk | L& TridentfF 855
CREELES -
CEENER

* ZdtAstra TridentfKubernetesz=£& ©
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* Prometheus#{T{ERE o IZ0] AR "B 23 EPrometheusZfE" sE ~ &t B] LUSEIB L #1{TPrometheus "[R4 fE
AR o

T E1 . E&ZPrometheus HiZ

IR REZE FEPrometheus B1Z ~ LUKEISIZN EVIS A RBE InAstra Trident BB - URHBINHEEEE
o 35 "EEAL" sREBAN{E{E A PrometheusFGrafanaféficAstra Trident3RHEENFEIE o ZRSEARERBAUN{A]
7EKubernetes#& &£ LIS EE B R B 1TPrometheus ~ LUK FE 17 ServiceMonitor3KEY{SAstra TridentfJ$51Z o

HEE2 . Ei/Prometheus ServiceMonitor

EEFEATridentI5E « SEZE I EIERIPrometheus ServiceMonitor trident-csi IRFSIIEEE metrics
$#1B o ServiceMonitor&i I8N FFI -

apiVersion: monitoring.coreos.com/v1l
kind: ServiceMonitor
metadata:
name: trident-sm
namespace: monitoring
labels:
release: prom-operator

spec:
jobLabel: trident
selector:
matchLabels:

app: controller.csi.trident.netapp.io
namespaceSelector:
matchNames:
- trident
endpoints:
- port: metrics
interval: 15s

tEServiceMonitorE &= EREEVHEEIANEE trident-csi BRFE ~ WFHIZH metrics IRFEMIRES o FLE -
Prometheus IRTE Bs&E 2B fZ Astra Trident Y
BIZ o

f& 7 BiEEAstra TridentBUSRIIEIZEZ 9P ~ Kibeletth AR T 55 %1512 kubelet volume * ﬁLWZtX%E'HE*EJHﬁ
BLIRERITIEIE o Kubelet BRI A RAFAMIMNIEIEE ~ Pod R EEIBMEMASIERAEEN o 3EBR "HiwiEE" o

FTEE3 | FHAPromQLE#H TridentE=
PromQLEBAR BRI EEREFI R R ERAEE o
MU Ea] LUERAPromQLE: :
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EXiS TridentE@ 2N E
* ZRBEAstra TridentlJHTTP 2XX[ClfEB %3 EE*

(sum (trident rest ops seconds total count{status code=~"2.."} OR on()
vector (0)) / sum (trident rest ops seconds total count)) * 100

* FEIBREEEE* 3K B Astra TridentfIk ECIFEB S LE

(sum (trident rest ops seconds total count) by (status code) / scalar
(sum (trident rest ops seconds total count))) * 100

* HAstra TridentH{THY & ERFERE

sum by (operation)
(trident operation duration milliseconds sum{success="true"}) / sum by
(operation)

(trident operation duration milliseconds_ count{success="true"})

Ev{8Astra TridentEEE

* F5Volume K/
trident volume allocated bytes/trident volume count
* BERIKEEVolumeZERI485H

sum (trident volume allocated bytes) by (backend uuid)

EY{21E 5 Volume £
() AR EbeletE R « 4 EEAILINAE o

* Z{EVolumeNE BZER B2 LE*

kubelet volume stats used bytes / kubelet volume stats capacity bytes *
100
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A B ZAstra Trident AutoSupport 3&;:8I#:1iT
{XT8:& « Astra Trident® & B {#3%PrometheusiSiZFE A& in B 44 NetApp ©

B E{F1EAstra Tridenti§Prometheusis IRME KB IH B HiX4ENetApp ~ 553838 --silence
-autosupport Astra TridentZ ZEBAE RYFEIE o

* Astra Tridentth A BB HIX R 23508k ENetApp SupportPBE#ZEARTE tridentctl send autosupport ° {85
EffE% Astra Trident?k_H{E508% o IEITIEIIEEERZ AT ~ RAEXIEZ NetAppH)
"PRFAREELSR"

* BRIEBAHEEREA ~ Astra Trident& B 7524/ \EFREENED 8% ©

s A LUERIEE ek R B EEEE - -since FERZ o FJU0 : tridentctl send autosupport
--since=1h o ItEMEFEBUREMEIX trident- autosupport T
JE 28 Astra Trident —fEZLEER o TEILIEEIE Containerff& "Trident AutoSupport f" o

* Trident AutoSupport AR E R EEEARIZER (PI) FEAE o BEMY "EULA" REAR Trident 28
MGAREH o AT LURABERE NetApp HER T2 EHSERAGE "5i2EE" o

Astra TridentEXBI BN E &HEFIWNT :

items:
- backendUUID: £ff3852el1-18a5-4df4-b2d3-£59£829627ed
protocol: file
config:
version: 1
storageDriverName: ontap-nas
debug: false
debugTraceFlags:
disableDelete: false
serialNumbers:
- nwkvzfanek SN
limitVolumeSize: "'
state: online

online: true

* HEE S EEZENetAppHy TRE 2] iHE o AutoSupport AutoSupportil RIEERATAE B R EEF A 250
& ~ AILUER --image-registry FEE o

* AU EE R YamIFE R KR EProxy URL o SR LAFARSEMEEIEE tridentctl install
-—-generate-custom-yaml LA T YamItE 280 #rig --proxy-url SELE 54 trident-autosupport =2
AJContainer trident-deployment.yaml ©

{SHEAstra TridentE2
EETRETEHEYEE - LEZELXBTYAM (A --generate-custom-yaml 1Z58) WHIMAARERILERR

--metrics EEAFIIERE trident-main
N
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